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#### Abstract

We prove necessary and sufficient conditions for the validity of Whitney's extension theorem in the ultradifferentiable Roumieu setting with controlled loss of regularity.


## 1. Introduction

Whitney's extension theorem 31 provides conditions for the extension of jets defined in closed subsets of $\mathbb{R}^{n}$ to infinitely differentiable functions on $\mathbb{R}^{n}$. Its ultradifferentiable analogues ask for a precise determination how the growth rate of the jets is preserved by their extension. The growth rate of the jets, respectively of the derivatives of a smooth function, is measured by weight functions $\omega$. We denote by $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ the associated space of ultradifferentiable functions $f$ on $\mathbb{R}^{n}$; by definition, the growth rate of the sequence $\left(\left\|f^{(\alpha)}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right)_{\alpha \in \mathbb{N}^{n}}$ is regulated in terms of $\omega$. We use the letter $\mathcal{B}$ to emphasize that the bounds are global in $\mathbb{R}^{n}$. These classes of ultradifferentiable functions were introduced by Beurling [2] and Björck [3] and equivalently described by Braun, Meise, and Taylor 8. Similarly, $\mathcal{B}^{\{\omega\}}(E)$ is the space of jets on the compact subset $E \subseteq \mathbb{R}^{n}$ with a growth rate regulated by $\omega$, so-called ultrajets. Precise definitions will be given in Section 2,

The weight functions $\omega$ which allow for an extension theorem preserving the class $\mathcal{B}^{\{\omega\}}$ have been fully characterized. We denote by $j_{E}^{\infty}$ the mapping which sends a smooth function to the infinite jet consisting of its partial derivatives of all orders restricted to $E$.

Theorem 1.1. Let $\omega$ be a weight function. The following conditions are equivalent:
(1) For every compact $E \subseteq \mathbb{R}^{n}$ the jet mapping $j_{E}^{\infty}: \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{\omega\}}(E)$ is surjective.
(2) There is a compact $E \subseteq \mathbb{R}^{n}$ such that $j_{E}^{\infty}: \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{\omega\}}(E)$ is surjective.
(3) $\omega$ is strong, i.e., $\int_{1}^{\infty} \frac{\omega(t u)}{u^{2}} d u \leq C \omega(t)+C$ for all $t>0$ and some $C>0$.

Note that a strong weight function is necessarily non-quasianalytic. Theorem 1.1 is due to Bonet, Braun, Meise, and Taylor [4] and Abanin [1] (the latter showed the equivalence with (2)). Partial results have been contributed in earlier papers, e.g. Meise and Taylor [20], Bonet, Meise, and Taylor [6. We want to mention that the statement remains true if the Roumieu type classes $\mathcal{B}^{\{\omega\}}$ are replaced by the

[^0]Beurling type classes $\mathcal{B}^{(\omega)}$, but we shall only be concerned with the Roumieu case in this paper.

The purpose of this paper is to study the extension problem for weight functions $\omega$ which are not strong. In that case the extension involves a loss of regularity: the class is not preserved. So we are led to the following problem.

Question 1.2. Let $\omega$ be a non-quasianalytic weight function. Let $\sigma$ be another weight function. Under which conditions is the jet mapping $j_{E}^{\infty}$ defined on $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ surjective onto $\mathcal{B}^{\{\sigma\}}(E)$ for all compact $E \subseteq \mathbb{R}^{n}$ ?

A complete answer has been given for the one-point set $E=\{0\}$, by Bonet, Meise, and Taylor [7, and for compact convex sets $E$, by Langenbruch [17]. In these cases the mapping $j_{E}^{\infty}: \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{\sigma\}}(E)$ is surjective if and only if

$$
\begin{equation*}
\exists C>0 \forall t>0: \int_{1}^{\infty} \frac{\omega(t u)}{u^{2}} d u \leq C \sigma(t)+C \tag{1.1}
\end{equation*}
$$

So this condition is necessary for our problem.
We answer Question 1.2 (for all compact $E \subseteq \mathbb{R}^{n}$ ) under three additional conditions. The first condition is that $\omega$ is concave. This has technical reasons, but it is not incongruous, since every strong weight function is equivalent to a concave one; cf. [20, Proposition 1.3]. Secondly, we require that $\sigma(t)=o(t)$ as $t \rightarrow \infty$; again any strong weight function has this property.

To explain the third condition let us recall that any weight function $\sigma$ is associated with a family of weight sequences $\mathfrak{S}=\left\{S^{x}\right\}_{x>0}$ such that for the corresponding ultradifferentiable spaces we have

$$
\begin{equation*}
\mathcal{B}^{\{\sigma\}}\left(\mathbb{R}^{n}\right)=\operatorname{ind}_{x>0} \mathcal{B}^{\left\{S^{x}\right\}}\left(\mathbb{R}^{n}\right) \quad\left(\operatorname{and} \mathcal{B}^{(\sigma)}\left(\mathbb{R}^{n}\right)=\operatorname{proj}_{x>0} \mathcal{B}^{\left(S^{x}\right)}\left(\mathbb{R}^{n}\right)\right) \tag{1.2}
\end{equation*}
$$

The condition we require is that

$$
\begin{equation*}
\forall x>0 \exists y>0 \exists C \geq 1 \forall 1 \leq j \leq k: \frac{S_{j}^{x}}{j S_{j-1}^{x}} \leq C \frac{S_{k}^{y}}{k S_{k-1}^{y}} \tag{1.3}
\end{equation*}
$$

The following is our main result.
Theorem 1.3. Let $\omega$ be a non-quasianalytic concave weight function. Let $\sigma$ be a weight function satisfying $\sigma(t)=o(t)$ as $t \rightarrow \infty$ and (1.3). Then the following conditions are equivalent:
(1) For every compact $E \subseteq \mathbb{R}^{n}$ the jet mapping $j_{E}^{\infty}: \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{\sigma\}}(E)$ is surjective.
(2) There is $C>0$ such that $\int_{1}^{\infty} \frac{\omega(t u)}{u^{2}} d u \leq C \sigma(t)+C$ for all $t>0$.

The implication (1) $\Rightarrow(2)$ follows from the aforementioned result of [7] and does not require the three additional conditions on $\omega$ and $\sigma$. We discuss the condition (1.3) and its relation to other properties of the weight function in Section 3.6 and Section 5.5. Let us emphasize that, while (1) and (2) in Theorem 1.3 are invariant under equivalence of weight functions (two weight functions are equivalent if and only if they generate the same class), concavity and (1.3) are not invariant. Thus, for the validity of Theorem 1.3 is is enough that the assumptions on $\omega$ and $\sigma$ are satisfied up to equivalence of weight functions.

The problem put forward in Question 1.2 has been solved for Denjoy-Carleman classes by Chaumat and Chollet [10, where the growth rate of the derivatives is controlled by weight sequences $M$. Indeed, under suitable conditions on the
weight sequences, 10 proved that the jet mapping $j_{E}^{\infty}: \mathcal{B}^{\{N\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{M\}}(E)$ is surjective, for every compact $E \subseteq \mathbb{R}^{n}$, if and only if

$$
\exists C>0 \forall k \in \mathbb{N}: \sum_{\ell \geq k} \frac{N_{\ell-1}}{N_{\ell}} \leq C \frac{k M_{k-1}}{M_{k}}
$$

The case that the extension preserves the class (i.e., $M=N$ ) is due to Bruna [9] (see also [16]). We will see that our Theorem 1.3 is a generalization of this result (under an additional assumption on $N$ ). In general, a class $\mathcal{B}^{\{\omega\}}$ cannot be represented as a class $\mathcal{B}^{\{M\}}$ for a weight sequence $M$, and vice versa, cf. Bonet, Meise, and Melikhov 5 and Rainer and Schindl 24].

The approach of [10] was the starting point of our recent paper [26] in which we obtained a generalization of their extension result for admissible unions of DenjoyCarleman classes. By virtue of $\sqrt[1.2]{ }$, we deduced a version of Theorem 1.3 which however required an restrictive undesired condition on the involved weight functions.

In the present paper we surmount this problem by using the special cut-off functions which were constructed in [4]. They are tailor-made for weight functions $\omega$; we actually need a modified version for two weight functions $\omega$ and $\sigma$ related by (1.1). Then we combine the resulting partition of unity $\left\{\varphi_{i}\right\}$ subordinate to a collection of Whitney cubes $Q_{i}$ with center $x_{i}$ with the technique of [10] which is based on a extension method of Dynkin 12 . The extension of a ultrajet $F$ of class $\mathcal{B}^{\{\sigma\}}$ is defined as a linear combination

$$
\sum_{i} \varphi_{i} T_{\hat{x}_{i}}^{p\left(x_{i}\right)} F
$$

of Taylor polynomials, where the degree $p\left(x_{i}\right)$ depends on the distance of $x_{i}$ to $E$ and $\hat{x}_{i} \in E$ realizes this distance. More precisely, the dependence of $p$ is through counting functions corresponding to the sequences in $\mathfrak{S}$, the family associated with $\sigma$. It is this part of the proof which necessitates the assumption (1.3).

The paper is structured as follows. We introduce weight functions, weight sequences, and the corresponding spaces of ultradifferentiable functions and jets in Section 2 A deeper analysis of the weights, their associated functions, and properties needed in the proof of the extension theorem follows in Section 3. We recall the construction of special cut-off functions due to [4] in Section 4. since we need a slight generalization for two weight functions $\omega$ and $\sigma$ satisfying (1.1), we indicate the required modifications in the proof. The main theorem 1.3 and its corollaries are proved in Section 5.

## 2. Spaces of Ultradifferentiable functions and Jets

2.1. Weight functions. By a weight function we mean a continuous increasing function $\omega:[0, \infty) \rightarrow[0, \infty)$ with $\omega(0)=0$ and $\lim _{t \rightarrow \infty} \omega(t)=\infty$ that satisfies

$$
\begin{align*}
& \omega(2 t)=O(\omega(t)) \quad \text { as } t \rightarrow \infty  \tag{2.1}\\
& \omega(t)=O(t) \quad \text { as } t \rightarrow \infty  \tag{2.2}\\
& \log t=o(\omega(t)) \quad \text { as } t \rightarrow \infty  \tag{2.3}\\
& \varphi(t):=\omega\left(e^{t}\right) \text { is convex. } \tag{2.4}
\end{align*}
$$

A weight function is called non-quasianalytic if

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\omega(t)}{1+t^{2}} d t<\infty \tag{2.5}
\end{equation*}
$$

Two weight functions $\omega$ and $\sigma$ are said to be equivalent if $\omega(t)=O(\sigma(t))$ and $\sigma(t)=O(\omega(t))$ as $t \rightarrow \infty$. For each weight function $\omega$ there is an equivalent weight function $\tilde{\omega}$ such that $\omega(t)=\tilde{\omega}(t)$ for large $t>0$ and $\left.\tilde{\omega}\right|_{[0,1]}=0$. It is thus no restriction to assume that $\left.\omega\right|_{[0,1]}=0$ when necessary.

The Young conjugate $\varphi^{*}$ of $\varphi$ is defined by

$$
\varphi^{*}(t):=\sup _{s \geq 0}(s t-\varphi(s)), \quad t \geq 0
$$

Assuming $\left.\omega\right|_{[0,1]}=0$, we have that $\varphi^{*}$ is a convex increasing function satisfying $\varphi^{*}(0)=0, t / \varphi^{*}(t) \rightarrow 0$ as $t \rightarrow \infty$, and $\varphi^{* *}=\varphi$; cf. [8] and [4, Remark 1.2].
2.2. The space $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ of ultradifferentiable functions. Let $\omega$ be a weight function and $\rho>0$. We consider the Banach space $\mathcal{B}_{\rho}^{\omega}\left(\mathbb{R}^{n}\right):=\left\{f \in C^{\infty}\left(\mathbb{R}^{n}\right)\right.$ : $\left.\|f\|_{\rho}^{\omega}<\infty\right\}$, where

$$
\|f\|_{\rho}^{\omega}:=\sup _{x \in \mathbb{R}^{n}, \alpha \in \mathbb{N}^{n}}\left|\partial^{\alpha} f(x)\right| \exp \left(-\frac{1}{\rho} \varphi^{*}(\rho|\alpha|)\right)
$$

and the inductive limit

$$
\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right):=\operatorname{ind}_{\rho \in \mathbb{N}} \mathcal{B}_{\rho}^{\omega}\left(\mathbb{R}^{n}\right)
$$

For weight functions $\omega$ and $\sigma$ we have $\mathcal{B}^{\{\omega\}} \subseteq \mathcal{B}^{\{\sigma\}}$ if and only if $\sigma(t)=O(\omega(t))$ as $t \rightarrow \infty$, cf. [24, Corollary 5.17]; in particular, $\omega$ and $\sigma$ are equivalent if and only if $\mathcal{B}^{\{\omega\}}=\mathcal{B}^{\{\sigma\}}$. The space $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ contains non-trivial functions with compact support if and only if $\omega$ is non-quasianalytic (cf. [8] or [24]).
2.3. Weight sequences. Let $\mu=\left(\mu_{k}\right)$ be a positive increasing sequence, $1=\mu_{0} \leq$ $\mu_{1} \leq \mu_{2} \leq \cdots$. We associate the sequences $M=\left(M_{k}\right)$ and $m=\left(m_{k}\right)$ defined by

$$
\begin{equation*}
\mu_{0} \mu_{1} \mu_{2} \cdots \mu_{k}=M_{k}=k!m_{k} \tag{2.6}
\end{equation*}
$$

for all $k \in \mathbb{N}$. We call $M$ a weight sequence if $M_{k}^{1 / k} \rightarrow \infty$. A weight sequence $M$ is called non-quasianalytic if

$$
\begin{equation*}
\sum_{k} \frac{1}{\mu_{k}}<\infty \tag{2.7}
\end{equation*}
$$

We say that $M$ has moderate growth if there exists $C>0$ such that $M_{j+k} \leq$ $C^{j+k} M_{j} M_{k}$ for all $j, k \in \mathbb{N}$, or equivalently,

$$
\begin{equation*}
\mu_{k} \lesssim M_{k}^{1 / k} \tag{2.8}
\end{equation*}
$$

we refer to [26, Lemma 2.2] for a proof and more equivalent conditions. (For real valued functions $f$ and $g$ we write $f \lesssim g$ if $f \leq C g$ for some positive constant $C$.)

Two weight sequences $M$ and $N$ are said to be equivalent if there is a constant $C>0$ such that $1 / C \leq M_{k}^{1 / k} / N_{k}^{1 / k} \leq C$ for all $k$.
Remark 2.1. (1) Some authors (e.g. [10], [24) prefer to work with "sequences without factorials", that is $m_{k}$ instead of $M_{k}$.
(2) Note that $\mu$ uniquely determines $M$ and $m$, and vice versa. In analogy we shall use $\nu \leftrightarrow N \leftrightarrow n, \sigma \leftrightarrow S \leftrightarrow s$, etc. That $\mu$ is increasing means precisely that $M$ is logarithmically convex (log-convex for short). Log-convexity of $m$ is a stronger condition: if $m$ is log-convex we shall say that $M$ is strongly log-convex.

Lemma 2.2 (Properties of weight sequences). Let $1=\mu_{0} \leq \mu_{1} \leq \mu_{2} \leq \ldots$. Then:
(1) $M_{k}^{1 / k}$ is increasing, equivalently,

$$
\begin{equation*}
\forall k \in \mathbb{N}_{>0}: M_{k}^{1 / k} \leq \mu_{k} \tag{2.9}
\end{equation*}
$$

(2) $M_{j} M_{k} \leq M_{j+k}$ for all $k, j$.
(3) If $M_{k}^{1 / k} \rightarrow \infty$, then $\mu_{k} \rightarrow \infty$.

Proof. This is straightforward to check.
2.4. The space $\mathcal{B}^{\{M\}}\left(\mathbb{R}^{n}\right)$ of ultradifferentiable functions. Let $M=\left(M_{k}\right)$ be a weight sequence and $\rho>0$. We consider the Banach space $\mathcal{B}_{\rho}^{M}\left(\mathbb{R}^{n}\right):=\{f \in$ $\left.C^{\infty}\left(\mathbb{R}^{n}\right):\|f\|_{\rho}^{M}<\infty\right\}$, where

$$
\|f\|_{\rho}^{M}:=\sup _{x \in \mathbb{R}^{n}, \alpha \in \mathbb{N}^{n}} \frac{\left|\partial^{\alpha} f(x)\right|}{\rho^{|\alpha|} M_{|\alpha|}}
$$

and the inductive limit

$$
\mathcal{B}^{\{M\}}\left(\mathbb{R}^{n}\right):=\operatorname{ind}_{\rho \in \mathbb{N}} \mathcal{B}_{\rho}^{M}\left(\mathbb{R}^{n}\right)
$$

Traditionally, $\mathcal{B}^{\{M\}}\left(\mathbb{R}^{n}\right)$ is called a Denjoy-Carleman class. For weight sequences $M$ and $N$ we have $\mathcal{B}^{\{M\}} \subseteq \mathcal{B}^{\{N\}}$ if and only if $M_{k}^{1 / k} \lesssim N_{k}^{1 / k}$; one implication is obvious, the other follows from the existence of characteristic $\mathcal{B}^{\{M\}}$-functions, cf. [24, Lemma 2.9 and Proposition 2.12]. In particular, $M$ and $N$ are equivalent if and only if the corresponding classes coincide. By the Denjoy-Carleman theorem (e.g. [14, Theorem 1.3.8]), $\mathcal{B}^{\{M\}}\left(\mathbb{R}^{n}\right)$ contains non-trivial elements with compact support if and only if $M$ is non-quasianalytic.
2.5. The connection between $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ and $\mathcal{B}^{\{M\}}\left(\mathbb{R}^{n}\right)$. With any weight function $\omega$ we can associate a family of weight sequences $\left\{W^{x}\right\}_{x>0}$ such that $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ can be described us the union of the spaces $\mathcal{B}^{\left\{W^{x}\right\}}\left(\mathbb{R}^{n}\right)$; see Theorem 2.5 below.
Definition 2.3 (The weight matrix associated with a weight function). With a weight function $\omega$ we associate a weight matrix $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ by setting

$$
W_{k}^{x}:=\exp \left(\frac{1}{x} \varphi^{*}(x k)\right), \quad k \in \mathbb{N}
$$

cf. [24, 5.5]. Moreover, we define

$$
\vartheta_{k}^{x}:=\frac{W_{k}^{x}}{W_{k-1}^{x}}
$$

Lemma 2.4 (Properties of the associated weight matrix). We have:
(1) Each $W^{x}$ is a weight sequence (in the sense of Section 2.3).
(2) $\vartheta^{x} \leq \vartheta^{y}$ if $x \leq y$, which entails $W^{x} \leq W^{y}$.
(3) For all $x>0$ and all $j, k \in \mathbb{N}, W_{j+k}^{x} \leq W_{j}^{2 x} W_{k}^{2 x}$ and $w_{j+k}^{x} \leq w_{j}^{2 x} w_{k}^{2 x}$.
(4) For all $x>0$ and all $k \in \mathbb{N}_{\geq 2}$, $\vartheta_{2 k}^{x} \leq \vartheta_{k}^{4 x}$.
(5) $\forall \rho>0 \exists H \geq 1 \forall x>0 \exists C \geq 1 \forall k \in \mathbb{N}: \rho^{k} W_{k}^{x} \leq C W_{k}^{H x}$.
(6) If $\omega(t)=o(t)$ as $t \rightarrow \infty$ then $\left(w_{k}^{x}\right)^{1 / k} \rightarrow \infty$ and $\vartheta_{k}^{x} / k \rightarrow \infty$ for all $x>0$.

Proof. (1)-(3) These are direct consequences of the properties of $\varphi^{*}$; cf. [24, 5.5].
(4) [26, Lemma 2.6].
(5) [24, Lemma 5.9].
(6) By [24, Corollary 5.15], we have $\left(w_{k}^{x}\right)^{1 / k} \rightarrow \infty$. That also $\vartheta_{k}^{x} / k \rightarrow \infty$ follows from (2.9).

Theorem 2.5 ( 24, Corollaries 5.8 and 5.15]). Let $\omega$ be a weight function and let $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ be the associated weight matrix. Then, as locally convex spaces,

$$
\begin{equation*}
\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)=\operatorname{ind}_{x>0} \mathcal{B}^{\left\{W^{x}\right\}}\left(\mathbb{R}^{n}\right)=\operatorname{ind}_{x>0} \operatorname{ind}_{\rho>0} \mathcal{B}_{\rho}^{W^{x}}\left(\mathbb{R}^{n}\right) \tag{2.10}
\end{equation*}
$$

We have $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)=\mathcal{B}^{\left\{W^{x}\right\}}\left(\mathbb{R}^{n}\right)$ for all $x>0$ if and only if

$$
\begin{equation*}
\exists H \geq 1 \forall t \geq 0: 2 \omega(t) \leq \omega(H t)+H \tag{2.11}
\end{equation*}
$$

Moreover, 2.11) holds if and only if some (equivalently each) $W^{x}$ has moderate growth. It is no restriction to let the inductive limits in 2.10 range only over $x, \rho \in \mathbb{N}$.
Remark 2.6. Let us emphasize that the fact that $\mathcal{B}^{\{\omega\}}=\mathcal{B}^{\{M\}}$ for some weight sequence $M$ if and only if $\omega$ satisfies (2.11] is due to [5].
2.6. Whitney ultrajets. Let $E$ be a compact subset of $\mathbb{R}^{n}$. We denote by $\mathcal{J}^{\infty}(E)$ the vector space of all jets $F=\left(F^{\alpha}\right)_{\alpha \in \mathbb{N}^{n}} \in C^{0}(E, \mathbb{R})^{\mathbb{N}^{n}}$ on $E$. For $a \in E$ and $p \in \mathbb{N}$ we associate the Taylor polynomial

$$
T_{a}^{p}: \mathcal{J}^{\infty}(E) \rightarrow C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right), F \mapsto T_{a}^{p} F(x):=\sum_{|\alpha| \leq p} \frac{(x-a)^{\alpha}}{\alpha!} F^{\alpha}(a)
$$

and the remainder $R_{a}^{p} F=\left(\left(R_{a}^{p} F\right)^{\alpha}\right)_{|\alpha| \leq p}$ with

$$
\left(R_{a}^{p} F\right)^{\alpha}(x):=F^{\alpha}(x)-\sum_{|\beta| \leq p-|\alpha|} \frac{(x-a)^{\beta}}{\beta!} F^{\alpha+\beta}(a), \quad a, x \in E
$$

Let us denote by $j_{E}^{\infty}$ the mapping which assigns to a $C^{\infty}$-function $f$ on $\mathbb{R}^{n}$ the jet $j_{E}^{\infty}(f):=\left(\left.\partial^{\alpha} f\right|_{E}\right)_{\alpha}$. By Taylor's formula, $F=j_{E}^{\infty}(f)$ satisfies

$$
\left(R_{a}^{p} F\right)^{\alpha}(x)=o\left(|x-a|^{p-|\alpha|}\right) \quad \text { for } a, x \in E, p \in \mathbb{N},|\alpha| \leq p \text { as }|x-a| \rightarrow 0
$$

Conversely, if a jet $F \in \mathcal{J}^{\infty}(E)$ has this property, then it admits a $C^{\infty}$-extension to $\mathbb{R}^{n}$, by Whitney's extension theorem [31] (for modern accounts see e.g. [18, Ch. 1], [30, IV.3], or [14, Theorem 2.3.6]).

Definition 2.7 (Whitney ultrajets). Let $E \subseteq \mathbb{R}^{n}$ be compact. Let $M=\left(M_{k}\right)$ be a weight sequence. For fixed $\rho>0$ we denote by $\mathcal{B}_{\rho}^{M}(E)$ the set of all jets $F$ such that there exists $C>0$ with

$$
\begin{gathered}
\left|F^{\alpha}(a)\right| \leq C \rho^{|\alpha|} M_{|\alpha|}, \quad \alpha \in \mathbb{N}^{n}, a \in E, \\
\left|\left(R_{a}^{p} F\right)^{\alpha}(b)\right| \leq C \rho^{p+1} M_{p+1} \frac{|b-a|^{p+1-|\alpha|}}{(p+1-|\alpha|)!}, \quad p \in \mathbb{N},|\alpha| \leq p, a, b \in E .
\end{gathered}
$$

The smallest constant $C$ defines a complete norm on $\mathcal{B}_{\rho}^{M}(E)$. We define

$$
\mathcal{B}^{\{M\}}(E):=\operatorname{ind}_{\rho \in \mathbb{N}} \mathcal{B}_{\rho}^{M}(E)
$$

An element of $\mathcal{B}^{\{M\}}(E)$ is called a Whitney ultrajet of class $\mathcal{B}^{\{M\}}$ on $E$.
Let $\omega$ be a weight function and $\mathfrak{W J}=\left\{W^{x}\right\}_{x>0}$ the associated weight matrix. A jet $F$ is said to be a Whitney ultrajet of class $\mathcal{B}^{\{\omega\}}$ on $E$ if $F \in \mathcal{B}^{\left\{W^{x}\right\}}(E)$ for some $x>0$; we set

$$
\mathcal{B}^{\{\omega\}}(E)=\mathcal{B}^{\{\mathfrak{W}\}}(E)=\operatorname{ind}_{x>0} \mathcal{B}^{\left\{W^{x}\right\}}(E)=\operatorname{ind}_{x>0} \operatorname{ind}_{\rho>0} \mathcal{B}_{\rho}^{W^{x}}(E)
$$

Remark 2.8. This definition of Whitney ultrajet of class $\mathcal{B}^{\{\omega\}}$ on $E$ coincides with the one given in [4]. This follows from Lemma 2.4 55).

### 2.7. Notation for sequences.

The table summarizes our notation for sequences appearing in the paper. The three columns are mutually determined by the rule

$$
\mu_{0} \mu_{1} \mu_{2} \cdots \mu_{k}=M_{k}=k!m_{k}
$$

for $k \in \mathbb{N}$. (There will be no confusion by the fact that $\sigma$ usually denotes a weight function.)

$$
\left|\begin{array}{c|c|c}
M & m & \mu \\
N & n & \nu \\
L & \ell & \lambda \\
W^{x} & w^{x} & \vartheta^{x} \\
S & s & \sigma \\
\dot{S} & \dot{s} & \dot{\sigma}
\end{array}\right|
$$

## 3. More on weight functions and weight sequences

3.1. Functions associated with weight sequences. There are a few functions which one naturally associates with a weight sequence; cf. [19], [15], 10]. They will play an essential role in the proof of the extension theorem 1.3 .

Definition 3.1 (Associated functions). Let $m=\left(m_{k}\right)$ be a positive sequence satisfying $m_{0}=1$ and $m_{k}^{1 / k} \rightarrow \infty$ (not necessarily log-convex). We associate the following functions

$$
\begin{align*}
& h_{m}(t):=\inf _{k \in \mathbb{N}} m_{k} t^{k}, \quad t>0, \quad h_{m}(0):=0  \tag{3.1}\\
& \bar{\Gamma}_{m}(t):=\min \left\{k: h_{m}(t)=m_{k} t^{k}\right\}, \quad t>0 \tag{3.2}
\end{align*}
$$

and, provided that $m_{k+1} / m_{k} \rightarrow \infty$,

$$
\begin{equation*}
\underline{\Gamma}_{m}(t):=\min \left\{k: \frac{m_{k+1}}{m_{k}} \geq \frac{1}{t}\right\}, \quad t>0 \tag{3.3}
\end{equation*}
$$

Lemma 3.2. Let $m=\left(m_{k}\right)$ be a positive sequence satisfying $m_{0}=1, m_{k}^{1 / k} \rightarrow \infty$, and $m_{k+1} / m_{k} \rightarrow \infty$. Then:
(1) $h_{m}$ is increasing, continuous, and positive for $t>0$. For large $t$ we have $h_{m}(t)=1$.
(2) $\underline{\Gamma}_{m}$ is decreasing and $\underline{\Gamma}_{m}(t) \rightarrow \infty$ as $t \rightarrow 0$.
(3) $k \mapsto m_{k} t^{k}$ is decreasing for $k \leq \underline{\Gamma}_{m}(t)$.
(4) $m_{k+1} / m_{k} \leq n_{k+1} / n_{k}$ for all $k$ implies $\underline{\Gamma}_{n} \leq \underline{\Gamma}_{m}$.
(5) $\underline{\Gamma}_{m} \leq \bar{\Gamma}_{m}$. If $m$ is log-convex then $\underline{\Gamma}_{m}=\bar{\Gamma}_{m}$.

Proof. These facts are well-known and immediate from the definitions; we refer to [19, 15], and 10.

Let $M$ be a weight sequence satisfying $m_{k}^{1 / k} \rightarrow \infty$. Then $m_{k} / m_{k-1}=\mu_{k} / k \rightarrow$ $\infty$, in fact, we have $\left(k!m_{k}\right)^{1 / k}=M_{k}^{1 / k} \leq \mu_{k}$, by 2.9 .

So for such $M$ the functions $h_{m}, \underline{\Gamma}_{m}, \bar{\Gamma}_{m}$ are well-defined and enjoy the properties listed in Lemma 3.2. The sequence $m$ will not be log-convex in general, whence $\underline{\Gamma}_{m}$ and $\bar{\Gamma}_{m}$ fall apart. We need them both. It will crucial to be able to compare them, which is the content of the following lemma. Of course, we pay the price that we must switch from $m$ to another sequence $n$.

Lemma 3.3. Let $M, N$ be weight sequences satisfying $m_{k}^{1 / k} \rightarrow \infty$ and $n_{k}^{1 / k} \rightarrow \infty$. Assume that there exists $C \geq 1$ such that $\mu_{j} / j \leq C \nu_{k} / k$ for all $j \leq k$. Then, for all $t>0$,

$$
\begin{equation*}
\bar{\Gamma}_{n}(C t) \leq \underline{\Gamma}_{m}(t) \tag{3.4}
\end{equation*}
$$

Proof. Let $t>0$. If $k>\underline{\Gamma}_{m}(t)$, then

$$
\frac{n_{k}}{n_{\underline{\Gamma}_{m}(t)}}=\frac{\nu_{k}}{k} \cdots \frac{\nu_{\underline{\Gamma}_{m}(t)+1}}{\underline{\Gamma}_{m}(t)+1} \geq\left(\frac{\mu_{\underline{\Gamma}_{m}}(t)+1}{C\left(\underline{\Gamma}_{m}(t)+1\right)}\right)^{k-\underline{\Gamma}_{m}(t)} \geq(C t)^{-k+\underline{\Gamma}_{m}(t)}
$$

and thus $n_{k}(C t)^{k} \geq n_{\underline{\Gamma}_{m}(t)}(C t)^{\underline{\Gamma}_{m}(t)}$. It follows that $\bar{\Gamma}_{n}(C t) \leq \underline{\Gamma}_{m}(t)$.
We also need the following property.
Lemma 3.4. Let $M, N, L$ be weight sequences satisfying $m_{k}^{1 / k} \rightarrow \infty, n_{k}^{1 / k} \rightarrow \infty$, and $\ell_{k}^{1 / k} \rightarrow \infty$. Assume that

$$
\begin{equation*}
\mu_{2 k} \lesssim \nu_{k} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\exists C \geq 1 \forall 1 \leq j \leq k: \frac{\nu_{j}}{j} \leq C \frac{\lambda_{k}}{k} \tag{3.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
\exists D \geq 1 \forall t>0: 2 \underline{\Gamma}_{\ell}(D t) \leq \underline{\Gamma}_{m}(t) \tag{3.7}
\end{equation*}
$$

Proof. We first claim that (3.5) and (3.6) imply

$$
\begin{equation*}
\exists C \geq 1 \forall 1 \leq h \leq 2 k: \frac{\mu_{h}}{h} \leq C \frac{\lambda_{k}}{k} \tag{3.8}
\end{equation*}
$$

Note that (3.5) is equivalent to $\frac{\mu_{2 k}}{2 k} \lesssim \frac{\nu_{k}}{k}$. Thus, if $h=2 j$ for $1 \leq j \leq k$, then $\frac{\mu_{h}}{h}=\frac{\mu_{2 j}}{2 j} \leq C \frac{\lambda_{k}}{k}$. If $h$ is odd, then $\frac{\mu_{h}}{h} \leq 2 \frac{\mu_{h+1}}{h+1} \leq 2 C \frac{\lambda_{k}}{k}$, since $\mu$ is increasing.

Now it is easy to see that (3.8) implies (3.7).
3.2. Good weight functions. Let us single out the weight functions whose associated weight matrix satisfies the conditions required in Lemma 3.3 and Lemma 3.4

Definition 3.5 (Good weight functions). A weight function $\omega$ with associated weight matrix $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ is called good if

$$
\begin{equation*}
\forall x>0 \exists y>0 \exists C \geq 1 \forall 1 \leq j \leq k: \frac{\vartheta_{j}^{x}}{j} \leq C \frac{\vartheta_{k}^{y}}{k} \tag{3.9}
\end{equation*}
$$

Remark 3.6. (1) By Lemma 2.42, it is no restriction to assume $y \geq 2 x$ in 3.9) to the benefit that $w_{j+k}^{x} \leq w_{j}^{y} w_{k}^{y}$ for all $j, k$, by Lemma 2.4 3.
(2) We remark that 3.9 is not invariant under equivalence of weight functions.
(3) If $W^{x}$ is strongly log-convex, then (3.9) is satisfied with $y=x$ and $C=1$.

Proposition 3.7. Let $\omega$ be a good weight function satisfying $\omega(t)=o(t)$ as $t \rightarrow \infty$. Let $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ be the associated weight matrix. Then

$$
\begin{align*}
\forall x>0 \exists & y_{3} \geq y_{2} \geq y_{1} \geq x \exists D \geq 1 \forall t>0: \\
& \bar{\Gamma}_{w^{y_{3}}}\left(D^{3} t\right) \leq \underline{\Gamma}_{w^{y_{2}}}\left(D^{2} t\right) \leq \bar{\Gamma}_{w^{y_{2}}}\left(D^{2} t\right) \leq \underline{\Gamma}_{w^{y_{1}}}(D t) \leq \frac{\underline{\Gamma}_{w^{x}}(t)}{2} \tag{3.10}
\end{align*}
$$

We may assume that $y_{1} \geq 2 x$ and $y_{2} \geq 2 y_{1}$ and hence $w_{j+k}^{x} \leq w_{j}^{y_{1}} w_{k}^{y_{1}}$ and $w_{j+k}^{y_{1}} \leq$ $w_{j}^{y_{2}} w_{k}^{y_{2}}$ for all $j, k \in \mathbb{N}$.
Proof. The rightmost inequality in 3.10 follows from Lemma 3.4, since $\vartheta_{2 k}^{x} \leq \vartheta_{k}^{4 x}$ (for $k \geq 2$ ) by Lemma 2.4(4). The other inequalities are easy consequences of Lemma 3.3 and Lemma $3.2,5)$. The supplement follows from Remark 3.6(1).
3.3. The conjugate of a weight function. The following conjugate will be important for the special partition of unity to be constructed in Section 4.
Definition 3.8 (The conjugate of a weight function). Let $\omega:[0, \infty) \rightarrow[0, \infty)$ satisfy $\omega(t)=o(t)$ as $t \rightarrow \infty$. We define

$$
\begin{equation*}
\omega^{\star}(t):=\sup _{s \geq 0}(\omega(s)-s t), \quad t>0 \tag{3.11}
\end{equation*}
$$

Then $\omega^{\star}$ is decreasing, continuous, and convex with $\omega^{\star}(t) \rightarrow \infty$ as $t \rightarrow 0$, see [23, Remark 1.5]. Since $\omega(t)=o(t)$ as $t \rightarrow \infty, \omega^{\star}(t)$ is finite for all $t$. If $\omega$ is concave and increasing, then, by [23, Proposition 1.6],

$$
\begin{equation*}
\omega(t)=\inf _{s>0}\left(\omega^{\star}(s)+s t\right), \quad t>0 \tag{3.12}
\end{equation*}
$$

Lemma 3.9. Let $\omega, \sigma:[0, \infty) \rightarrow[0, \infty)$ satisfy $\omega(t)=o(t)$ and $\sigma(t)=o(t)$ as $t \rightarrow \infty$. Suppose that $\sigma(t)=O(\omega(t))$ as $t \rightarrow \infty$. Then

$$
\begin{equation*}
\exists C \geq 1 \forall t>0: \sigma^{\star}(t) \leq C \omega^{\star}(t / C)+C \tag{3.13}
\end{equation*}
$$

Proof. This is an easy computation.
3.4. The connection between $\omega_{M}^{\star}$ and $\omega_{m}$. With every positive sequence $M$ satisfying $M_{0}=1$ and $M_{k}^{1 / k} \rightarrow \infty$ we associate a function $\omega_{M}$ by setting

$$
\omega_{M}(t)=-\log h_{M}(1 / t)=\sup _{k \in \mathbb{N}} \log \left(\frac{t^{k}}{M_{k}}\right), \quad t>0
$$

Then $\omega_{M}$ is increasing, convex in $\log t$, and zero for sufficiently small $t>0$. If $M$ is a weight sequence such that $\liminf _{k \rightarrow \infty} m_{k}^{1 / k}>0$ and $\operatorname{lim~inf}_{k \rightarrow \infty} \mu_{Q k} / \mu_{k}>1$ for some $Q \in \mathbb{N}$, then $\omega_{M}$ is a weight function. See [15] and [5, Lemma 12]. The proof of the latter shows that $\omega_{M}(t)=o(t)$ as $t \rightarrow \infty$ provided that $m_{k}^{1 / k} \rightarrow \infty$.

There is a connection between $\omega_{M}^{\star}$ and $\omega_{m}$. We found this in [11, Lemma 5.7.8].
Lemma 3.10. Let $M$ be a weight sequence such that $m_{k}^{1 / k} \rightarrow \infty$. Then

$$
\begin{equation*}
\forall t>0: \omega_{M}^{\star}(t) \leq \omega_{m}\left(\frac{1}{t}\right) \leq \omega_{M}^{\star}\left(\frac{t}{e}\right) \tag{3.14}
\end{equation*}
$$

Proof. We have $\omega_{M}(t)=o(t)$ as $t \rightarrow \infty$ and so $\omega_{M}^{\star}$ is well-defined. For $s>0$,

$$
\omega_{M}^{\star}(s):=\sup _{t \geq 0}\left(\omega_{M}(t)-s t\right)=\sup _{k \in \mathbb{N}} \sup _{t \geq 0}\left(\log \left(\frac{t^{k}}{M_{k}}\right)-s t\right)=\sup _{k \in \mathbb{N}} \log \left(\frac{k^{k}}{(e s)^{k} M_{k}}\right),
$$

by an easy calculation. Using $k!\leq k^{k} \leq e^{k} k$ ! we find

$$
\omega_{M}^{\star}(s) \leq \sup _{k \in \mathbb{N}} \log \left(\frac{1}{s^{k} m_{k}}\right)=\omega_{m}\left(\frac{1}{s}\right) \leq \sup _{k \in \mathbb{N}} \log \left(\frac{k^{k}}{s^{k} M_{k}}\right)=\omega_{M}^{\star}\left(\frac{s}{e}\right)
$$

as required.
Corollary 3.11. Let $\omega$ be a weight function satisfying $\omega(t)=o(t)$ as $t \rightarrow \infty$. Let $\mathfrak{W}$ be the associated weight matrix. Then, for all $M \in \mathfrak{W}$ there exists $C \geq 1$ such that for all $t>0$

$$
\begin{equation*}
\omega^{\star}(t) \leq C \omega_{M}^{\star}\left(\frac{t}{C}\right)+C \quad \text { and } \quad \omega_{M}^{\star}(t) \leq C \omega^{\star}\left(\frac{t}{C}\right)+C \tag{3.15}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\omega^{\star}(t) \leq C \omega_{m}\left(\frac{C}{t}\right)+C \quad \text { and } \quad \omega_{m}(t) \leq C \omega^{*}\left(\frac{1}{e C t}\right)+C \tag{3.16}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\exp \left(\omega^{\star}(t)\right) \leq\left(\frac{e}{h_{m}(t / C)}\right)^{C} \tag{3.17}
\end{equation*}
$$

Proof. By [24, Lemma 5.7], for each $M \in \mathfrak{W}$, we have $\omega(t)=O\left(\omega_{M}(t)\right)$ and $\omega_{M}(t)=O(\omega(t))$ as $t \rightarrow \infty$. So (3.15) is a consequence of Lemma 3.9. The rest follows from Lemma 3.10.

In the proof of the following lemma log-convexity of the sequences was used.
Lemma 3.12 ([26, Remark 2.5]). Let $M$ and $N$ be weight sequences such that

$$
\begin{equation*}
\exists C \geq 1 \forall k, j \in \mathbb{N}: M_{k+j} \leq C^{k+j} N_{j} N_{k} \tag{3.18}
\end{equation*}
$$

Then $h_{M}(t) \leq h_{N}(C t)^{2}$ for all $t>0$.
We need a corresponding version for the sequences $m, n$ which are not log-convex in general. This can be achieved by using the connection between $\omega_{M}^{\star}$ and $\omega_{m}$.
Lemma 3.13. Let $M$ and $N$ be weight sequences satisfying (3.18) and $m_{k}^{1 / k} \rightarrow \infty$ and $n_{k}^{1 / k} \rightarrow \infty$. Then there is a $D \geq 1$ such that $h_{m}(t) \leq h_{n}(D t)^{2}$ for all $t>0$.
Proof. By Lemma 3.12, $h_{M}(t) \leq h_{N}(C t)^{2}$ and hence $2 \omega_{N}(t) \leq \omega_{M}(C t)$ for all $t>0$. Then

$$
2 \omega_{N}^{\star}(t)=\sup _{s \geq 0}\left(2 \omega_{N}(s)-2 t s\right) \leq \sup _{s \geq 0}\left(\omega_{M}(C s)-2 t s\right)=\omega_{M}^{\star}\left(\frac{2 t}{C}\right) .
$$

By (3.14,

$$
2 \omega_{n}\left(\frac{1}{t}\right) \leq 2 \omega_{N}^{\star}\left(\frac{t}{e}\right) \leq \omega_{M}^{\star}\left(\frac{2 t}{e C}\right) \leq \omega_{m}\left(\frac{e C}{2 t}\right)
$$

This entails the statement.
3.5. The heirs of a weight function. We introduce notation for our convenience.

Definition 3.14 (The heirs of a weight function). Let $\omega$ be a non-quasianalytic weight function. Then

$$
\begin{equation*}
\kappa(t)=\kappa_{\omega}(t):=\int_{1}^{\infty} \frac{\omega(t u)}{u^{2}} d u=t \int_{t}^{\infty} \frac{\omega(u)}{u^{2}} d u, \quad t>0 \tag{3.19}
\end{equation*}
$$

defines a weight function (possibly quasianalytic) satisfying $\kappa(t)=o(t)$ as $t \rightarrow \infty$; cf. [7, Remark 3.20]. Moreover, $\kappa$ is concave; see [20, Proposition 1.3]. Since $\omega$ is increasing we have $\kappa \geq \omega$, which implies $K^{x} \leq W^{x}$ for all $x>0$, where $\left\{K^{x}\right\}_{x>0}$ is the weight matrix associated with $\kappa$.

All weight functions $\sigma$ satisfying $\sigma(t)=o(t)$ and $\kappa(t)=O(\sigma(t))$ as $t \rightarrow \infty$, i.e.,

$$
\begin{equation*}
\exists C>0 \forall t>0: \int_{1}^{\infty} \frac{\omega(t u)}{u^{2}} d u \leq C \sigma(t)+C \tag{3.20}
\end{equation*}
$$

are called heirs of the weight function $\omega$. A good heir of $\omega$ is a heir of $\omega$ which is a good weight function in the sense of Definition 3.5. If $\omega$ itself is a heir of $\omega$, then $\omega$ is said to be a strong weight function.

In particular, $\kappa$ is a heir of $\omega$. By [7, the condition (3.20) is necessary and sufficient for the surjectivity of $j_{\{0\}}^{\infty}: \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{\sigma\}}(\{0\})$. That a heir $\sigma$ satisfies $\sigma(t)=o(t)$ as $t \rightarrow \infty$ guarantees that we can work with the conjugate $\sigma^{\star}$.

Lemma 3.15. Let $\omega$ be a non-quasianalytic weight function and $\sigma$ a heir of $\omega$. Let $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ and $\mathfrak{S}=\left\{S^{x}\right\}_{x>0}$ be the weight matrices associated with $\omega$ and $\sigma$, respectively. Then

$$
\exists C \geq 1 \forall x>0: S^{x} \leq e^{1 / x} W^{C x}
$$

Proof. By (3.20), $\omega \leq \kappa \leq C \sigma+C$ and hence $\varphi_{\omega} \leq C \varphi_{\sigma}+C$. For the Young conjugates this means $\varphi_{\omega}^{*}(C t)+C \geq C \varphi_{\sigma}^{*}(t)$ which entails the assertion.

Next we recall that 3.20 can be equivalently stated with $\omega$ replaced by its harmonic extension. For a continuous function $u: \mathbb{R} \rightarrow \mathbb{R}$ with $\int_{\mathbb{R}} \frac{|u(t)|}{1+t^{2}} d t<\infty$, we define its harmonic extension $P_{u}: \mathbb{C} \rightarrow \mathbb{R}$ by

$$
P_{u}(x+i y):= \begin{cases}\frac{|y|}{\pi} \int_{\mathbb{R}} \frac{u(t)}{(t-x)^{2}+y^{2}} d t & \text { if } y \neq 0 \\ u(x) & \text { if } y=0\end{cases}
$$

Then $P_{u}$ is continuous on $\mathbb{C}$ and harmonic in the open upper and lower half plane. If $\omega$ is a weight function, we extend $\omega$ to $\mathbb{C}$ by $z \mapsto \omega(|z|)$, and $P_{\omega}$ denotes the harmonic extension of $t \mapsto \omega(|t|)$. We have $\omega \leq P_{\omega}$, cf. [20, Remark 1.6].

Lemma 3.16 ([7, Lemma 3.3]). For a non-quasianalytic weight function $\omega$ and $a$ weight function $\sigma$ the following conditions are equivalent:
(1) $\kappa_{\omega}(t)=O(\sigma(t))$ as $t \rightarrow \infty$.
(2) $P_{\omega}(t)=O(\sigma(t))$ as $t \rightarrow \infty$.
3.6. Concave and good weight functions. Let $\omega$ be a non-quasianalytic weight function. The weight function $\kappa=\kappa_{\omega}$ defined in 3.19 is concave, and hence subadditive, since $\kappa(0)=0$. Since $\kappa$ is the heir of $\omega$ which defines the largest function space among all heirs of $\omega$, it is of interest to find conditions which guarantee that $\kappa$ is a good heir of $\omega$.

Let us recall a result which relates concavity of a weight function with a condition on the associated weight matrix.

Theorem 3.17 ([25, Theorem 3 and 5]). Let $\omega$ be a weight function and let $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ be the associated weight matrix. Then the following conditions are equivalent:
(1) $\omega$ is equivalent to its least concave majorant.
(2) $\exists C>0 \exists t_{0}>0 \forall \lambda \geq 1 \forall t \geq t_{0}: \omega(\lambda t) \leq C \lambda \omega(t)$.
(3) $\forall x>0 \exists y>0 \exists D \geq 1 \forall 1 \leq j \leq k:\left(w_{j}^{x}\right)^{1 / j} \leq D\left(w_{k}^{y}\right)^{1 / k}$.

The equivalence of the first two conditions can be found in [23] and is based on [21, Lemma 1]. The equivalence with the third condition was proved in 25] building on a result of [13], by showing that the conditions are all equivalent to several stability properties of the corresponding spaces of ultradifferentiable functions.

Theorem 3.18. Let $\omega$ be a weight function. Assume that the associated weight matrix $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ satisfies

$$
\begin{equation*}
\forall x>0 \exists y>0: \vartheta_{k}^{x} \lesssim\left(W_{k}^{y}\right)^{1 / k} \tag{3.21}
\end{equation*}
$$

Then $\omega$ is a good weight function if and only if it is equivalent to its least concave majorant.

Proof. By 3.21 and 2.9, for all $x>0$ there exists $y>0$ such that $\left(W_{k}^{x}\right)^{1 / k} \leq$ $\vartheta_{k}^{x} \lesssim\left(W_{k}^{y}\right)^{1 / k} \leq \vartheta_{k}^{y}$ and consequently,

$$
\left(w_{k}^{x}\right)^{1 / k} \lesssim \frac{\vartheta_{k}^{x}}{k} \lesssim\left(w_{k}^{y}\right)^{1 / k} \lesssim \frac{\vartheta_{k}^{y}}{k}
$$

Then clearly the conditions (3.9) and 3.17,3) are equivalent.
Remark 3.19. Note that (3.21) is not invariant under equivalence of weight functions, in contrast to the three equivalent conditions in Theorem 3.17, compare with Remark 3.6(2).
Corollary 3.20. Let $\omega$ be a non-quasianalytic weight function. Then $\kappa_{\omega}$, defined in (3.19), is a good heir of $\omega$ provided that its associated weight matrix satisfies (3.21).

This raises the following question.
Question 3.21. Is every concave weight function equivalent to a good one?
A strong weight function $\omega$ is equivalent to the concave weight function $\kappa_{\omega}$. We will discuss the relation between strong and good weight functions in Section 5.5.
Remark 3.22. For the sake of completeness we remark that (3.21) amounts to the following condition on the secants of $\varphi^{*}$ :

$$
\forall x>0 \exists y>0 \exists C>0 \forall k \in \mathbb{N}_{>0}: \frac{\varphi^{*}(x k)-\varphi^{*}(x k-x)}{x} \leq \frac{\varphi^{*}(y k)}{y k}+C .
$$

A weight function $\omega$ is good if and only if

$$
\begin{aligned}
& \forall x>0 \exists y>0 \exists C>0 \forall 1 \leq j \leq k: \\
& \qquad \log k-\log j \leq \frac{\varphi^{*}(y k)-\varphi^{*}(y k-y)}{y}-\frac{\varphi^{*}(x j)-\varphi^{*}(x j-x)}{x}+C .
\end{aligned}
$$

## 4. A convenient partition of unity

In this section we construct a special partition of unity which will be a cornerstone for the extension theorem. The construction is based on a result of 4.
4.1. Special bump functions. The following proposition is due to [4] in the case that $\omega$ is a strong concave weight function and $\sigma=\omega$. The proof of the general case (with $\sigma \neq \omega$ ) requires some slight modifications of the original proof of 4]. We recall the main steps and detail the passages, where a transition from $\omega$ to $\sigma$ occurs.

In this section $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ will always be the weight matrix associated with the weight function $\omega$.
Proposition 4.1. Let $\omega$ be a non-quasianalytic concave weight function and let $\sigma$ be a heir of $\omega$. Then for each $n \in \mathbb{N}_{>0}$ there exist $m \in \mathbb{N}_{>0}, M>0$, and $0<r_{0}<1 / 2$ such that for all $0<r<r_{0}$ there are functions $f_{n, r} \in C^{\infty}(\mathbb{R})$ satisfying the following properties:

$$
\begin{gather*}
0 \leq f_{n, r} \leq 1, \quad \operatorname{supp} f_{n, r} \subseteq\left[-\frac{9}{8} r, \frac{9}{8} r\right],\left.\quad f_{n, r}\right|_{[-r, r]}=1  \tag{4.1}\\
\sup _{x \in \mathbb{R}, j \in \mathbb{N}} \frac{\left|f_{n, r}^{(j)}(x)\right|}{W_{j}^{m}} \leq M \exp \left(\frac{1}{n} \sigma^{\star}(n r)\right) \tag{4.2}
\end{gather*}
$$

The proof will show that $m=c n$ for some $c \in \mathbb{N}_{>0}$ independent of $n$.

Note that, in Proposition 4.1, $\sigma$ need not be a good heir of $\omega$.
The following two lemmas can be taken without modification from 4]. They are based on Hörmander's $L^{2}$-method to construct entire functions and on a PaleyWiener theorem.

Lemma 4.2 (4, Lemma 2.3]). Let $\omega$ be a non-quasianalytic weight function. Then there exists $A>0$ such that for each $0<r \leq 1$, each $k \in \mathbb{N}$, and each subharmonic function $u$ on $\mathbb{C}$ satisfying

$$
u(z) \leq r|\operatorname{Im}(z)|-\frac{\omega(z)}{k} \quad \text { for all } z \in \mathbb{C}
$$

there exists an entire function $F$ on $\mathbb{C}$ with $F(0)=1$ and

$$
|F(z)| \leq A \exp \left(r|\operatorname{Im}(z)|-\frac{\omega(z)}{k}+3 \log \left(1+|z|^{2}\right)\right) \sup _{|w| \leq 1} \exp (-u(w))
$$

for all $z \in \mathbb{C}$.
Lemma 4.3 (4, Lemma 2.4]). Let $\omega$ be a non-quasianalytic weight function. There exists $L \in \mathbb{N}_{>0}$ such that for each $k \in \mathbb{N}_{>0}$ there exists $B>0$ such that for all $0<r<1 / 2$ the following holds. If there is an entire function $F$ with $F(0)=1$ such that

$$
\exists M>0 \forall z \in \mathbb{C}:|F(z)| \leq M \exp \left(r|\operatorname{Im}(z)|-\frac{\omega(z)}{k}\right)
$$

then there exists $\psi \in \mathcal{B}^{\{\omega\}}(\mathbb{R})$ with the following properties:

$$
\begin{gathered}
0 \leq \psi \leq 1, \quad \psi(x)=0 \text { for } x \leq-r, \quad \psi(x)=1 \text { for } x \geq r \\
\sup _{x \in \mathbb{R}, j \in \mathbb{N}} \frac{\left|\psi^{(j)}(x)\right|}{W_{j}^{2 L k}} \leq B M^{2}
\end{gathered}
$$

Next we generalize [4, Lemma 2.5]. For $T>1$ we define $\omega_{T}: \mathbb{R} \rightarrow[0, \infty)$ by

$$
\omega_{T}(t):= \begin{cases}\omega(t) & \text { if }|t| \geq T  \tag{4.3}\\ \frac{\omega^{\prime}(T)}{2 T} t^{2}-\frac{\omega^{\prime}(T)}{2} T+\omega(T) & \text { if }|t| \leq T\end{cases}
$$

Lemma 4.4. Let $\omega$ be a non-quasianalytic concave weight function and let $\sigma$ be $a$ heir of $\omega$. Then there is a $D>0$ such that for all $T>1$,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}} \frac{\partial}{\partial y} P_{\omega_{T}}(x+i) \leq D \frac{\sigma(T)}{T} \tag{4.4}
\end{equation*}
$$

Proof. It suffices to follow the proof of [4, Lemma 2.5] and replace the use of the estimate $\int_{1}^{\infty} \frac{\omega(t u)}{u^{2}} d u \leq C \omega(t)+C$ (that is [4, 1.7(1)]) by the estimate (3.20).

Let $\omega, \omega_{T}$ be as in Lemma 4.4 and 4.3. We consider $h_{T}: \mathbb{C} \rightarrow \mathbb{R}$ given by

$$
h_{T}(z):= \begin{cases}P_{\omega_{T}}(z+i) & \text { if } \operatorname{Im}(z) \geq 0 \\ P_{\omega_{T}}(z-i) & \text { if } \operatorname{Im}(z)<0\end{cases}
$$

If $\omega_{T}$ is replaced by $\omega$, then we will write $h$ for the corresponding function. By the symmetry of $\omega_{T}$ and of the Poisson kernel, $h_{T}$ is continuous on $\mathbb{C}$. We have

$$
\begin{equation*}
h_{T}(z)-\omega(T) \leq h(z) \leq h_{T}(z) \quad \text { for all } z \in \mathbb{C}, T>1 \tag{4.5}
\end{equation*}
$$

by [4, 2.7(2)]. The following generalizes [4, Lemma 2.7].

Lemma 4.5. Let $\omega$ be a non-quasianalytic concave weight function and let $\sigma$ be $a$ heir of $\omega$. Then there exist $E, F, G>0$ such that for all $T>1$ and all $z \in \mathbb{C}$,

$$
\begin{equation*}
E^{-1} h_{T}(z)-F \omega(T) \leq \sigma(z), \quad \omega(z) \leq h_{T}(z)+G \tag{4.6}
\end{equation*}
$$

Proof. The proof of [4, Lemma 2.7] yields that there exists $G>0$ such that

$$
\left|P_{\omega}(z+w)-P_{\omega}(z)\right| \leq G \quad \text { for all } z, w \in \mathbb{C},|w| \leq 1
$$

Together with 4.5 this implies

$$
\omega(z) \leq P_{\omega}(z) \leq P_{\omega}(z+i)+G=h(z)+G \leq h_{T}(z)+G
$$

if $\operatorname{Im}(z) \geq 0$, and similarly for $\operatorname{Im}(z)<0$. This gives the second inequality in 4.6).
For the first inequality note that $P_{\omega} \leq C \sigma+C$, by Lemma 3.16. Then, by 4.5,

$$
h_{T}(z)-\omega(T)-G \leq h(z)-G \leq P_{\omega}(z) \leq C \sigma(z)+C
$$

which easily implies the first inequality in (4.6).
Now we generalize [4, Lemma 2.8].
Lemma 4.6. Let $\omega$ be a non-quasianalytic concave weight function and let $\sigma$ be a heir of $\omega$. Then for each $n \in \mathbb{N}_{>0}$ there exist $m \in \mathbb{N}_{>0}, M>0$ and $0<r_{0}<1 / 2$ such that for all $0<r<r_{0}$ there are functions $g_{n, r} \in C^{\infty}(\mathbb{R})$ satisfying the following properties:

$$
\begin{gather*}
0 \leq g_{n, r} \leq 1, \quad g_{n, r}=0 \text { for } x \leq-r, \quad g_{n, r}(x)=1 \text { for } x \geq r,  \tag{4.7}\\
\sup _{x \in \mathbb{R}, j \in \mathbb{N}} \frac{\left|g_{n, r}^{(j)}(x)\right|}{W_{j}^{m}} \leq M \exp \left(\frac{1}{n} \sigma^{\star}(n r)\right) \tag{4.8}
\end{gather*}
$$

Proof. There is a constant $C$ such that $\omega \leq C \sigma+C$. Let $A, L, D, E, F, G$ be the constants arising in Lemma 4.2. Lemma 4.3. Lemma 4.4, and Lemma 4.5. We can assume that $C, L, D, E, F$ are positive integers. For $n \in \mathbb{N}_{>0}$ let

$$
\begin{equation*}
k:=(2 C E F+D) n \quad \text { and } \quad m:=4 L k . \tag{4.9}
\end{equation*}
$$

Choose $0<r_{0}<1 / 2$ such that the equation $\sigma(t) / t=r_{0} k / D$ has a solution $t>1$. Fix $0<r<r_{0}$ and choose $T=T(k, r)>1$ such that

$$
\begin{equation*}
\sigma(T)=T \frac{r k}{D} \tag{4.10}
\end{equation*}
$$

Define $u_{n, r}: \mathbb{C} \rightarrow \mathbb{R}$ by

$$
u_{n, r}(z):=r|\operatorname{Im}(z)|-\frac{h_{T}(z)}{k}-\frac{G}{k} .
$$

Then, by 4.6, for all $z \in \mathbb{C}$

$$
\begin{align*}
u_{n, r}(z) & \leq r|\operatorname{Im}(z)|-\frac{\omega(z)}{k}  \tag{4.11}\\
-u_{n, r}(z) & \leq-r|\operatorname{Im}(z)|+\frac{E}{k} \sigma(z)+\frac{E F}{k} \omega(T)+\frac{G}{k} \tag{4.12}
\end{align*}
$$

By definition $u_{n, r}$ is subharmonic on the open upper and lower half plane. By 4.4) and 4.10, we have

$$
-\frac{1}{k} \frac{\partial}{\partial y} h_{T}(x)=-\frac{1}{k} \frac{\partial}{\partial y} P_{\omega_{T}}(x+i) \geq-\frac{D}{k} \frac{\sigma(T)}{T}=-r,
$$

for all $x \in \mathbb{R}$. Thus, for each non-negative $g \in C_{c}^{\infty}(\mathbb{C})$,

$$
\int_{\mathbb{C}} u_{n, r}(z) \Delta g(z) d \lambda(z)=2 \int_{-\infty}^{\infty}\left(r-\frac{1}{k} \frac{\partial}{\partial y} h_{T}(x)\right) g(x) d x \geq 0,
$$

whence $u_{n, r}$ is subharmonic on $\mathbb{C}$. By (4.11) and Lemma 4.2, there is an entire function $F_{n, r}$ with $F_{n, r}(0)=1$ and

$$
\left|F_{n, r}(z)\right| \leq A \exp \left(r|\operatorname{Im}(z)|-\frac{\omega(z)}{k}+3 \log \left(1+|z|^{2}\right)\right) \sup _{|w| \leq 1} \exp \left(-u_{n, r}(w)\right)
$$

for all $z \in \mathbb{C}$. By 4.12 and since $\omega \leq C \sigma+C$, there is a constant $K(n)>0$ such that

$$
\sup _{|w| \leq 1} \exp \left(-u_{n, r}(w)\right) \leq K(n) \exp \left(\frac{C E F}{k} \sigma(T)\right)
$$

Using $\log (t)=o(\omega(t))$ as $t \rightarrow \infty$ (i.e., 2.3), we find that (for a possibly larger constant $K(n)$ )

$$
\left|F_{n, r}(z)\right| \leq K(n) \exp \left(r|\operatorname{Im}(z)|-\frac{\omega(z)}{2 k}\right) \exp \left(\frac{C E F}{k} \sigma(T)\right)
$$

for all $z \in \mathbb{C}$. By Lemma 4.3 there is a constant $B(n)>0$ and functions $g_{n, r} \in$ $C^{\infty}(\mathbb{R})$ satisfying 4.7) and

$$
\sup _{x \in \mathbb{R}, j \in \mathbb{N}} \frac{\left|g_{n, r}^{(j)}(x)\right|}{W_{j}^{4 L k}} \leq B(n) K(n)^{2} \exp \left(\frac{2 C E F}{k} \sigma(T)\right) .
$$

By the definition of $\sigma^{\star}, 4.10$, and the choice of $k$ (see 4.9) ,

$$
\frac{1}{n} \sigma^{\star}(n r) \geq \frac{1}{n}(\sigma(T)-n r T)=\sigma(T)\left(\frac{1}{n}-\frac{D}{k}\right)=\sigma(T) \frac{2 C E F}{k}
$$

which implies 4.8). The proof is complete.
Proof of Proposition [4.1. Follow the proof of 4. Proposition 2.2 (p.168)] and use Lemma 4.6
4.2. A special partition of unity. Let $E \subseteq \mathbb{R}^{n}$ be a compact set. We denote by $d(Q, E)$ the Euclidean distance of a closed set $Q \subseteq \mathbb{R}^{n}$ to $E$, in particular, $d(x, E)=\inf \{|x-y|: y \in E\}$.
Lemma 4.7 ([29, p.167], [9, Lemma 3.2], 4, Lemma 3.6]). Let $E \subseteq \mathbb{R}^{n}$ be a nonempty compact set. There exists a collection of closed cubes $\left\{Q_{i}\right\}_{i \in \mathbb{N}}$ with sides parallel to the axes satisfying the following properties:
(1) $\mathbb{R}^{n} \backslash E=\bigcup_{i \in \mathbb{N}} Q_{i}$.
(2) The interiors of the $Q_{i}$ are pairwise disjoint.
(3) $\operatorname{diam} Q_{i} \leq d\left(Q_{i}, E\right) \leq 4 \operatorname{diam} Q_{i}$ for all $i \in \mathbb{N}$.
(4) Let $Q_{i}^{*}$ be the closed cube which has the same center as $Q_{i}$ expanded by the factor $9 / 8$. For each $i \in \mathbb{N}$ the number of cubes $Q_{j}^{*}$ which intersect $Q_{i}^{*}$ is bounded by $12^{2 n}$.
(5) There exist $b_{1}, B_{1}>0$ (independent of $E$ ) such that for all $i, j \in \mathbb{N}$ with $Q_{i}^{*} \cap Q_{j}^{*} \neq \emptyset$ we have $b_{1} \operatorname{diam} Q_{i} \leq \operatorname{diam} Q_{j} \leq B_{1} \operatorname{diam} Q_{i}$.

For every $x \in \mathbb{R}^{n}$ we denote by $\hat{x}$ any point in $E$ with $|x-\hat{x}|=d(x, E)$.

Corollary 4.8. In the setting of Lemma 4.7, let $x_{i}$ be the center of $Q_{i}$. Then for all $x \in Q_{i}^{*}$,

$$
\begin{gathered}
\frac{1}{2} d(x, E) \leq d\left(x_{i}, E\right) \leq 3 d(x, E) \\
\frac{1}{3} \operatorname{diam} Q_{i} \leq d(x, E) \leq 9 \operatorname{diam} Q_{i} \\
\left|\hat{x}_{i}-x\right| \leq 2 d\left(x_{i}, E\right), \quad\left|\hat{x}_{i}-\hat{x}\right| \leq 4 d\left(x_{i}, E\right)
\end{gathered}
$$

Proof. All this follows easily from

$$
\left|x_{i}-x\right| \leq \frac{9}{8} \frac{\operatorname{diam} Q_{i}}{2} \leq \frac{9}{16} d\left(Q_{i}, E\right) \leq \frac{9}{16} d\left(x_{i}, E\right)
$$

In analogy with [4, Lemma 3.7] we may conclude the following.
Proposition 4.9. Let $E \subseteq \mathbb{R}^{n}$ be a non-empty compact set and let $\left\{Q_{i}\right\}_{i \in \mathbb{N}}$ be the family of cubes provided by Lemma 4.7. Let $\omega$ be a non-quasianalytic concave weight function and let $\sigma$ be a heir of $\omega$. Then for all $p \in \mathbb{N}_{>0}$ there exist $m \in \mathbb{N}_{>0}$, $M>0,0<r_{0}<1 / 2$, and a family of smooth functions $\left\{\varphi_{i, p}\right\}_{i \in \mathbb{N}}$ satisfying
(1) $0 \leq \varphi_{i, p} \leq 1$ for all $i \in \mathbb{N}$,
(2) $\operatorname{supp} \varphi_{i, p} \subseteq Q_{i}^{*}$ for all $i \in \mathbb{N}$,
(3) $\sum_{i \in \mathbb{N}} \varphi_{i, p}(x)=1$ for all $x \in \mathbb{R}^{n} \backslash E$,
(4) if $d\left(Q_{i}, E\right) \leq r_{0} / B_{1}$, then for all $\beta \in \mathbb{N}^{n}$ and $x \in \mathbb{R}^{n} \backslash E$,

$$
\left|\varphi_{i, p}^{(\beta)}(x)\right| \leq M W_{|\beta|}^{m} \exp \left(\frac{A_{1}(n)}{p} \sigma^{\star}\left(\frac{b_{1} p}{A_{2}(n)} \operatorname{diam} Q_{i}\right)\right)
$$

for constants $A_{1}(n) \leq A_{2}(n)$ only depending on $n$.
Proof. Let $p$ be a positive integer. Let $f_{p, r}$, for $0<r<r_{0}=r_{0}(p)$, be the functions provided by Proposition 4.1. The function

$$
g_{p, r}(x):=f_{p, r}\left(x_{1}\right) \cdots f_{p, r}\left(x_{n}\right), \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

satisfies $0 \leq g_{p, r} \leq 1$, has support in the cube centered at 0 with sidelength $9 r / 4$ and equals 1 in the cube centered at 0 with sidelength $2 r$. There exist $m, M$ such that for all $r<r_{0}, \beta \in \mathbb{N}^{n}$, and $x \in \mathbb{R}^{n}$

$$
\begin{equation*}
\left|g_{p, r}^{(\beta)}(x)\right| \leq M W_{|\beta|}^{m} \exp \left(\frac{n}{p} \sigma^{\star}(p r)\right) \tag{4.13}
\end{equation*}
$$

thanks to Lemma 2.2 (2) and Lemma 2.4(5).
Let $2 r_{i}$ denote the sidelength of $Q_{i}$ and $x_{i}$ its center. If $r_{i}<r_{0}$, or equivalently, $\operatorname{diam} Q_{i}<2 \sqrt{n} r_{0}$, then we define

$$
\psi_{i, p}(x):=g_{p, r_{i}}\left(x-x_{i}\right)
$$

Then

$$
\begin{equation*}
0 \leq \psi_{i, p} \leq 1, \quad \operatorname{supp} \psi_{i, p} \subseteq Q_{i}^{*},\left.\quad \psi_{i, p}\right|_{Q_{i}}=1 \tag{4.14}
\end{equation*}
$$

Moreover, by 4.13,

$$
\begin{equation*}
\left|\psi_{i, p}^{(\beta)}(x)\right| \leq M W_{|\beta|}^{m} \exp \left(\frac{n}{p} \sigma^{\star}\left(\frac{p}{2 \sqrt{n}} \operatorname{diam} Q_{i}\right)\right) \tag{4.15}
\end{equation*}
$$

For those $i$ with $r_{i} \geq r_{0}$, we just choose arbitrary $C^{\infty}$-functions $\psi_{i, p}$ satisfying (4.14).

Then put

$$
\varphi_{1, p}:=\psi_{1, p}, \quad \varphi_{i, p}:=\psi_{i, p} \prod_{k=1}^{i-1}\left(1-\psi_{k, p}\right), i \geq 2
$$

It is easy to check that (1)-(3) are satisfied (cf. [9, Lemma 3.3]).
Assume that $d\left(Q_{i}, E\right) \leq r_{0} / B_{1}$. Then Lemma 4.7(3)\&(5) guarantees that the diameters of the cubes which correspond to nontrival factors in the product which defines $\varphi_{i, p}$ satisfy diam $Q_{k} \leq r_{0}<2 \sqrt{n} r_{0}$. So for those factors we have the estimate 4.15). There are at most $12^{2 n}$ such factors. Consequently, by Lemma 2.2 (2) and Lemma 4.7(5), we get

$$
\left|\varphi_{i, p}^{(\beta)}(x)\right| \leq M^{12^{2 n}} W_{|\beta|}^{m} \exp \left(\frac{n 12^{2 n}}{p} \sigma^{\star}\left(\frac{b_{1} p}{2 \sqrt{n}} \operatorname{diam} Q_{i}\right)\right)
$$

This implies (4), since $\sigma^{\star}$ is decreasing.

## 5. The extension theorem

In this section we prove the implication $(2) \Rightarrow(1)$ in Theorem 1.3 . We subdivide the proof into three parts for two reasons:
(1) The proof is (by nature) quite technical. We hope that the subdivison improves the clarity of the presentation.
(2) The organization into parts should make it easier to see, where in the line of arguments the particular assumptions are needed. The first two parts Section 5.1 and Section 5.2 prepare the stage with preliminary lemmas and estimates. This is the place, where we use that the heir $\sigma$ of $\omega$ is good. The actual proof of the extension theorem is given in the third part, i.e., Section 5.3
In Section 5.4 we deduce a consequence for Denjoy-Carleman classes and compare it with the result of [10]. Finally, in Section 5.5 we discuss the relation of strong and good weight functions.
5.1. Preliminaries, I. Let $E \subseteq \mathbb{R}^{n}$ be a compact set. Let $S=\left(S_{k}\right)$ be a weight sequence satisfying $s_{k}^{1 / k} \rightarrow \infty$ and let $F=\left(F^{\alpha}\right)_{\alpha}$ be a Whitney ultrajet of class $\mathcal{B}^{\{S\}}$ on $E$, i.e., there exist $C>0$ and $\rho \geq 1$ such that

$$
\begin{gather*}
\left|F^{\alpha}(a)\right| \leq C \rho^{|\alpha|} S_{|\alpha|}, \quad \alpha \in \mathbb{N}^{n}, a \in E  \tag{5.1}\\
\left|\left(R_{a}^{k} F\right)^{\alpha}(b)\right| \leq C \rho^{k+1}|\alpha|!s_{k+1}|b-a|^{k+1-|\alpha|}, \quad k \in \mathbb{N},|\alpha| \leq k, a, b \in E \tag{5.2}
\end{gather*}
$$

The extension of $F$ will be of the form

$$
\begin{equation*}
\sum_{i \in \mathbb{N}} \varphi_{i, p}(x) T_{\hat{x}_{i}}^{2 \bar{\Gamma}_{s^{\prime}}\left(L d\left(x_{i}\right)\right)} F(x), \quad x \in \mathbb{R}^{n} \backslash E \tag{5.3}
\end{equation*}
$$

where

- $\left\{\varphi_{i, p}\right\}_{i \in \mathbb{N}}$ is a partition of unity provided by Proposition 4.9 ( $x_{i}$ is the center of the cube $Q_{i}$ ),
- $S^{\prime}$ is a suitable weight sequence and $L$ is a constant, both depending on $S$.

For simplicity of notation we use the abbreviation $d(x):=d(x, E)$. Recall that $\hat{x}$ denotes any point in $E$ with $d(x)=|x-\hat{x}|$.

We begin with several estimates for the Taylor polynomials appearing in (5.3).

Lemma 5.1. For $a_{1}, a_{2} \in E, x \in \mathbb{R}^{n}$ and $|\alpha| \leq q$,

$$
\left|\left(T_{a_{1}}^{q} F-T_{a_{2}}^{q} F\right)^{(\alpha)}(x)\right| \leq C\left(2 n^{2} \rho\right)^{q+1}|\alpha|!s_{q+1}\left(\left|a_{1}-x\right|+\left|a_{1}-a_{2}\right|\right)^{q+1-|\alpha|}
$$

Proof. This is straightforward; for details see [10, Proposition 10].
Lemma 5.2. Let $S, S^{\prime}$ be weight sequences satisfying $s_{k}^{1 / k} \rightarrow \infty,\left(s_{k}^{\prime}\right)^{1 / k} \rightarrow \infty$, and

$$
\begin{equation*}
\exists \lambda \leq 1 \forall t>0: 2 \bar{\Gamma}_{s^{\prime}}(t) \leq \underline{\Gamma}_{s}(\lambda t) \tag{5.4}
\end{equation*}
$$

Then there is a constant $D_{1}=D_{1}\left(S, S^{\prime}\right)>1$ such that, for all Whitney ultrajets $F=\left(F^{\alpha}\right)_{\alpha}$ of class $\mathcal{B}^{\{S\}}$ that satisfy (5.1) and 5.2 , all $L \geq D_{1} \rho$, all $x \in \mathbb{R}^{n}$, and $\alpha \in \mathbb{N}^{n}$,

$$
\begin{equation*}
\left|\left(T_{\hat{x}}^{2 \bar{\Gamma}_{s^{\prime}}(L d(x))} F\right)^{(\alpha)}(x)\right| \leq C(2 L)^{|\alpha|+1} S_{|\alpha|}, \tag{5.5}
\end{equation*}
$$

and, if $|\alpha|<2 \bar{\Gamma}_{s^{\prime}}(L d(x))$,

$$
\begin{equation*}
\left|\left(T_{\hat{x}}^{2 \bar{\Gamma}_{s^{\prime}}(L d(x))} F\right)^{(\alpha)}(x)-F^{\alpha}(\hat{x})\right| \leq C(2 L)^{|\alpha|+1}|\alpha|!s_{|\alpha|+1} d(x) . \tag{5.6}
\end{equation*}
$$

Proof. For 5.5 we may restrict to the case $|\alpha| \leq 2 \bar{\Gamma}_{s^{\prime}}(L d(x))$. By 5.1],

$$
\begin{align*}
\left|\left(T_{\hat{x}}^{2 \bar{\Gamma}_{s^{\prime}}(L d(x))} F\right)^{(\alpha)}(x)\right| \leq & \sum_{\substack{\alpha \leq \beta \\
|\beta| \leq 2 \bar{\Gamma}_{s^{\prime}}(L d(x))}} \frac{|x-\hat{x}|^{|\beta|-|\alpha|}}{(\beta-\alpha)!} C \rho^{|\beta|} S_{|\beta|} \\
& \leq C|\alpha|!\sum_{\substack{\alpha \leq \beta}} \frac{|\beta|!(n d(x))^{|\beta|-|\alpha|}}{|\alpha|!(|\beta|-|\alpha|)!} \rho^{|\beta|} s_{|\beta|} \\
& \leq \frac{C|\alpha|!}{(n d(x))^{|\alpha|}} \sum_{\substack{\alpha \leq \beta}}(2 n \rho d(x))^{|\beta|} s_{|\beta|} \\
& \leq \frac{C|\alpha|!}{(n d(x))^{|\alpha|}} \sum_{j=|\alpha|}^{2 \bar{\Gamma}_{s^{\prime}}(L d(x))}\left(2 n^{2} \rho d(x)\right)^{j} s_{j}, \tag{5.7}
\end{align*}
$$

since the number of $\beta \in \mathbb{N}^{n}$ with $|\beta|=j$ is bounded by $n^{j}$. By (5.4), we may let $j$ run from $|\alpha|$ to $\underline{\Gamma}_{s}(L \lambda d(x))$ in the sum on the right-hand side of (5.7). For such $j$ we have $(L \lambda d(x))^{j} s_{j} \leq(L \lambda d(x))^{|\alpha|} s_{|\alpha|}$, by Lemma 3.2|3), and hence

$$
\left|\left(T_{\hat{x}}^{2 \bar{\Gamma}_{s^{\prime}}(L d(x))} F\right)^{(\alpha)}(x)\right| \leq C S_{|\alpha|}\left(\frac{L \lambda}{n}\right)^{|\alpha|} \sum_{j=|\alpha|}^{\Gamma_{s}(L \lambda d(x))}\left(\frac{2 n^{2} \rho}{L \lambda}\right)^{j}
$$

We obtain (5.5) if $L$ is chosen such that $2 n^{2} \rho /(L \lambda) \leq 1 / 2$; then $D_{1}=4 n^{2} / \lambda$.
For (5.6) note that, if $|\alpha|<2 \bar{\Gamma}_{s^{\prime}}(L d(x))$, then

$$
\left(T_{\hat{x}}^{2 \bar{\Gamma}_{s^{\prime}}(L d(x))} F\right)^{(\alpha)}(x)-F^{\alpha}(\hat{x})=\sum_{\substack{\alpha \leq \beta \\|\alpha|<|\beta| \leq 2 \bar{\Gamma}_{s^{\prime}}(L d(x))}} \frac{(x-\hat{x})^{\beta-\alpha}}{(\beta-\alpha)!} F^{\beta}(\hat{x})
$$

Thus the same arguments yield 5.6.
5.2. Preliminaries, II. Let $\sigma$ be a good weight function and let $\mathfrak{S}$ be the associated weight matrix. Let $E$ be a compact subset of $\mathbb{R}^{n}$ and $F \in \mathcal{B}^{\{\sigma\}}(E)$. There exist $S \in \mathfrak{S}, C>0$ and $\rho \geq 1$ such that (5.1) and (5.2) hold. By Proposition 3.7. there are $\dot{S}, \ddot{S}, \dddot{S} \in \mathfrak{S}$ satisfying $S \leq \dot{S} \leq S \leq \dddot{S}$ such that:

$$
\begin{align*}
& \exists D=D(S) \geq 1 \forall t>0: \\
& \qquad \bar{\Gamma}_{\dddot{s}}\left(D^{3} t\right) \leq \underline{\Gamma}_{\ddot{s}}\left(D^{2} t\right) \leq \bar{\Gamma}_{\ddot{s}}\left(D^{2} t\right) \leq \underline{\Gamma}_{\dot{s}}(D t) \leq \frac{\Gamma_{s}(t)}{2}, \tag{5.8}
\end{align*}
$$

as well as

$$
\begin{align*}
& \forall j, k \in \mathbb{N}: s_{j+k} \leq \dot{s}_{j} \dot{s}_{k}  \tag{5.9}\\
& \forall j, k \in \mathbb{N}: \dot{s}_{j+k} \leq \ddot{s}_{j} \ddot{s}_{k} \tag{5.10}
\end{align*}
$$

Let $\left\{Q_{i}\right\}_{i \in \mathbb{N}}$ be the family of cubes provided by Lemma 4.7 and let $b_{1}, B_{1}$ be the constants from Lemma 4.7. Let $x_{i}$ be the center of $Q_{i}$.
Lemma 5.3. There is a constant $C_{1}=C_{1}(S)>0$ such that for all $L>C_{1} \rho$, all $\beta \in \mathbb{N}^{n}$, and all $x \in Q_{i}^{*}$ with $d(x)<1$,

$$
\begin{equation*}
\left|\partial^{\beta}\left(T_{\hat{x}_{i}}^{2 \bar{\Gamma}_{\tilde{s}}\left(L d\left(x_{i}\right)\right)} F-T_{\hat{x}}^{2 \bar{\Gamma}_{\ddot{s}}\left(L d\left(x_{i}\right)\right)} F\right)(x)\right| \leq C L^{|\beta|+1} \ddot{S}_{|\beta|} h_{\ddot{s}}\left(L d\left(x_{i}\right)\right) \tag{5.11}
\end{equation*}
$$

Proof. It suffices to consider $|\beta| \leq 2 \bar{\Gamma}_{\ddot{s}}\left(L d\left(x_{i}\right)\right)=$ : $q$. Let $H_{1}$ denote the left-hand side of 5.11. By Lemma 5.1.

$$
H_{1} \leq C\left(2 n^{2} \rho\right)^{q+1}|\beta|!s_{q+1}\left(\left|\hat{x}_{i}-x\right|+\left|\hat{x}_{i}-\hat{x}\right|\right)^{q+1-|\beta|}
$$

By (5.9) and 5.10,

$$
s_{q+1} \leq \dot{s}_{1} \dot{s}_{q}=\dot{s}_{1} \dot{s}_{2 \bar{\Gamma}_{\tilde{s}\left(L d\left(x_{i}\right)\right)}} \leq \dot{s}_{1} \ddot{s}_{\bar{\Gamma}_{\dot{s}}\left(L d\left(x_{i}\right)\right)}
$$

Together with Corollary 4.8, we conclude that

$$
H_{1} \leq C \dot{s}_{1}\left(2 n^{2} \rho\right)^{q+1}|\beta|!\ddot{s}_{\overline{\Gamma_{\dot{s}}}\left(L d\left(x_{i}\right)\right)}^{2}\left(6 d\left(x_{i}\right)\right)^{q+1-|\beta|} .
$$

By the definition of $\bar{\Gamma}_{\breve{s}}$,

$$
h_{\ddot{s}}\left(L d\left(x_{i}\right)\right)=\ddot{s}_{\bar{\Gamma}_{\bar{s}}\left(L d\left(x_{i}\right)\right)}\left(L d\left(x_{i}\right)\right)^{\bar{\Gamma}_{\tilde{s}}\left(L d\left(x_{i}\right)\right)} \leq \ddot{s}_{|\beta|}\left(L d\left(x_{i}\right)\right)^{|\beta|} \quad \text { for all } \beta
$$

Since $d\left(x_{i}\right) \leq 3 d(x)$, by Corollary 4.8, we find

$$
H_{1} \leq 36 C \dot{s}_{1} n^{2} \rho\left(\frac{12 n^{2} \rho}{L}\right)^{q} d(x) L^{|\beta|}|\beta|!\ddot{s}_{|\beta|} h_{\ddot{s}}\left(L d\left(x_{i}\right)\right) .
$$

If $L>36 n^{2} \dot{s}_{1} \rho$ and $d(x)<1$, then (5.11) follows.
Lemma 5.4. There is a constant $C_{2}=C_{2}(S)>0$ such that for all $L>C_{2} \rho$, all $\beta \in \mathbb{N}^{n}$, and all $x \in Q_{i}^{*}$ with $d(x)<1$,

$$
\begin{equation*}
\left|\partial^{\beta}\left(T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}\left(L d\left(x_{i}\right)\right)} F-T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)(x)\right| \leq C\left(\frac{3 L D}{n}\right)^{|\beta|+1} \dddot{S}_{|\beta|} h_{\breve{s}}(3 L D d(x)) \tag{5.12}
\end{equation*}
$$

Proof. Let $H_{2}$ denote the left-hand side of (5.12). Using (5.8), Corollary 4.8 and the fact that $\underline{\Gamma}_{s}$ is decreasing, it is easy to see that both $2 \overline{\Gamma_{\ddot{s}}}\left(L d\left(x_{i}\right)\right)$ and $2 \bar{\Gamma}_{\ddot{s}}(L d(x))$ are majorized by $\underline{\Gamma}_{s}(L \lambda d(x))$ for some $\lambda<1$. So the degree of the polynomial $T_{\hat{x}}^{2 \overline{\bar{S}}_{\dot{s}}\left(L d\left(x_{i}\right)\right)} F-T_{\hat{x}}^{2 \bar{\Gamma}_{\dot{s}}(L d(x))} F$ is at most $\underline{\Gamma}_{s}(L \lambda d(x))$. Similarly the valuation of the polynomial is at least $2 \overline{\Gamma_{\breve{s}}}(3 L D d(x))=: 2 q$, indeed, using that $\underline{\Gamma}_{\ddot{s}}$ is decreasing

$$
2 \bar{\Gamma}_{\ddot{s}}\left(L d\left(x_{i}\right)\right) \geq 2 \underline{\Gamma}_{\ddot{s}}\left(L d\left(x_{i}\right)\right) \geq 2 \underline{\Gamma}_{\ddot{s}}(3 L d(x)) \geq 2 \bar{\Gamma}_{\ddot{s}}(3 L D d(x))
$$

and analogously for $2 \bar{\Gamma}_{\ddot{s}}(L d(x))$. Thus, by the calculation in 5.7),

$$
H_{2} \leq \frac{C|\beta|!}{(n d(x))^{|\beta|}} \sum_{j=2 q}^{\Gamma_{s}(L \lambda d(x))}\left(2 n^{2} \rho d(x)\right)^{j} s_{j}
$$

By Lemma 3.2,33,

$$
s_{j}(L \lambda d(x))^{j} \leq s_{2 q}(L \lambda d(x))^{2 q} \quad \text { for } 2 q \leq j \leq \underline{\Gamma}_{s}(L \lambda d(x))
$$

By (5.9), $s_{2 q} \leq \dot{s}_{q}^{2} \leq \dddot{s}_{q}^{2}$. By the definition of $q$,

$$
h_{\ddot{s}}(3 L D d(x))=\dddot{s}_{q}(3 L D d(x))^{q} \leq \dddot{s}_{|\beta|}(3 L D d(x))^{|\beta|} \quad \text { for all }|\beta|
$$

All this leads to

$$
\begin{aligned}
H_{2} & \leq \frac{C|\beta|!}{(n d(x))^{|\beta|}} \sum_{j=2 q}^{\underline{\Gamma}_{s}(L \lambda d(x))}\left(\frac{2 n^{2} \rho}{L \lambda}\right)^{j} s_{2 q}(L \lambda d(x))^{2 q} \\
& \leq \frac{C|\beta|!}{(n d(x))^{|\beta|}} \sum_{j=2 q}^{\Gamma_{s}(L \lambda d(x))}\left(\frac{2 n^{2} \rho}{L \lambda}\right)^{j} \dddot{s}_{q}^{2}(L \lambda d(x))^{2 q} \\
& \leq C\left(\frac{3 L D}{n}\right)^{|\beta|}|\beta|!\dddot{s}_{|\beta|} h_{\dddot{s}}(3 L D d(x))\left(\frac{\lambda}{3 D}\right)^{2 q} \sum_{j=2 q}^{\underline{\Gamma}_{s}(L \lambda d(x))}\left(\frac{2 n^{2} \rho}{L \lambda}\right)^{j} .
\end{aligned}
$$

If we choose $L \geq 4 n^{2} \rho / \lambda$, then the sum is bounded by 2 , and 5.12 follows, as $\lambda<1$ and $D \geq 1$.

### 5.3. The extension theorem.

Theorem 5.5. Let $\omega$ be a non-quasianalytic concave weight function and let $\sigma$ be a good heir of $\omega$. Let $E$ be a compact subset of $\mathbb{R}^{n}$. Then the jet mapping $j_{E}^{\infty}: \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{\sigma\}}(E)$ is surjective.
Proof. We assume that the setup of Section 5.2 holds. Assume

$$
\begin{equation*}
L>\max \left\{C_{1}, C_{2}\right\} \rho \tag{5.13}
\end{equation*}
$$

so that (5.11) and $\sqrt{5.12}$ are valid.
Let $p \in \mathbb{N}$ be fixed (and to be specified later). Let $\left\{\varphi_{i, p}\right\}_{i \in \mathbb{N}}$ be the family of functions provided by Proposition 4.9, relative to the family of cubes $\left\{Q_{i}\right\}_{i \in \mathbb{N}}$ from Lemma 4.7, and let $r_{0}=r_{0}(p)$ be the constant appearing in this proposition. Recall that $x_{i}$ denotes the center of $Q_{i}$.

We will show that an extension of class $\mathcal{B}^{\{\omega\}}$ of $F$ to $\mathbb{R}^{n}$ is provided by

$$
f(x):= \begin{cases}\sum_{i \in \mathbb{N}} \varphi_{i, p}(x) T_{\hat{x}_{i}}^{2 \bar{\Gamma}_{\tilde{i}}\left(L d\left(x_{i}\right)\right)} F(x), & \text { if } x \in \mathbb{R}^{n} \backslash E, \\ F^{0}(x), & \text { if } x \in E\end{cases}
$$

Clearly, $f$ is $C^{\infty}$ in $\mathbb{R}^{n} \backslash E$.
In the following $\mathfrak{W}$ denotes the weight matrix associated with $\omega$.
Claim. There exist constants $K_{j}=K_{j}(S), j=1,2,3$, such that the following holds. If $p=K_{1} L$ and $L>K_{2} \rho$, then there exist weight sequences $W \in \mathfrak{W}$, $\tilde{S} \in \mathfrak{S}$ and a constant $M_{1}=M_{1}(S, L)>0$ such that for all $x \in \mathbb{R}^{n} \backslash E$ with $d(x)<\left(3 B_{1}\right)^{-1} r_{0}$ and all $\alpha \in \mathbb{N}^{n}$,

$$
\begin{equation*}
\left|\partial^{\alpha}\left(f-T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)(x)\right| \leq C M_{1}^{|\alpha|+1} W_{|\alpha|} h_{\tilde{s}}\left(L K_{3} d(x)\right) \tag{5.14}
\end{equation*}
$$

where $C$ and $\rho$ are the constants from (5.1) and (5.2) (and $B_{1}$ stems from Lemma 4.7).
Proof of the claim. By the Leibniz rule,

$$
\begin{align*}
\partial^{\alpha} & \left(f-T_{\hat{x}}^{2 \bar{\Gamma}_{\bar{s}}(L d(x))} F\right)(x) \\
\quad= & \sum_{\beta \leq \alpha}\binom{\alpha}{\beta} \sum_{i} \varphi_{i, p}^{(\alpha-\beta)}(x) \partial^{\beta}\left(T_{\hat{x}_{i}}^{2 \bar{\Gamma}_{\tilde{s}}\left(L d\left(x_{i}\right)\right)} F-T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)(x) . \tag{5.15}
\end{align*}
$$

Using Corollary 4.8, $\ddot{s} \leq \dddot{s}$ which entails $h_{\ddot{s}} \leq h_{\dddot{s}}$, and the fact that $h_{\dddot{s}}$ is increasing, we conclude from (5.11) and 5.12), that for $x \in Q_{i}^{*}$ with $d(x)<1$,

$$
\left|\partial^{\beta}\left(T_{\hat{x}_{i}}^{2 \bar{\Gamma}_{s}\left(L d\left(x_{i}\right)\right)} F-T_{\hat{x}}^{2 \bar{\Gamma}_{\dot{s}}(L d(x))} F\right)(x)\right| \leq C(6 D L)^{|\beta|+1} \dddot{S}_{|\beta|} h_{\dddot{s}}(3 L D d(x))
$$

By Proposition 4.9, there exist $W=W(p) \in \mathfrak{W}$ and $M=M(p)>0$ such that, provided that $d\left(Q_{i}, E\right) \leq r_{0} / B_{1}$, we have, for all $\beta \in \mathbb{N}^{n}$ and $x \in \mathbb{R}^{n} \backslash E$,

$$
\begin{aligned}
\left|\varphi_{i, p}^{(\beta)}(x)\right| & \leq M W_{|\beta|} \exp \left(\frac{A_{1}(n)}{p} \sigma^{\star}\left(\frac{b_{1} p}{A_{2}(n)} \operatorname{diam} Q_{i}\right)\right) \\
& \leq M W_{|\beta|} \exp \left(\frac{A_{1}(n)}{p} \sigma^{\star}\left(\frac{b_{1} p}{9 A_{2}(n)} d(x)\right)\right)=: M W_{|\beta|} \Pi(p, x)
\end{aligned}
$$

by Corollary 4.8, since $\sigma^{\star}$ is decreasing (recall that $\left.\operatorname{supp}\left(\varphi_{i, p}\right) \subseteq Q_{i}^{*}\right)$.
Let us assume that $x \in \mathbb{R}^{n} \backslash E$ satisfies $d(x)<\left(3 B_{1}\right)^{-1} r_{0}$. Then, if $x \in Q_{i}^{*}$,

$$
d\left(Q_{i}, E\right) \leq d\left(x_{i}\right) \leq 3 d(x) \leq \frac{r_{0}}{B_{1}}
$$

by Corollary 4.8. So, for all $i \in \mathbb{N}, x \in \mathbb{R}^{n} \backslash E$ with $d(x)<\left(3 B_{1}\right)^{-1} r_{0}$, and $\beta \in \mathbb{N}^{n}$,

$$
\left|\varphi_{i, p}^{(\beta)}(x)\right| \leq M W_{|\beta|} \Pi(p, x)
$$

By Lemma 3.15 and Lemma 2.4 22, we may assume that $\dddot{S} \leq D_{1} W$ for some constant $D_{1}$. Then, by (5.15) and Lemma 4.7, for $x \in \mathbb{R}^{n} \backslash E$ with $d(x)<\left(3 B_{1}\right)^{-1} r_{0}$,

$$
\begin{aligned}
& \left|\partial^{\alpha}\left(f-T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)(x)\right| \\
& \quad \leq \sum_{\beta \leq \alpha} \frac{\alpha!}{\beta!(\alpha-\beta)!} \cdot 12^{2 n} \cdot M W_{|\alpha|-|\beta|} \Pi(p, x) \cdot C(6 D L)^{|\beta|+1} \dddot{S}_{|\beta|} h_{\dddot{s}}(3 L D d(x)) \\
& \quad \leq 12^{2 n} C M\left(\sum_{j=0}^{|\alpha|} \frac{|\alpha|!n^{|\alpha|+j}}{j!(|\alpha|-j)!}(6 D L)^{j+1} W_{|\alpha|-j} \dddot{S}_{j}\right) \Pi(p, x) h_{\breve{s}}(3 L D d(x)) \\
& \quad \leq 612^{2 n} D L C D_{1} M n^{|\alpha|} W_{|\alpha|}\left(\sum_{j=0}^{|\alpha|} \frac{|\alpha|!}{j!(|\alpha|-j)!}(6 D L n)^{j}\right) \Pi(p, x) h_{\dddot{s}}(3 L D d(x)) \\
& \quad=612^{2 n} D L C D_{1} M(n(1+6 D L n))^{|\alpha|} W_{|\alpha|} \Pi(p, x) h_{\dddot{s}}(3 L D d(x))
\end{aligned}
$$

since $W_{|\alpha|-j} \dddot{S}_{j} \leq D_{1} W_{|\alpha|-j} W_{j} \leq D_{1} W_{|\alpha|}$, by Lemma 2.2(2). By (3.17), for each $\tilde{S} \in \mathfrak{S}$ there is a constant $H \geq 1$ such that

$$
\Pi(p, x) \leq\left(\frac{e}{h_{\tilde{s}}\left(\frac{b_{1} p d(x)}{9 A_{2}(n) H}\right)}\right)^{\frac{A_{1}(n) H}{p}}
$$

By Lemma 3.13, there is a constant $B \geq 1$ such that $h_{\tilde{s}}(t) \leq h_{\tilde{s}}(B t)^{2}$ provided that $\dddot{S}_{j+k} \leq \tilde{S}_{j} \widetilde{S}_{k}$ for all $j, k$. That such $\tilde{S} \in \mathfrak{S}$ exists follows from Lemma 2.4 3 ).

Let us choose $L$ according to 5.13 and such that $p:=27 A_{2}(n) H B D L / b_{1} \geq$ $A_{1}(n) H$ is an integer. Then, since $h_{\tilde{s}} \leq 1$,

$$
\Pi(p, x) h_{\dddot{s}}(3 L D d(x)) \leq \frac{e h_{\ddot{s}}(3 L D d(x))}{h_{\tilde{s}}(3 B L D d(x))} \leq e h_{\tilde{s}}(3 B L D d(x))
$$

and we obtain 5.14 . (Note that $M$ depends on $p$, and hence on $L$, which results in the non-explicit dependence of $M_{1}$.) The claim is proved.
End of proof. By (5.8), we have (5.4) with $S^{\prime}:=\ddot{S}$. We may additionally assume that $L \geq D_{1} \rho$ for the corresponding constant $D_{1}$ in Lemma 5.2 . So, by (5.5 and (5.14), for $x \in \mathbb{R}^{n} \backslash E$ with $d(x)<\left(3 B_{1}\right)^{-1} r_{0}$ and $\alpha \in \mathbb{N}^{n}$,

$$
\begin{align*}
\left|f^{(\alpha)}(x)\right| & \leq\left|\left(T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)^{(\alpha)}(x)\right|+\left|\partial^{\alpha}\left(f-T_{\hat{x}}^{2 \bar{\Gamma}_{\dot{s}}(L d(x))} F\right)(x)\right| \\
& \leq C M^{|\alpha|+1} W_{|\alpha|} \tag{5.16}
\end{align*}
$$

for a suitable constant $M=M(S, L)$; here we use that $h_{\tilde{s}} \leq 1$.
Let us fix a point $a \in E$ and $\alpha \in \mathbb{N}^{n}$. Since $\bar{\Gamma}_{\ddot{s}}(t) \rightarrow \infty$ as $t \rightarrow 0$ (see Lemma 3.2), we have $|\alpha|<2 \bar{\Gamma}_{\ddot{s}}(L d(x))$ if $x \in \mathbb{R}^{n} \backslash E$ is sufficiently close to $a$. Thus, as $x \rightarrow a$,

$$
\begin{aligned}
& \left|f^{(\alpha)}(x)-F^{\alpha}(a)\right| \\
& \leq\left|\partial^{\alpha}\left(f-T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)(x)\right|+\left|\left(T_{\hat{x}}^{2 \bar{\Gamma}_{\tilde{s}}(L d(x))} F\right)^{(\alpha)}(x)-F^{\alpha}(\hat{x})\right|+\left|F^{\alpha}(\hat{x})-F^{\alpha}(a)\right| \\
& =O\left(h_{\tilde{s}}\left(L K_{3} d(x)\right)\right)+O(d(x))+O(|\hat{x}-a|),
\end{aligned}
$$

by (5.2), (5.6) (where $S^{\prime}=\ddot{S}$ ), and (5.14). Hence $f^{(\alpha)}(x) \rightarrow F^{\alpha}(a)$ as $x \rightarrow a$. We may conclude that $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$. After multiplication with a suitable cut-off function of class $\mathcal{B}^{\{\omega\}}$ with support in $\left\{x: d(x)<\left(3 B_{1}\right)^{-1} r_{0}\right\}$, we find that $f \in$ $\mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$ thanks to (5.1), 5.16), and Lemma 2.4 5). The theorem is proved.

Remark 5.6. The proof of Theorem 5.5 shows that for each $\rho>0$ there exist $M(\rho)>0$ and a continuous linear extension operator $\mathcal{B}_{\rho}^{S}(E) \rightarrow \mathcal{B}_{M(\rho)}^{W}\left(\mathbb{R}^{n}\right)$. This extension operator depends on $\rho$ and $S$ (through $L$ and $p$ ) and in general there is no continuous extension operator $\mathcal{B}^{\{\sigma\}}(E) \rightarrow \mathcal{B}^{\{\omega\}}\left(\mathbb{R}^{n}\right)$, cf. [22] and [27, p. 223].
5.4. The extension theorem for Denjoy-Carleman classes. In this section we prove a consequence of the extension theorem 5.5 for Denjoy-Carleman classes and compare it with the result of 10 . The sine qua non for the extension of jets of class $\mathcal{B}^{\{M\}}$ to a function of class $\mathcal{B}^{\{N\}}$ is the following condition:

$$
\begin{equation*}
\exists C>0 \forall k \in \mathbb{N}: \sum_{\ell \geq k} \frac{1}{\nu_{\ell}} \leq C \frac{k}{\mu_{k}} \tag{5.17}
\end{equation*}
$$

(This is true, if $M$ has moderate growth, which we shall have to assume in the main result of this section, Theorem 5.9. In general, the right condition seems to be $(*)$ in [28] which is equivalent to (5.17] provided that $M$ has moderate growth, see [28, 2.(c)].) In the next lemma we show that (5.17) implies (3.20) for the associated weight functions $\omega_{M}$ and $\omega_{N}$. This is based on [15, Proposition 4.4] and was announced in [10, p.39]. We include a full proof for the convenience of the reader.

Lemma 5.7. Let $M$ and $N$ be weight sequences satisfying $\mu \leq \nu$ and (5.17). Then

$$
\begin{equation*}
\exists C>0 \forall t>0: \int_{1}^{\infty} \frac{\omega_{N}(t u)}{u^{2}} d u \leq C \omega_{M}(t)+C \tag{5.18}
\end{equation*}
$$

Proof. Let $\Sigma_{M}(t):=\max \left\{k: \mu_{k} \leq t\right\}$. Then (cf. [19, p. 21])

$$
\begin{equation*}
\omega_{M}(t)=\int_{0}^{t} \frac{\Sigma_{M}(u)}{u} d u \tag{5.19}
\end{equation*}
$$

Similarly for $\Sigma_{N}$ and $\omega_{N}$. Since $\mu_{k} \leq \nu_{k}$ for all $k$ we have $\Sigma_{N} \leq \Sigma_{M}$. By (5.17), $N$ is non-quasianalytic and, by [15, Lemma 4.1],

$$
\frac{\Sigma_{N}(t)}{t} \rightarrow 0 \quad \text { and } \quad \frac{\omega_{N}(t)}{t} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Fix $t \geq \nu_{1}$ and set $p:=\Sigma_{M}(t)$ and $q:=\Sigma_{N}(t)$; then $p \geq q \geq 1, \nu_{q+1}>t$, and $\mu_{p+1}>t$. Integration by parts yields

$$
\begin{aligned}
\int_{t}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u & =\frac{\Sigma_{N}(t)}{t}+\int_{t}^{\infty} \frac{d \Sigma_{N}(u)}{u} \\
& =\frac{\Sigma_{N}(t)}{t}+\sum_{\ell=q+1}^{\infty} \frac{1}{\nu_{\ell}} \\
& =\frac{\Sigma_{N}(t)}{t}+\sum_{\ell=q+1}^{p} \frac{1}{\nu_{\ell}}+\sum_{\ell=p+1}^{\infty} \frac{1}{\nu_{\ell}} \\
& \leq \frac{\Sigma_{N}(t)}{t}+\frac{p}{\nu_{q+1}}+C \frac{p+1}{\mu_{p+1}} \\
& \leq(2+2 C) \frac{\Sigma_{M}(t)}{t} \quad \text { for } t \geq \nu_{1}
\end{aligned}
$$

Consequently, by integrating,

$$
\begin{aligned}
\int_{\nu_{1}}^{s} \int_{t}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u d t & =s \int_{s}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u+\int_{\nu_{1}}^{s} \frac{\Sigma_{N}(u)}{u} d u-\nu_{1} \int_{\nu_{1}}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u \\
& \leq(2+2 C) \int_{\nu_{1}}^{s} \frac{\Sigma_{M}(t)}{t} d t \\
& \leq(2+2 C) \omega_{M}(s) \quad \text { for } s \geq \nu_{1}
\end{aligned}
$$

It follows that, for $s \geq \nu_{1}$,

$$
s \int_{s}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u \leq(2+2 C) \omega_{M}(s)+\nu_{1} \int_{0}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u
$$

Clearly, this also holds for all $0<s<\nu_{1}$. By partial integration and 5.19,

$$
\int_{s}^{\infty} \frac{\omega_{N}(u)}{u^{2}} d u=\frac{\omega_{N}(s)}{s}+\int_{s}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u
$$

Thus, using $\omega_{N} \leq \omega_{M}$,

$$
s \int_{s}^{\infty} \frac{\omega_{N}(u)}{u^{2}} d u \leq(3+2 C) \omega_{M}(s)+\nu_{1} \int_{0}^{\infty} \frac{\Sigma_{N}(u)}{u^{2}} d u
$$

which implies 5.18.
Lemma 5.8. Let $M$ be a weight sequence of moderate growth such that $\liminf _{k \rightarrow \infty} m_{k}^{1 / k}>0$ and $\liminf _{k \rightarrow \infty} \mu_{Q k} / \mu_{k}>1$ for some $Q \in \mathbb{N}_{\geq 2}$. Then $\mathcal{B}^{\{M\}}\left(\mathbb{R}^{n}\right)=\mathcal{B}^{\left\{\omega_{M}\right\}}\left(\mathbb{R}^{n}\right)$ and $\mathcal{B}^{\{M\}}(E)=\mathcal{B}^{\left\{\omega_{M}\right\}}(E)$ for each compact $E \subseteq \mathbb{R}^{n}$.

Proof. Since $M$ is log-convex, we have (cf. e.g. [19])

$$
\begin{equation*}
M_{k}=\sup _{t>0} \frac{t^{k}}{e^{\omega_{M}(t)}}=\sup _{s \in \mathbb{R}} \frac{e^{s k}}{e^{\varphi_{\omega_{M}}(s)}}=e^{\varphi_{\omega_{M}}^{*}(k)} \tag{5.20}
\end{equation*}
$$

So the first identity follows from Theorem 2.5, since $\omega_{M}$ is a weight function. The second identity is a consequence of [24, (5.11)] and Definition 2.7 .

Theorem 5.9. Let $M$ and $N$ be weight sequences of moderate growth satisfying $\mu \lesssim \nu$. Assume that both the sequences $\mu_{k} / k$ and $\nu_{k} / k$ tend to infinity and are almost increasing in the sense that

$$
\begin{equation*}
\exists C>0 \forall 1 \leq j \leq k: \frac{\mu_{j}}{j} \leq C \frac{\mu_{k}}{k} \tag{5.21}
\end{equation*}
$$

Then the following conditions are equivalent:
(1) For every compact $E \subseteq \mathbb{R}^{n}$ the jet mapping $j_{E}^{\infty}: \mathcal{B}^{\{N\}}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{B}^{\{M\}}(E)$ is surjective.
(2) There is a $C>0$ such that $\int_{1}^{\infty} \frac{\omega_{N}(t u)}{u^{2}} d u \leq C \omega_{M}(t)+C$ for all $t>0$.
(3) There is a $C>0$ such that $\sum_{\ell \geq k} \frac{1}{\nu_{\ell}} \leq C \frac{k}{\mu_{k}}$ for all $k \in \mathbb{N}$.

Proof. (3) $\Rightarrow(2)$ follows from Lemma 5.7 since we may assume without loss of generality that $\mu \leq \nu$ (otherwise we replace $\left(N_{k}\right)$ by an equivalent sequence $\left(C^{k} N_{k}\right)$ ).
$(2) \Rightarrow$ (1) Since $M$ has moderate growth, $\mu_{k} / k \lesssim m_{k}^{1 / k}$ tends to infinity and hence $\omega_{M}(t)=o(t)$ as $t \rightarrow \infty$. By (2), $\omega_{M}$ is a heir of $\omega_{N}$. The condition 5.21) (and 5.20 ) guarantees that $\omega_{M}$ is a good heir of $\omega_{N}$. Moreover, 5.21) for $\nu$ implies that $\omega_{N}$ is equivalent to its least concave majorant; this follows from Theorem 3.17 and Theorem 3.18 since $\nu_{k} \lesssim N_{k}^{1 / k}$ as $N$ has moderate growth (cf. [26, Lemma 2.2]). So Theorem 5.5 and Lemma 5.8 entail (1).
$(1) \Rightarrow(3)$ This follows from [10, Proposition 27]; an inspection of its proof shows that the general assumption of [10] that all sequences are strongly log-convex (i.e. $m_{k}=M_{k} / k$ ! is log-convex) is not needed. Alternatively, it is a consequence of [28, Theorem 1.1] thanks to [28, 2.(c)].

Remark 5.10. By Theorem 3.18, the condition 5.21 can be replaced by

$$
\begin{equation*}
\exists C>0 \forall 1 \leq j \leq k: m_{j}^{1 / j} \leq C m_{k}^{1 / k} \tag{5.22}
\end{equation*}
$$

Theorem 5.9 should be compared with [10, Theorem 30]. In the latter the sequences $M$ and $N$ are assumed to be strongly log-convex which entails the weaker condition (5.21) (and 5.22). On the other hand, in 10, Theorem 30] moderate growth of $N$ is not required.
5.5. Strong and good weight functions. In view of Question 3.21 and the fact that every strong weight function is equivalent to a concave one it is natural to ask:

Question 5.11. Is every strong weight function equivalent to a good one?
By Theorem 3.18, this holds true if the associated weight matrix satisfies (3.21). We do not know the general answer to this question. However, we can provide some more information on strong weight functions. We start with a corollary to Lemma 5.7

Corollary 5.12. Let $\omega$ be a weight function and let $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ be the associated weight matrix. Then $\omega$ is a strong weight function provided that

$$
\begin{equation*}
\exists x, y>0: \sum_{\ell \geq k} \frac{1}{\vartheta_{\ell}^{y}} \lesssim \frac{k}{\vartheta_{k}^{x}} \tag{5.23}
\end{equation*}
$$

Proof. This is immediate from Lemma 5.7 since $\omega$ is equivalent to $\omega_{W^{x}}$ for all $x>0$, by [24, Lemma 5.7], and 5.18) is invariant under equivalence.
Remark 5.13. Together with Theorem 1.1 and [26, Corollary 5.13], the corollary implies that actually $(5.23)$ is equivalent to $\omega$ being strong, provided that the associated weight matrix satisfies 3.21 . We do not know if this is always true.

The next lemma is based on a construction from [26] which stems from an idea in [22, Proposition 1.1].
Lemma 5.14. Let $\mathfrak{M}=\left\{M^{x}\right\}_{x>0}$ be a collection of non-quasianalytic weight sequences satisfying $\mu^{x} \lesssim \mu^{y}$ whenever $x \leq y$. Assume that

$$
\begin{equation*}
\forall x>0 \exists y>0 \exists C>0: \sum_{\ell \geq k} \frac{1}{\mu_{\ell}^{y}} \leq C \frac{k}{\mu_{k}^{x}} \tag{5.24}
\end{equation*}
$$

Then there exists a collection of non-quasianalytic weight sequences $\mathfrak{S}=\left\{S^{x}\right\}_{x>0}$ with the following properties:
(1) $1 \leq \sigma_{k}^{x} / k$ is increasing to $\infty$ for all $x>0$.
(2) $\sigma^{x} \lesssim \sigma^{y}$ whenever $x \leq y$.
(3) $\forall x>0 \exists y>0 \exists C>0: \sum_{\ell \geq k} \frac{1}{\sigma_{\ell}^{y}} \leq C \frac{k}{\sigma_{k}^{x}}$.
(4) $\forall x>0 \exists y>0: \sigma^{x} \lesssim \mu^{y}$ and $\forall x>0 \exists y>0: \mu^{x} \lesssim \sigma^{y}$.

Proof. With any positive increasing sequence $\mu=\left(\mu_{k}\right)$ satisfying $\mu_{0}=1$ and $\sum_{k} 1 / \mu_{k}<\infty$ we may associate a positive sequence $\sigma=\sigma(\mu)$ in the following way: we define

$$
\tau_{k}:=\frac{k}{\mu_{k}}+\sum_{j \geq k} \frac{1}{\mu_{j}}, \quad k \geq 1
$$

and set

$$
\sigma_{k}:=\frac{\tau_{1} k}{\tau_{k}}, \quad k \geq 1, \quad \sigma_{0}:=1
$$

Then, cf. [26, Lemma 4.2],

- $\sigma \lesssim \mu$.
- $\sum_{j \geq k} 1 / \mu_{j} \lesssim k / \sigma_{k}$.
- $1 \leq \sigma_{k} / k$ is increasing to $\infty$ (in particular, $S$ is strongly log-convex).
- If $\mu^{\prime}$ is an increasing positive sequence satisfying $\mu^{\prime} \lesssim \mu$ and $\sum_{j \geq k} 1 / \mu_{j} \lesssim$ $k / \mu_{k}^{\prime}$, then $\mu^{\prime} \lesssim \sigma$.
If we apply this construction to the sequences in $\mathfrak{M}$ we obtain a collection of weight sequences $\mathfrak{S}=\left\{S^{x}\right\}_{x>0}$ which satisfies the properties (1)-(4). By (4), there exists $x_{0}>0$ such that $S^{x}$ is non-quasianalytic for all $x \geq x_{0}$. If we set $S^{x}:=S^{x_{0}}$ for all $x<x_{0}$, the collection $\mathfrak{S}$ is as desired.

Theorem 5.15 (Strong weight functions). Let $\omega$ be a weight function. Assume that the associated weight matrix $\mathfrak{W}=\left\{W^{x}\right\}_{x>0}$ satisfies

$$
\begin{equation*}
\forall x>0 \exists y>0: \vartheta_{k}^{x} \lesssim\left(W_{k}^{y}\right)^{1 / k} \tag{5.25}
\end{equation*}
$$

Then the following conditions are equivalent:
(1) $\omega$ is strong.
(2) $\forall x>0 \exists y>0 \exists C>0: \sum_{\ell \geq k} \frac{1}{\vartheta_{\ell}^{y}} \leq C \frac{k}{\vartheta_{k}^{x}}$.
(3) $\exists x>0 \exists y>0 \exists C>0: \sum_{\ell \geq k} \frac{1}{\vartheta_{\ell}^{y}} \leq C \frac{k}{\vartheta_{k}^{x}}$.

If $\omega$ is strong, then there exists a collection $\mathfrak{S}=\left\{S^{x}\right\}_{x>0}$ of strongly log-convex sequences such that

$$
\begin{equation*}
\forall x>0 \exists y>0: \sigma^{x} \lesssim \vartheta^{y} \quad \text { and } \quad \forall x>0 \exists y>0: \vartheta^{x} \lesssim \sigma^{y} \tag{5.26}
\end{equation*}
$$

and $\omega$ is good.
Note that $(5.25)$ is only needed for $(1) \Rightarrow(2)$.
Proof. For the equivalence of (1), (2), and (3), see Corollary 5.12, Remark 5.13 and the references cited therein.

Lemma 5.14 implies the statement about $\mathfrak{S}$. Goodness of $\omega$ follows either from Theorem 3.18, since a strong weight function is equivalent to a concave one, or from the strong log-convexity of the $S^{x}$ and 5.26 : for each $x>0$ we find $y, z>0$ such that

$$
\frac{\vartheta_{j}^{x}}{j} \lesssim \frac{\sigma_{j}^{y}}{j} \leq \frac{\sigma_{k}^{y}}{k} \lesssim \frac{\vartheta_{k}^{z}}{k}, \quad \text { for } 1 \leq j \leq k
$$

We remark that the condition (5.26) entails $\mathcal{B}{ }^{\{\omega\}}\left(\mathbb{R}^{n}\right)=\operatorname{ind}_{x>0} \mathcal{B}^{\left\{S^{x}\right\}}\left(\mathbb{R}^{n}\right)$, by Theorem 2.5 .
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