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SPECTRAL INSTABILITY OF SEMICLASSICAL OPERATORS

NILS DENCKER

Abstract. We give a short review of the spectral instability of non-normal semiclassical
differential operators, both for scalar operators and systems.

1. Introduction

The spectral instability of non-normal operators is a phenomenon which has recently

attracted interest in applications. It gives an obstruction to the accurate computation of

eigenvalues of large non-normal matrices and has applications in a wide field, from random

matrix theory, the stability of flows to things as mundane as brake squeal (see [72] for more

examples). The standard example of the spectral instability of non-normal matrices is the

following perturbation of the N × N Jordan matrix



0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
ε 0 0 . . . 0 0




ε > 0

which has characteristic equation zN + ε = 0 and eigenvalues

λk = ε1/Neiπ(1+2k)/N k = 1, . . . , N

We find for large N that |λk| = ε1/N ≈ 1, thus a small perturbation can give a large

change of the eigenvalues. This holds in general, Lidskǐı, in a pioneering work [54, 58],

showed that small perturbations A + εB of an N × N matrix A, could produce “Lidskii

circles” of eigenvalues. Davies and Hager [16] has gone further, proving that for large N ,

most eigenvalues of random perturbations of the N × N Jordan matrix will be very close

to the unit circle. The spectral instability of the Jordan matrices is the worst case, since

in general one has that the minimal distance (under permutations) between the spectra

of two N × N matrices is bounded by

(‖A‖ + ‖B‖)1−1/N‖A − B‖1/N

where ‖A‖ is the standard matrix norm, see [26]. This spectral instability complicates the

mathematical modelling of non-symmetric problems, since more accurate models usually
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use larger matrices giving less stability under computational errors. The spectral instabil-

ity for non-normal matrices seems to have been discovered and rediscovered at least five

times according to [72], see the references there. A simple way of measuring the spectral

stability of matrices is the ε-pseudospectrum, given by the following definition.

Definition 1.1. Let A be an N × N matrix, then the ε-pseudospectrum Specε(A) is the

set of z ∈ C such that

‖(z IdN −A)−1‖ > ε−1

Here (z IdN −A)−1 is the resolvent of A and we define ‖(z IdN −A)−1‖ = ∞ if z ∈
Spec(A), the spectrum of A, thus

Spec(A) =
⋂

ε>0

Specε(A)

An equivalent definition is that Specε(A) the set of z ∈ C such that z ∈ Spec(A +

B) for some B with ‖B‖ < ε (see [72] for other equivalent definitions). These eigen-

values are called ε-pseudoeigenvalues and the corresponding eigenvectors are called ε-

pseudoeigenvectors or ε-pseudomodes.

For normal matrices we have that

‖(z IdN −A)−1‖ = dist(z, Spec(A))−1

so that the ε-pseudospectrum is contained in an ε neighborhood of the spectrum. But for

non-normal matrices, the ε-pseudospectrum could be a much larger set, as seen above for

the Jordan matrices. Observe that when |z| ≥ ‖A‖ we have for any matrix A the estimate

‖(z IdN −A)−1‖ ≤ cot
( π

4N

)
dist(z, Spec(A))−1

by Davies and Simon [17]. The use of the resolvent norm has given rise to the pseudospec-

tral method in numerical analysis. There are several other ways of measuring spectral

stability, for example the structured ε-pseudospectrum [24] and the second-order relative

spectrum [41]. In the present review article, it will not be possible to make a more thor-

ough treatment of the spectral instability of matrices. For more results, examples and

references we refer the reader to [72].

Spectral instability also occurs for non-selfadjoint partial differential operators. Lidskǐı,

in a series of papers [43]–[53], studied the completeness and summability of eigenfunction

expansions of certain types of non-selfadjoint differential operators. The first to study

the stability of the spectrum for non-selfadjoint differential operators seems to be Reddy,

Schmid and Henningsen [66] who studied the complex Airy and the Orr-Sommerfeld equa-

tions. When studying the spectral instability of differential operators, it is illuminating

(and physically relevant) to study semiclassical operators P (x, hDx), where the parameter

0 < h ≤ 1 usually is called ”Planck’s constant”. Observe that this parameter could in

applications be, for example, the inverse of the Reynolds number, the Péclet number or
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the frequency. Then, the spectral instability can be defined as a function of h, see Defini-

tion 2.7. Davies studied the semiclassical complex harmonic oscillator [5], and the general

semiclassical Schrödinger equation with complex potential in one dimension [6]. He proved

that spectral instability is generic, in the sense that the norm of the resolvent blows up

as any power of semiclassical parameter h almost everywhere in the numerical range of

the semiclassical principal symbol (see Theorem 2.1 below). Zworski [74, 75] made the

important observation that the spectral instability of semiclassical differential operators is

directly connected with the bracket condition and the solvability question. In these infinite

dimensional problems, the condition numbers of the eigenvectors could grow exponentially,

see [1]. There also occurs “spectral pollution”, in the sense that the spectra of the finite

dimensional projections do not converge to the spectrum of the operator, see [14] for a

numerical example. Another important problem is the behaviour of evolution semigroups

for non-normal operators and the relation to pseudospectrum, see for example [9].

In this paper, we shall review the spectral instability of non-normal semiclassical differ-

ential operators in several variables, in particular for systems.

2. Semiclassical operators

In this section, we shall consider the spectral instability of semiclassical partial differen-

tial operators, following [22]. Let us start with a typical (and physically relevant) example,

the semiclassical Schrödinger operator:

(2.1) P (h) = h2∆ + V (x) V ∈ C∞(Rn)

where ∆ = −∑n
j=1 ∂2

xj
is the positive Laplacean. In [22] the semiclassical pseudospectrum

of P (h) was defined as

(2.2) Λ(p) = {ξ2 + V (x) : (x, ξ) ∈ R2n , Im〈ξ, V ′(x)〉 6= 0} ,

Of course, in the analytic case Λ(p) is either empty or the closure of the set of all values of

p = ξ2 + V (x). The following result shows that the resolvent blows up almost everywhere

inside the semiclassical pseudospectrum.

Theorem 2.1. Suppose that P (h) = −h2∆ + V (x), with V ∈ C∞(Rn). Then, for any

z ∈ {ξ2 + V (x) : (x, ξ) ∈ R2n, Im〈ξ, V ′(x)〉 6= 0} there exists u(h) ∈ L2(Rn) with the

property that ‖u(h)‖ = 1 and

(2.3) ‖(P (h) − z)u(h)‖ ≤ CNhN ∀N h → 0

In addition, u(h) is localized to a point in phase space, (x, ξ), with p(x, ξ) = z, in the

sense that WFh(u) = {(x, ξ)}. Here the semiclassical wave front set, WFh(u), is given by

Definition 2.2. If the potential V is real analytic then we can replace h∞ by exp(−1/Ch)

in (2.3).

These ”almost eigenvectors” are called pseudomodes. Theorem 2.1 was proved by Davies

[6] for Schrödinger operators in one dimension, but as was pointed out by Zworski [74, 75],
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it follows in general from a simple adaptation of the now classical results of Hörmander

[34, 35] and Duistermaat-Sjöstrand [25], and is connected with the solvability problem by

the bracket condition. It follows from (2.3) that, unlike the case of normal operators, the

resolvent blows up as any power of h:

‖(P (h) − z)−1‖ ≥ CNh−N ∀N h → 0

for z in an open set. That is particularly striking when P (h) only has discrete spectrum

Spec(P (h)). The Schrödinger equation (2.1) has discrete spectrum if, for example,

|∂α
x V (x)| ≤ Cα(1 + |x|)m−|α|

(1 + |x|m + |ξ|2)/C ≤ |ξ2 + V (x)| |(x, ξ)| ≥ C
(2.4)

where m > 0. In the analytic case, it suffices that (2.4) holds for |α| = 0 as |x| → ∞
and | Im x| < c0. The symbol p = ξ2 + V (x) will then avoid all sufficiently negative values

and Fredholm theory guarantees that P (h) has discrete spectrum for h small enough (see

Proposition 3.12 below).

If P (h)−z1 IdN is invertible for some z1, we may consider the following operator having

bounded symbol:

(P (h) − z1)
−1(P (h) − z2) z2 6= z1

see Remark 3.13. Thus is sufficient to consider the quantization of functions which have

uniform bounds on any derivative:

p ∈ C∞
b (T ∗Rn) = {u ∈ C∞(T ∗Rn) : ∂αu ∈ L∞(T ∗Rn) ∀ α}

In the analytic case we will assume that p(x, ξ) is bounded and holomorphic in a tubular

neighbourhood of T ∗Rn ≃ R2n ⊂ C2n.

We shall use the Weyl quantization

(2.5) pw(x, hDx)u =
1

(2π)n

∫∫
p

(
x + y

2
, hξ

)
ei〈x−y,ξ〉u(y)dydξ .

which for bounded symbols p ∈ C∞
b (T ∗Rn) gives operators bounded on L2(Rn) – see [23,

Chapter 7]. The advantage of the Weyl quantization is that real symbols gives symmetric

operators. We shall also consider more general operators,

P (h) ∼
∞∑

j=0

hjpw
j (x, hD)

in which case we call p0 the principal symbol of P (h). Since the results only depend on

the principal symbol and different quantizations only differ in the lower order terms, we

could as well have used the Kohn-Nirenberg or other quantizations.

In the case of analytic symbols we assume that pj are bounded holomorphic functions

in a tubular neighbourhood of T ∗Rn, and that

(2.6) |pj(z, ζ)| ≤ Cjjj | Im(z, ζ)| ≤ 1/C

This gives exponentially small errors in the expansions.
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Let Σ(p) = p(T ∗Rn), then it is well-known that the spectrum Spec(P (h)) ⊆ Σ(p) (see

Proposition 3.11) and spectral instability can only occur in Σ(p). Now, [22] generalized

the definition (2.2) of the semiclassical pseudospectrum to:

(2.7) Λ(p)
def
= p({(x, ξ) ∈ T ∗Rn : {p, p̄}(x, ξ) 6= 0}) ⊆ Σ(p)

where we have used the Poisson bracket:

{f, g} = Hfg =
n∑

j=1

∂ξj
f∂xj

g − ∂xj
f∂ξj

g

The non-vanishing of {p, p̄} is a classical equivalent of the operator not being normal, since

this is the principal symbol of the commutator [P (h), P ∗(h)]. Hörmander showed in [34]

that the vanishing of {p, p̄} at p−1(0) is a necessary condition for the solvability of P (h),

thus almost all partial differential equations are non-solvable. Note that in the analytic

case we have

Λ(p) = ∅ or Λ(p) = Σ(p)

Actually, it is the sign of the Poisson bracket that is important. Therefore, we define

Λ±(p) = {p(x, ξ) : ±{Re p, Im p}(x, ξ) > 0} ⊆ Σ(p)

Σ∞(p) = {z : ∃ (xj, ξj) → ∞ lim
j→∞

p(xj, ξj) = z} ,
(2.8)

then Λ(p) = Λ−(p)
⋃

Λ+(p) and Σ∞(p) is the set of limits of p at infinity. In order to

measure the singularities of the solutions, we shall recall the semiclassical wave front sets.

Definition 2.2. For u ∈ L2(Rn) we say that (x, ξ) /∈ WFh(u) if there exists a ∈
C∞

0 (T ∗Rn) such that a(x, ξ) 6= 0 and the L2 norm

(2.9) ‖aw(x, hD)u‖ ≤ Ckh
k ∀ k h → 0

We call WFh(u) the semiclassical wave front set of u.

Observe that this definition is equivalent to the definition (2.5) in [22] which use the

FBI transform T : (x0, ξ0) /∈ WFh(u) if ‖Tu(x, ξ)‖ = O(h∞) when |(x, ξ) − (x0, ξ0)| ≪
1. We may also define the analytic semiclassical wave front set by the condition that

‖Tu(x, ξ)‖ = O(e−c/h) in a neighborhood of (x0, ξ0) for some c > 0, see (2.6) in [22]. In

this more general setting, Theorem 1.2 in [22] gives

Theorem 2.3. Suppose that n ≥ 2, p ∈ C∞
b (T ∗Rn) and that p−1(z) is compact for a dense

set of values z ∈ C. If P (h) has the principal symbol p(x, ξ) then

Λ(p) \ Σ∞ ⊆ Λ−(p)

and for every z ∈ Λ−(p) there exists u(h) ∈ L2(Rn) with the property that ‖u(h)‖ = 1 and

(2.10) ‖(P (h) − z)u(h)‖ ≤ CNhN ∀N h → 0

In addition, u(h) is localized to a point in phase space, (x, ξ), with p(x, ξ) = z, so that

WFh(u) = {(x, ξ)}. If in addition p has a bounded holomorphic continuation to {(x, ξ) ∈
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C2n , | Im(x, ξ)| ≤ 1/C} then we obtain that (2.10) holds with h∞ replaced by exp(−c/h),

c > 0. If n = 1 then the same conclusions hold provided that each component of C\Σ∞(p)

has a non-empty intersection with ∁Λ(p).

Theorem 2.3 gives that norm of the resolvent ‖(P (h) − z0)
−1‖ ≥ CNh−N as h → 0 for

any N . In general, one cannot construct an almost solution (or quasimode) u(h) for an

arbitrary interior point of Λ(p) \ Σ∞(p), see the example in [22, Section 3]. However, for

many points Λ(p) \ Λ−(p) quasimodes can exist, since that the vanishing of the Poisson

bracket {Re p, Im p} is not enough to guarantee the absence of a quasimode. In fact, as

proved by Pravda-Starov [59], a violation of the condition (Ψ) (see [37, Section 26.4])

can produce quasimodes. Condition (Ψ) is directly connected to the Nirenberg-Treves

conjecture, which says that a pseudodifferential operator P (x,D) of principal type is locally

solvable if and only if the principal symbol p satisfies condition (Ψ) or, equivalently, p

satifies condition (Ψ). Here principal type means that the principal symbol satisfies (2.12)

for z0 = 0. The Nirenberg-Treves conjecture was recently proved in [20].

In the case of dimension one the topological condition is necessary, according to the

following example from [22].

Example 2.4. Let

p(x, ξ) =
(ξ + ix)2

1 + x2 + ξ2

then {Re p, Im p}(x, ξ) > 0 for (x, ξ) 6= (0, 0).

For principal symbols arising from differential equations of even order in one variable,

like the Schrödinger equation, we always have

(2.11)
∑

(x,ξ)∈p−1(z)

sgn {Re p, Im p}(x, ξ) = 0

for a dense set of values z. In fact, p(x, ξ) = p(x,−ξ) = z,

{Re p, Im p}(x,−ξ) = −{Re p, Im p}(x, ξ)

and the set of values z corresponding to ξ 6= 0 is dense in the set of values for which the

bracket is non-zero.

In simple one dimensional examples we can already see that the spectrum, σ(P (h)),

typically lies deep inside the pseudospectrum Λ(p) — see [5, 6, 71] for numerical examples

of this phenomenon. Consider for example the following non-selfadjoint operator P (h) =

(hDx)
2 + i(hDx) + x2. A formal conjugation

e−x/2hP (h)ex/2h = (hDx)
2 + x2 +

1

4

shows that the spectrum of P (h) is given by (2n + 1)h + 1/4, while

Λ(p) = {z : Re z ≥ (Im z)2}
since p = ξ2 + iξ + x2.
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To obtain that the spectrum is inside the pseudospectrum for general operators we have

to make assumptions on z0 ∈ ∂Σ(p). One is the principal type condition:

(2.12) p(x, ξ) = z0 =⇒ dp(x, ξ) 6= 0 , (x, ξ) ∈ T ∗Rn

then p is of principal type if (2.12) holds for z0 = 0. We also assume a dynamical condition:

∃λ ∈ C so that no complete trajectory of HRe(λp) is contained in p−1(z0)(2.13)

Recall that the trajectories of HRe(λp) on Re(λp) = 0 are called bicharacteristics of Re(λp)

and semibicharacteristics of p. Under these conditions we obtain from Theorem 1.3 in [22]:

Theorem 2.5. Suppose that p ∈ C∞
b (T ∗Rn) and that the principal symbol of P (h) is given

by p(x, ξ). If z0 ∈ ∂Σ(p) \ Σ∞(p) satisfies (2.12) and (2.13), then for any M > 0 there

exists hM > 0 such that

{z : |z − z0| < Mh log(1/h)} ∩ σ(P (h)) = ∅ 0 < h < hM

and ‖(P (h) − z0)
−1‖ ≤ C/h for 0 < h ≪ 1. If in addition p is a bounded holomorphic

function in a complex tubular neighbourhood of Rn, then there exists C0 > 0 such that

{z : |z − z0| < C0} ∩ σ(P (h)) = ∅ 0 < h ≪ 1

Observe that we can replace Σ(p) in Theorem 2.5 by Λ(p). In fact, condition (2.13)

gives that z0 ∈ ∂Λ(p), since the bracket cannot vanish identically on all level sets close to

p−1(z0). If (2.13) is violated, then for a large class of dissipative operators, the spectrum

lies arbitrarily close (as h → 0) to the boundary of the pseudospectrum, see [22, Section 6].

The example in [22, Section 4] shows that the C∞ result of Theorem 2.5 is optimal.

At the boundary of the pseudospectrum we may expect an improved bound on the

resolvent when some additional non-degeneracy is assumed. We shall borrow our notation

from [37, Chapter 27]. If p = p1 + ip2 ∈ C∞ with real valued pj then we define the repeated

Poisson brackets

pI = Hpi1
Hpi2

. . . Hpik−1
pik

where I = (i1, i2, . . . , ik) ∈ { 1, 2 }k and |I| = k > 1 is the order of the bracket.

We say that z0 ∈ Σ(p) \ Σ∞(p) is of finite type for p if for any (x, ξ) ∈ p−1(z0) there

exists k > 1 and I ∈ { 1, 2 }k such that

(2.14) pI(x, ξ) 6= 0

which implies (2.12). The order of p at (x, ξ) is

(2.15) k(w) = max { j ∈ Z : pI(x, ξ) = 0 for 1 < |I| ≤ j } .

The order of z0 is the maximum of the order of p at (x, ξ) for (x, ξ) ∈ p−1(z0).

Theorem 2.6. Assume that p ∈ C∞
b (T ∗Rn), and that the principal symbol of P (h)

is p(x, ξ). If z0 ∈ ∂Σ(p) \ Σ∞(P ) is of finite type for p of order k ≥ 1, then k is even and

∃ h0, C > 0 so that

(2.16) ‖(P (h) − z0)
−1‖ ≤ Ch− k

k+1 0 < h ≤ h0
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Also, there exists h1, c0 > 0 such that

(2.17)
{

z : |z − z0| ≤ c0(h log h−1)
k

k+1

}
∩ Spec(P (h)) = ∅ 0 < h ≤ h1

We obtain (2.17) from [22, Theorem 1.4] and (2.17) from [68]. In one dimension, the

resolvent estimate was proved in [73], and in some special cases by Boulton [3] who also

showed that the bounds are optimal. As was demonstrated by Trefethen [71] this is also

easy to see numerically.

We have the following simple higher dimensional example from [22] to which we can

apply Theorem 2.6. Let W ∈ C∞
b (R2) be a non-negative function, vanishing on the circle

x2
1 + x2

2 = 1 and consider

P (h) = −h2∆ + iW (x) + i(x2
1 + x2

2 − 1)m with m even.

Then the estimate (2.16) holds for z0 > 0 uniformly on compact subsets of (0,∞), with

k = 2m. This is due to the (simple) tangency of some bicharacteristics of the real part to

the set where the imaginary part vanishes.

One could also define the semiclassical pseudospectrum of P (h) as the closure of the

set of values z for which (2.10) holds, actually this was an alternative definition in [22].

Pravda-Starov [61] introduced the following refined definitions.

Definition 2.7. Let P (h), 0 < h ≤ 1, be a semiclassical family of operators on L2(Rn)

with domain D. For µ > 0 we define the pseudospectrum of index µ as the set

Λsc
µ (P (h)) = {z ∈ C : ∀C > 0, ∀h0 > 0,

∃ 0 < h < h0, ‖(P (h) − z IdN)−1‖ ≥ Ch−µ}
and the injectivity pseudospectrum of index µ as

λsc
µ (P (h)) = {z ∈ C : ∀C > 0, ∀h0 > 0,

∃ 0 < h < h0, ∃u ∈ D, ‖u‖ = 1, ‖(P (h) − z IdN)u‖ ≤ Chµ}
We define the pseudospectrum of infinite index as Λsc

∞(P (h)) =
⋂

µ Λsc
µ (P (h)) and corre-

spondingly the injectivity pseudospectrum of infinite index.

With these definitions, we find that the semiclassical harmonic oscillator has pseudospec-

trum λsc
∞ = Λsc

∞ = R+, since the eigenvalues are (2n + 1)h, n ∈ N. One way of avoiding

this, is to have ∃h0 > 0 ∀ 0 < h < h0 instead in the definitions.

Observe that we have the obvious inclusion λsc
µ (P (h)) ⊆ Λsc

µ (P (h)), ∀µ. We get equality

if, for example, P (h) is Fredholm of index ≥ 0. Theorem 2.3 and Proposition 3.11 show

that

Λ−(p) ⊆ λsc
∞(P (h)) ⊆ Λsc

∞(P (h)) ⊆ Σ(p)

The interplay between classical properties of symbols and the existence of localized

quasimodes can be also be observed in the Berezin-Toeplitz quantization of compact sym-

plectic Kähler manifolds. See Chapman and Trefethen [4] for the case of the torus, and

Borthwick and Uribe [2] for the general C∞ case.
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For non-principal type scalar semiclassical operators, there are still many open ques-

tions about the pseudospectrum. Pravda-Starov has studied the pseudospectrum for non-

principal type operators in one dimension [62], in the case when the Hessian of the principal

symbol is elliptic and non-normal. He has also studied the pseudospectrum for general

elliptic non-normal quadratic Weyl operators [63].

Sjöstrand and Hager has proved that for certain random perturbations of pseudodiffer-

ential operators, the spectrum will satisfy a asymptotic Weyl law, see [31]. It is interesting

to compare this to the recent proof by Tao and Vu [70] of the circular law for random

matrices, for which the spectrum is uniformly distributed in a disk.

3. Systems of semiclassical operators

In this section, we will show how the results for semiclassical scalar operators generalizes

to systems, following [21]. We shall consider N ×N systems of semiclassical pseudodiffer-

ential operators on the form:

(3.1) P (h) ∼
∞∑

j=0

hjPw
j (x, hD)

with Pj(x, ξ) ∈ C∞
b (T ∗Rn,L(CN ,CN)) using the Weyl quantization given by (2.5). As

before, C∞
b is the set of C∞ functions having all derivatives in L∞ and P0 = σ(P (h)) is the

principal symbol of P (h). The operator is said to be elliptic if the principal symbol P0 is

invertible, and of principal type if P0 vanishes of first order on the kernel, see Definition 4.1.

We shall also consider operators with analytic symbols, then we shall assume that Pj(x, ξ)

are bounded and holomorphic in a tubular neighborhood of T ∗Rn satisfying (2.6), which

gives exponentially small errors in the calculus. In the following, we shall use the notation

w = (x, ξ) ∈ T ∗Rn.

We shall consider the spectrum SpecP (h) which is the set of values z ∈ C such that

the resolvent (P (h)− z IdN)−1 is not a bounded operator, here IdN is the identity in CN .

The spectrum of P (h) is essentially contained in the spectrum of the principal symbol

Spec(P (w)), which is given by

|P (w) − z IdN | = 0

where |A| is the determinant of the matrix A. For example, if P (w) = σ(P (h)) is bounded

and z is not an eigenvalue of P (w) for any w = (x, ξ) (or a limit of eigenvalues at infinity)

then P (h) − z IdN is invertible by Proposition 3.11 below. When P (w) is an unbounded

symbol one needs additional conditions, see for example Proposition 3.12. As before, we

shall restrict our study to bounded symbols, but we can reduce to this case if P (h)−z1 IdN

is invertible for some z1 by considering

(P (h) − z1 IdN)−1(P (h) − z2 IdN) z2 6= z1

see Remark 3.13. But unless we have conditions on the eigenvalues at infinity, this does

not always give a bounded operator.
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Example 3.1. Let

P (ξ) =

(
0 ξ
0 0

)
ξ ∈ R

then 0 is the only eigenvalue of P (ξ) but

(3.2) (P (ξ) − z IdN)−1 = −1/z

(
1 ξ/z
0 1

)

and (Pw − z IdN)−1Pw = −z−1Pw is unbounded for any z 6= 0.

Definition 3.2. Let P ∈ C∞(T ∗Rn) be an N × N system. We denote the closure of the

set of eigenvalues of P by

(3.3) Σ(P ) = {λ ∈ C : ∃w ∈ T ∗Rn, |P (w) − λ IdN | = 0 }

and the eigenvalues at infinity:

(3.4) Σ∞(P ) =
{
λ ∈ C : ∃wj → ∞, ∃uj ∈ CN , |uj| = 1,

|P (wj)uj − λuj| → 0, j → ∞}

which is closed in C.

In fact, that Σ∞(P ) is closed follows by taking a suitable diagonal sequence. Observe

that as in the scalar case, we could have Σ∞(P ) = Σ(P ), for example if P (w) is constant

in one direction. It follows from the definition that λ /∈ Σ∞(P ) if and only if the resolvent

is defined and bounded when |w| is large enough:

(3.5) ‖(P (w) − λ IdN)−1‖ ≤ C |w| ≫ 1

where as before ‖A‖ is the norm of the matrix A.

It is clear from the definition that Σ∞(P ) contains all finite limits of eigenvalues of P

at infinity. In fact, if P (wj)uj = λjuj, |uj| = 1, wj → ∞ and λj → λ then

P (wj)uj − λuj = (λj − λ)uj → 0

Example 3.1 shows that in general Σ∞(P ) could be a larger set, in fact, then Σ(P ) = { 0 }
but Σ∞(P ) = C by (3.2) and (3.5). But for bounded N × N symbols P ∈ C∞

b (T ∗Rn) we

obtain from Proposition 2.4 in [21] that Σ∞(P ) is the set of all limits of the eigenvalues

of P at infinity.

One problem with studying systems P (w), is that the eigenvalues are not regular in the

parameter w, in general they depend only continuously on w when the multiplicity is not

constant.

Definition 3.3. For an N × N system P ∈ C∞(T ∗Rn) we define

κP (w, λ) = Dim Ker(P (w) − λ IdN)

and

KP (w, λ) = max
{

k : ∂j
λp(w, λ) = 0 for j < k

}
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where p(w, λ) = |P (w) − λ IdN | is the characteristic polynomial. Let

Ωk(P ) = { (w, λ) ∈ T ∗Rn × C : KP (w, λ) ≥ k } k ≥ 1

then ∅ = ΩN+1(P ) ⊆ ΩN(P ) ⊆ · · · ⊆ Ω1(P ) and we may define

(3.6) Ξ(P ) =
⋃

j>1

∂Ωj(P )

where ∂Ωj(P ) is the boundary of Ωj(P ) in the relative topology of Ω1(P ).

Clearly, Ωj(P ) is a closed set for any j ≥ 1. We have κP ≤ KP with equality for

symmetric systems but in general we need not have equality, see Example 3.1 where

κP < KP = 2 when λ = 0 and ξ 6= 0. By the definition we find that the multiplicity

KP (w, λ) of the zeros of |P (w) − λ IdN | is locally constant on Ω1(P ) \ Ξ(P ). If P (w) is

symmetric then κP is also constant on Ω1(P ) \ Ξ(P ) but in general this is not true, see

Example 3.1 where κP is discontinuous when ξ = 0.

Remark 3.4. We find that Ξ(P ) is closed and nowhere dense in the relative topology of

Ω1(P ) since it is the union of boundaries of closed sets. We also find that

(w, λ) ∈ Ξ(P ) ⇔ (w, λ) ∈ Ξ(P ∗)

since |P ∗ − λ IdN | = |P − λ IdN |.

Example 3.5. Let

P (t) =

(
0 1
t 0

)
t ∈ R

then P (t) has the eigenvalues ±
√

t, κP ≡ 1 on Ω1(P ) and Ω2(P ) = { 0 }.

Example 3.6. Let

P =

(
w1 + w2 w3

w3 w1 − w2

)

then

Ω1(P ) =

{
(w; λj) : λj = w1 + (−1)j

√
w2

2 + w2
3, j = 1, 2

}

and Ω2(P ) = { (w1, 0, 0; w1) : w1 ∈ R }.

Definition 3.7. Let πj be the projections

π1(w, λ) = w π2(w, λ) = λ

then we define for λ ∈ C the closed sets

Σλ(P ) = π1

(
Ω1(P )

⋂
π−1

2 (λ)
)

= {w : |P (w) − λ IdN | = 0 }

and

X(P ) = π1 (Ξ(P )) ⊆ T ∗Rn
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Observe that X(P ) is nowhere dense in T ∗Rn and P (w) has constant characteristics

near w0 /∈ X(P ). This means that |P (w) − λ IdN | = 0 if and only if λ = λj(w) for

j = 1, . . . k, where the eigenvalues λj(w) 6= λk(w) for j 6= k when |w − w0| ≪ 1.

Definition 3.8. For an N × N system P ∈ C∞(T ∗Rn) we define the weakly singular

eigenvalue set

(3.7) Σws(P ) = π2 (Ξ(P )) ⊆ C

and the strongly singular eigenvalue set

(3.8) Σss(P ) =
{

λ : π−1
2 (λ)

⋂
Ω1(P ) ⊆ Ξ(P )

}
.

It follows from the definition that Σss(P ) ⊆ Σws(P ). Clearly Σws(P )
⋃

Σ∞(P ) and

Σss(P )
⋃

Σ∞(P ) are closed, and Σss(P ) is nowhere dense. On the other hand, it is possible

that Σws(P ) = Σ(P ), for example in Example 3.6 we have Σws(P ) = Σ(P ) = R and

Σss(P ) = ∅. In fact, the eigenvalues then coincide only when w2 = w3 = 0 but the

eigenvalue λ = w1 is also attained at some point where w2 6= 0. When we have constant

characteristics, the Implicit Function Theorem immediately gives the following result.

Remark 3.9. Let P ∈ C∞(T ∗Rn) be an N × N system. If (w0, λ0) ∈ Ω1(P ) \ Ξ(P ) then

there exists a unique C∞ function λ(w) so that (w, λ) ∈ Ω1(P ) if and only if λ = λ(w)

in a neighborhood of (w0, λ0). If λ0 ∈ Σ(P ) \ (Σws(P )
⋃

Σ∞(P )) then ∃ λ(w) ∈ C∞ such

that (w, λ) ∈ Ω1(P ) if and only if λ = λ(w) in a neighborhood of Σλ0
(P ).

By Remark 3.9 we find that Ω1(P ) \Ξ(P ) is locally given as a C∞ manifold over T ∗Rn,

and that the eigenvalues λj(w) ∈ C∞ outside X(P ). This is not true if we instead assume

that κP is constant on Ω1(P ), see Example 3.5.

Definition 3.10. A C∞ function λ(w) is called a germ of eigenvalues at w0 for the N ×N

system P ∈ C∞(T ∗Rn) if

(3.9) |P (w) − λ(w) IdN | ≡ 0 in a neighborhood of w0

If this holds in a neighborhood of every point in ω ⋐ T ∗Rn then we say that λ(w) is a

germ of eigenvalues for P on ω.

If λ0 ∈ Σ(P ) \ (Σss(P )
⋃

Σ∞(P )) then there exists w0 ∈ Σλ0
(P ) so that (w0, λ0) ∈

Ω1(P ) \ Ξ(P ). By Remark 3.9 there exists a C∞ germ λ(w) of eigenvalues at w0 for P

such that λ(w0) = λ0. If λ0 ∈ Σ(P ) \ (Σws(P )
⋃

Σ∞(P )) then there exists a C∞ germ

λ(w) of eigenvalues on Σλ0
(P ).

As in the scalar case we obtain that the spectrum is essentially discrete outside Σ∞(P )

by the following result, which is Proposition 2.19 in [21].

Proposition 3.11. Assume that the N × N system P (h) is given by (3.1) with principal

symbol P ∈ C∞
b (T ∗Rn). Let Ω be an open connected set, satisfying

Ω
⋂

Σ∞(P ) = ∅ and Ω
⋂

∁Σ(P ) 6= ∅
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Then (P (h) − λ IdN)−1, 0 < h ≪ 1, λ ∈ Ω, is a meromorphic family of operators with

poles of finite rank. In particular, for h sufficiently small, the spectrum of P (h) is discrete

in any such set. When Ω
⋂

Σ(P ) = ∅ we find that Ω contains no spectrum of P (h).

Proposition 3.11 shows that Λsc
µ (P (h)) ⊆ Σ(P ) for any µ > 0. We shall show how the

reduction to the case of bounded operator can be done in the systems case, following [21,

22]. Let m(w) be a positive function on T ∗Rn satisfying

1 ≤ m(w) ≤ C(1 + |w − w0|)Mm(w0) ∀ w, w0 ∈ T ∗Rn

for some C and M . Then m is an admissible weight function and we can define the symbol

classes P ∈ S(m) by

‖∂α
wP (w)‖ ≤ Cαm(w) ∀α

Following [23] we can then define the semiclassical operator P (h) = Pw(x, hD). In the

analytic case we require that the symbol estimates hold in a tubular neighborhood of

T ∗Rn:

(3.10) ‖∂α
wP (w)‖ ≤ Cαm(Re w) for | Im w| ≤ 1/C ∀α

One typical example of an admissible weight function is m(x, ξ) = (〈ξ〉2 + 〈x〉p). We shall

make the ellipticity assumption

(3.11) ‖P−1(w)‖ ≤ C0m
−1(w) |w| ≫ 1

and in the analytic case we assume this in a tubular neighborhood of T ∗Rn as in (3.10).

We then obtain the following result from Proposition 2.20 in [21].

Proposition 3.12. Assume that P ∈ S(m) is an N ×N system satisfying (3.11) and that

z 6∈ Σ(P )
⋃

Σ∞(P ). Then we find that Pw(x, hD)−z IdN is invertible for small enough h.

When m is bounded, (3.11) can be replaced by z /∈ Σ∞(P ) and then the result follows

from Proposition 3.11. In the reduction to operators with bounded symbols we may use

the following result.

Remark 3.13. If z1 /∈ Spec(P ) we may define the operator

Q = (P − z1 IdN)−1(P − z2 IdN) z2 6= z1

then the resolvents of Q and P are related by

(Q − ζ IdN)−1 = (1 − ζ)−1(P − z1 IdN)

(
P − ζz1 − z2

ζ − 1
IdN

)−1

ζ 6= 1

when ζz1−z2

ζ−1
/∈ Spec(P ).

Example 3.14. Let

P (x, ξ) = |ξ|2 IdN +iK(x)

where 0 ≤ K(x) ∈ C∞
b , then we find that P ∈ S(m) with m(x, ξ) = |ξ|2 +1. If 0 /∈ Σ∞(K)

then K(x) is invertible for |x| ≫ 1, so P−1 ∈ S(m−1) at infinity. Since Re z ≥ 0 in
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Σ(P ) we find from Proposition 3.12 that Pw(x, hD) + IdN is invertible for small enough h

and Pw(x, hD)(Pw(x, hD)+ IdN)−1 is bounded in L2 with principal symbol P (w)(P (w)+

IdN)−1 ∈ C∞
b .

Observe that if u = (u1, . . . , uN) ∈ L2(Rn,CN) we may define WFh(u) =
⋃

j WFh(uj)

but this gives no information about which components of u that are singular. Therefore

we shall define the corresponding vector valued semiclassical polarization sets.

Definition 3.15. For u ∈ L2(Rn,CN), we say that (w0, z0) /∈ WFpol
h (u) ⊆ T ∗Rn × CN if

there exists A(h) given by (3.1) with principal symbol A(w) such that A(w0)z0 6= 0 and

‖aw(x, hD)u‖ ≤ Ckh
k, ∀ k. We call WFpol

h (u) the semiclassical polarization set of u.

We could similarly define the analytic semiclassical polarization set by using the FBI

transform and analytic pseudodifferential operators, see (2.6) in [22].

Remark 3.16. The semiclassical polarization sets are closed, linear in the fiber and has

the functorial properties of the C∞ polarization sets in [18]. In particular, we find that

π(WFpol
h (u) \ 0) = WFh(u) =

⋃

j

WFh(uj)

if π is the projection along the fiber variables: π : T ∗Rn ×CN 7→ T ∗Rn. We also find that

A(WFpol
h (u)) =

{
(w,A(w)z) : (w, z) ∈ WFpol

h (u)
}
⊆ WFpol

h (A(h)u)

if A(w) is the principal symbol of A(h), which gives that WFpol
h (Au) = A(WFpol

h (u)) when

A(h) is elliptic.

Remark 3.16 follows from the proofs of Propositions 2.5 and 2.7 in [18].

Example 3.17. Let u = (u1, . . . , uN) ∈ L2(Rn,CN) where WFh(u1) = {w0 } and

WFh(uj) = ∅ for j > 1. Then

WFpol
h (u) = { (w0, (z, 0, . . . )) : z ∈ C }

since w0 ∈ WFh(u) and ‖Aw(x, hD)u‖ = O(h∞) if Awu =
∑

j>1 Aw
j uj. By taking a

suitable invertible E we obtain

WFpol
h (Eu) = { (w0, zv) : z ∈ C }

for any 0 6= v ∈ CN .

4. Systems of principal type

Recall that the scalar symbol p(x, ξ) ∈ C∞(T ∗Rn) is of principal type if dp 6= 0 when

p = 0 by (2.12). In the following we let ∂νP (w) = 〈ν, dP (w)〉 for P ∈ C1(T ∗Rn) and

ν ∈ T ∗Rn. We shall use the following definition of systems of principal type, in fact, most

of the systems we consider will be of this type. We shall denote by Ker P and Ran P the

kernel and range of the matrix P .
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Definition 4.1. The N × N system P (w) ∈ C∞(T ∗Rn) is of principal type at w0 if

(4.1) Ker P (w0) ∋ u 7→ ∂νP (w0)u ∈ Coker P (w0) = CN/ Ran P (w0)

is bijective for some ν ∈ Tw0
(T ∗Rn). The operator P (h) given by (3.1) is of principal type

if the principal symbol P = σ(P (h)) is of principal type.

Remark 4.2. If P (w) ∈ C∞ is of principal type and A(w), B(w) ∈ C∞ are invertible

then APB is of principal type. We have that P (w) is of principal type if and only if the

adjoint P ∗ is of principal type.

In fact, by Leibniz’ rule we have

(4.2) ∂(APB) = (∂A)PB + A(∂P )B + AP∂B

and Ran(APB) = A(Ran P ) and Ker(APB) = B−1(Ker P ) when A and B are invert-

ible, which gives the invariance under left and right multiplication. Since Ker P ∗(w0) =

Ran P (w0)
⊥ we find that P satisfies (4.1) if and only if

(4.3) Ker P (w0) × Ker P ∗(w0) ∋ (u, v) 7→ 〈∂νP (w0)u, v〉
is a non-degenerate bilinear form. Since 〈∂νP

∗v, u〉 = 〈∂νPu, v〉 we find that P ∗ is of

principal type if and only if P is.

Observe that if P only has one vanishing eigenvalue λ (with multiplicity one) then the

condition that P is of principal type reduces to the condition in the scalar case: dλ 6= 0.

In fact, by using the spectral projection one can find invertible systems A and B so that

APB =

(
λ 0
0 E

)

with E invertible (N −1)×(N −1) system, which is of principal type if and only if dλ 6= 0.

Example 4.3. Consider the system

P (w) =

(
λ1(w) 1

0 λ2(w)

)

where λj(w) ∈ C∞, j = 1, 2. We find that P (w) − λ Id2 is not of principal type when

λ = λ1(w) = λ2(w) since Ker(P (w)− λ Id2) = Ran(P (w)− λ Id2) = C× { 0 } is invariant

under ∂P .

Observe that the property of being of principal type is not stable under C1 perturbation,

not even when P = P ∗ is symmetric, by the following example.

Example 4.4. The system

P (w) =

(
w1 − w2 w2

w2 −w1 − w2

)
= P ∗(w) w = (w1, w2)

is of principal type when w1 = w2 = 0, but not of principal type when w2 6= 0 and w1 = 0.

In fact,

∂w1
P =

(
1 0
0 −1

)
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is invertible, and when w2 6= 0 we have that

Ker P (0, w2) = Ker ∂w2
P (0, w2) = { z(1, 1) : z ∈ C }

which is mapped to Ran P (0, w2) = { z(1,−1) : z ∈ C } by ∂w1
P .

We obtain from Proposition 3.5 in [21] a simple characterization of systems of principal

type. For that we recall κP , KP and Ξ(P ) from Definition 3.3.

Proposition 4.5. Assume P (w) ∈ C∞ is an N × N system and that (w0, λ0) ∈ Ω1(P ) \
Ξ(P ), then P (w) − λ0 IdN is of principal type at w0 if and only if κP ≡ KP at (w0, λ0)

and dλ(w0) 6= 0 for the C∞ germ of eigenvalues for P at w0 satisfying λ(w0) = λ0.

Here, the germs of eigenvalues are given by Definition 3.10. Now, for symmetric systems

we have κP ≡ KP and the differential dλ 6= 0 almost everywhere on Ω1(P ) \ Ξ(P ).

Proposition 4.5 shows that for a symmetric system the property to be of principal type

is stable outside Ξ(P ): if the symmetric system P (w) − λ IdN is of principal type at a

point (w0, λ0) /∈ Ξ(P ) then it is in a neighborhood. It follows from the Sard Theorem that

symmetric systems P (w) − λ IdN are of principal type almost everywhere on Ω1(P ). For

eigenvalues λ0 /∈ Σss(P ) we can define the following bracket condition.

Definition 4.6. Let P ∈ C∞(T ∗Rn) be an N × N system, then we define

Λ(P ) = Λ−(P )
⋃

Λ+(P )

where Λ±(P ) is the set of λ0 ∈ Σ(P ) such that there exists w0 ∈ Σλ0
(P ) so that (w0, λ0) /∈

Ξ(P ) and

(4.4) ±{Re λ, Im λ } (w0) > 0

for the unique C∞ germ λ(w) of eigenvalues at w0 for P such that λ(w0) = λ0.

Observe that Λ±(P )
⋂

Σss(P ) = ∅, and it follows from Proposition 4.5 that P (w) −
λ0 IdN is of principal type at w0 ∈ Λ±(P ) if and only if κP = KP at (w0, λ0), since

dλ(w0) 6= 0 when (4.4) holds. Because of the bracket condition (4.4) we find that Λ±(P ) is

contained in the interior of Σ(P ). The following result generalizes Theorem 2.3 to systems,

for a proof see Theorem 3.10 in [21].

Theorem 4.7. Let P ∈ C∞(T ∗Rn) be an N × N system, then we have that

(4.5) Λ(P ) \
(
Σws(P )

⋃
Σ∞(P )

)
⊆ Λ−(P )

when n ≥ 2. Assume that P (h) is given by (3.1) with principal symbol P ∈ C∞
b (T ∗Rn),

and that λ0 ∈ Λ−(P ), 0 6= u0 ∈ Ker(P (w0)−λ0 IdN) and P (w)−λ IdN is of principal type

on Σλ(P ) near w0 for |λ − λ0| ≪ 1, for the w0 ∈ Σλ0
(P ) in Definition 4.6. Then there

exists u(h) ∈ L2(Rn) so that ‖u(h)‖ ≤ 1

(4.6) ‖(P (h) − λ0 IdN)u(h)‖ ≤ CMhM ∀M h → 0
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and WFpol
h (u(h)) = { (w0, u0) }. There also exists a dense subset of values λ0 ∈ Λ(P ) so

that

(4.7) ‖(P (h) − λ0 IdN)−1‖ ≥ C ′
Mh−M ∀M h → 0

If all the terms Pj in the expansion (3.1) are analytic satisfying (2.6) then h±M may be

replaced by exp(∓c/h) in (4.6)–(4.7).

Theorem 4.7 together with Proposition 3.11 give that

Λ−(P ) ⊆ λsc
∞(P (h)) ⊆ Λsc

∞(P (h)) ⊆ Σ(P )

as in the scalar case.

Example 4.8. Let

P (x, ξ) = |ξ|2 Id +iK(x) (x, ξ) ∈ T ∗Rn

where K(x) ∈ C∞(Rn) is symmetric for all x. Then we find from Sard’s Theorem that

Λ−(P ) = Λ(P ) =

{
Re z ≥ 0 ∧ Im z ∈ Σ(K) \

(
Σss(K)

⋃
Σ∞(K)

) }

As in the scalar case, when the dimension is equal to one we have to add some conditions

in order to get the inclusion (4.5).

Lemma 4.9. Let P (w) ∈ C∞(T ∗R) be an N ×N system, then for every component Ω of

C \ (Σws(P )
⋃

Σ∞(P )) which has non-empty intersection with ∁Λ(P ) we have

(4.8) Λ(P ) \
(
Σws(P )

⋃
Σ∞(P )

)
⊆ Λ−(P )

For a proof, see the proof of [21, Lemma 3.15] (which has an error in the formulation).

Recall that the topological condition in Lemma 4.9 is necessary even in the scalar case by

Example 2.4.

5. Quasi-symmetrizable systems

Next, we shall study the behavior at the boundary ∂Σ(P ) of the eigenvalues. First

we note that if the system P (w) − z IdN is of principal type near Σz(P ) for z close to

λ ∈ ∂Σ(P ) \ (Σws(P )
⋃

Σ∞(P )) and Σλ(P ) has no closed bicharacteristics, then one can

generalize Theorem 1.3 in [22] to obtain

(5.1) ‖(P (h) − λ IdN)−1‖ ≤ C/h h → 0

In fact, by using the reduction in the proof of [21, Theorem 3.10] this follows from the

scalar case, see Example 5.7. But in this case the eigenvalues close to λ have constant

multiplicity.

Generically, we have that the eigenvalues of the principal symbol P have constant mul-

tiplicity almost everywhere since Ξ(P ) is nowhere dense. But at the boundary ∂Σ(P ) this

needs not be the case. For example, if

P (t, τ) = τ Id +iK(t)
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where C∞ ∋ K ≥ 0 is unbounded and 0 ∈ Σss(K), then R = ∂Σ(P ) ⊆ Σss(P ).

When the multiplicity of the eigenvalues of the principal symbol is not constant the

situation is more complicated. Then the following example shows that it is not sufficient

to have conditions only on the eigenvalues in order to obtain the estimate (5.1), not even

in the principal type case.

Example 5.1. Let a(t) ∈ C∞(R) be real valued and let

Pw(t, hDt) =

(
hDt + a(t) t − ia(t)
t + ia(t) −hDt + a(t)

)
= Pw(t, hDt)

∗

Then the eigenvalues of P (t, τ) are

λ = a(t) ±
√

τ 2 + t2 + a2(t) ∈ R

which coincide if and only if τ = t = a(t) = 0. We have that

1

2

(
1 i
1 −i

)
Pw

(
1 1
i −i

)
=

(
hDt + it 0

2a(t) hDt − it

)
= P̃ (h)

Thus we can construct pseudomodes uh(t) = t(0, u2(t)) so that ‖uh‖ = 1 and P̃ (h)uh =

O(exp(−c/h)) by Theorem 2.3. By the invariance, we see that P is of principal type at

t = τ = 0 if and only if a(0) = 0. If a(0) = 0 then Σws(P ) = { 0 } and when a 6= 0 we

have that Pw is a selfadjoint diagonalizable system. In the case a ≡ 0 the eigenvalues of

Pw are ±
√

2kh, k ∈ N, see the proof of Proposition 3.6.1 in [33].

Of course, the problem is that the eigenvalues are not invariant under multiplication

with elliptic systems. To obtain the estimate (5.1) for operators that are not of principal

type, it is not even sufficient that the principal symbol is C∞ diagonalizable with real

eigenvalues with constant multiplicity one, according to the following example.

Example 5.2. Let a(t) ∈ C∞(R), a(0) = 0, a′(0) > 0 and

P (h) =

(
1 hDt

h iha(t)

)

with principal symbol

(
1 τ
0 0

)
having eigenvalues 0 and 1, thus Ξ(P ) = ∅. Since

(
1 0
−h 1

)
P (h)

(
1 −hDt

0 1

)
=

(
1 0
0 −h

)(
1 0
0 hDt − ia(t)

)

we obtain from by Theorem 2.3 that ‖P (h)−1‖ ≥ CMh−M when h → 0, ∀M , and for

analytic a(t) we obtain ‖P (h)−1‖ ≥ Cec/h, h → 0 . Now ∂τP maps Ker P (0) into RanP (0)

so the system is not of principal type. Observe that this property is not preserved under

the multiplications above, since not all the systems are elliptic.

Instead of using properties of the eigenvalues of the principal symbol, we shall use

properties that are invariant under multiplication with invertible systems. We recall the

following normal form for scalar symbols of principal type near the boundary ∂Σ(P ).
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Example 5.3. Assume that p(x, ξ) ∈ C∞(T ∗Rn) is scalar of principal type and 0 ∈
∂Σ(p) \ Σ∞(p). Then we find from the proof of Lemma 4.1 in [22] that we can choose

symplectic coordinates so that

(5.2) p(x, ξ) = e(x, ξ)(ξ1 + if(x, ξ′)) ξ = (ξ1, ξ
′)

in a neighborhood of w0 ∈ Σ0(p), where e 6= 0 and f ≥ 0. If there are no closed semibichar-

acteristics of p, we obtain (5.2) in a neighborhood of Σ0(P ).

Recall that a semibicharacteristic of p is a non-trivial bicharacteristic of Re qp, for some

q 6= 0. The normal form (5.2) in the scalar case motivates the following definition, which

is Definition 4.5 in [21].

Definition 5.4. We say that the N×N system P (w) ∈ C∞(T ∗Rn) is quasi-symmetrizable

with respect to the real C∞ vector field V in Ω ⊆ T ∗Rn if ∃ N × N system M(w) ∈
C∞(T ∗Rn) and c, C > 0 so that

(5.3)

{
Re〈M(V P )u, u〉 ≥ c‖u‖2 − C‖Pu‖2

Im〈MPu, u〉 ≥ −C‖Pu‖2
in Ω

for any u ∈ CN . The system M is called a symmetrizer for P .

The definition is clearly independent of the choice of coordinates in T ∗Rn and choice

of base in CN . When P is elliptic, we may take M = iP ∗ as multiplier, then P is

quasi-symmetrizable with respect to any vector field because ‖Pu‖ ∼= ‖u‖. We see from

Example 5.3 that the scalar symbol p of principal type is quasi-symmetrizable in neighbor-

hood of any point at ∂Σ(p) \Σ∞(p). We obtain the following result from Propositions 4.7

and 4.10 in [21].

Proposition 5.5. If P (w) ∈ C∞(T ∗Rn) be an quasi-symmetrizable N × N system, then

P is of principal type and P ∗ is quasi-symmetrizable. If A(w) and B(w) ∈ C∞(T ∗Rn) are

invertible N × N systems then BPA is quasi-symmetrizable.

Example 5.6. The N × N system

P (w) = w1 IdN +iF (w) F ≥ 0

is quasi-symmetrizable with respect to ∂w1
.

Example 5.7. Assume P (w) ∈ C∞ is N × N and z ∈ Σ(P ) \ (Σws(P )
⋂

Σ∞(P )) such

that P (w)−λ IdN is of principal type when |λ− z| ≪ 1. Then we can make a base change

B(w) ∈ C∞ so that

(5.4) P (w) = B−1(w)

(
λ(w) IdK 0

0 P22(w)

)
B(w)

in a neighborhood of Σz(P ), where |P22−λ(w) Id | 6= 0. We find from Proposition 4.5 that

dλ 6= 0 when λ = z, so λ − z is of principal type. Proposition 5.5 and Example 5.3 give

that P − z IdN is quasi-symmetrizable near any w0 ∈ Σz(P ) if z ∈ ∂Σ(λ). If there are no
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closed semibicharacteristics of λ− z then we also find from Example 5.3 that P − z IdN is

quasi-symmetrizable in a neighborhood of Σz(P ).

Example 5.8. Let

P (x, ξ) = |ξ|2 IdN +iK(x)

where 0 ≤ K(x) ∈ C∞. When λ > 0 we find that P − λ IdN is quasi-symmetrizable in a

neighborhood of Σλ(P ) with respect to the exterior normal 〈ξ, ∂ξ〉 to Σλ(P ) = { |ξ|2 = λ }.

It is interesting to note that the operator in Example 5.8 is of the type considered by

Lidskǐı in [45, 46, 48]. For scalar symbols, we find that 0 ∈ ∂Σ(p) if and only if p is

quasi-symmetrizable, see Example 5.3. But in the system case, this needs not be the case

according to the following example from [21].

Example 5.9. Let

P (w) =

(
w2 + iw3 w1

w1 w2 − iw3

)
w = (w1, w2, w3)

then P is quasi-symmetrizable with respect to ∂w1
with symmetrizer M =

(
0 1
1 0

)
. In

fact, ∂w1
MP = Id2 and

MP (w) =

(
w1 w2 − iw3

w2 + iw3 w1

)
= (MP (w))∗

Since eigenvalues of P (w) are w2 ±
√

w2
1 − w2

3 we find that Σ(P ) = C, thus 0 ∈
◦

Σ(P ) is

an interior point of the eigenvalues.

For quasi-symmetrizable systems we obtain the following result from Theorem 4.15

in [21], which generalizes Theorem 2.5 to systems.

Theorem 5.10. Let the N ×N system P (h) be given by (3.1) with principal symbol P ∈
C∞

b (T ∗Rn). Assume that z /∈ Σ∞(P ) and there exists a real valued function T (w) ∈ C∞

such that P (w) − z IdN is quasi-symmetrizable with respect to the Hamilton vector field

HT (w) in a neighborhood of Σz(P ). Then for any K > 0 we have

(5.5)
{
ζ ∈ C : |ζ − z| < Kh log(1/h)

} ⋂
Spec(P (h)) = ∅ 0 < h ≪ 1

and

(5.6)
∥∥(P (h) − z)−1

∥∥ ≤ C/h 0 < h ≪ 1

If P is analytic in a tubular neighborhood of T ∗Rn then ∃ c0 > 0 such that

(5.7)
{
ζ ∈ C : |ζ − z| < c0

} ⋂
Spec(P (h)) = ∅ 0 < h ≪ 1

Condition (5.6) means that z /∈ Λsc
1 (P ), which is the pseudospectrum of index 1 by

Definition 2.7. The conditions in Theorem 5.10 give some geometrical information on the

bicharacteristic flow of the eigenvalues according to the following remark.
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Remark 5.11. The conditions in Theorem 5.10 imply that the limit set at Σλ(P ) of the

non-trivial semibicharacteristics of the eigenvalues close to zero of Q = M(P − λ IdN) is

a union of compact curves on which T is strictly monotone, thus they cannot form closed

orbits.

Example 5.12. Consider the system in Example 5.8

P (x, ξ) = |ξ|2 IdN +iK(x)

where 0 ≤ K(x) ∈ C∞, then for λ > 0 we find that P − λ IdN is quasi-symmetric in a

neighborhood of Σλ(P ) with respect to V = HT , for T (x, ξ) = −〈ξ, x〉. If K(x) ∈ C∞
b

with 0 /∈ Σ∞(K) then we obtain from Proposition 3.12, Remark 3.13, Example 3.14 and

Theorem 5.10 that

‖(Pw(x, hD) − λ)−1‖ ≤ C/h 0 < h ≪ 1

since 0 < λ /∈ Σ∞(P ).

One can also generalize the improved bounds of finite type boundary points given by

Theorem 2.6 to systems. The situation is more complicated in the systems case, see

Definition 3.15 and Theorem 5.20 in [21].
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[34] L. Hörmander, Differential operators of principal type, Math. Ann. 140 (1960), 124-146.
[35] , Differential equations without solutions, Math. Ann. 140 (1960), 169-173.
[36] , On the solvability of pseudodifferential equations, in Structure of solutions of differential

equations (Katata/Kyoto, 1995), 183–213, World Sci. Publ., River Edge, NJ, 1996.
[37] , The analysis of linear partial differential operators, vol. I–IV, Springer-Verlag, Berlin, 1983–

1985.
[38] M. Kashiwara and T. Kawai, Microhyperbolic pseudo-differential operators. I, J. Math. Soc. Japan

27 (1975), 359-404.
[39] T. Kato, Perturbation theory for linear operators, Die Grundlehren der mathematischen Wis-

senschaften, Band 132, Springer-Verlag New York, Inc., New York, 1966.
[40] P. Kessler, O. M. O’Reilly, A.-L. Raphael and M. Zworski, On dissipation-induced destabilization and

brake squeal: A perspective using structured pseudospectra, J. Sound Vibration 308 (2007), 1-11.
[41] M. Levitin and E. Shargorodsky, Spectral pollution and second-order relative spectra for self-adjoint

operators, IMA J. Numer. Anal. 24 (2004), 393–416.
[42] H. Lewy, An example of a smooth linear partial differential equation without solution, Ann. Math. 66

(1957), 155-158.
[43] V. B. Lidskǐı, On the completeness of the system of eigen- and associated functions of a non-self-

adjoint differential operator, (Russian) Dokl. Akad. Nauk SSSR (N.S.) 110 (1956), 172–175.
[44] , A theorem on the spectra of a perturbed differential operator, (Russian) Dokl. Akad. Nauk

SSSR (N.S.) 112 (1957), 994–997.
[45] , On the completeness of a system of eigen elements and adjoint elements of a compact oper-

ator, (Russian) Dokl. Akad. Nauk SSSR (N.S.) 115 (1957) 234–236.
[46] , Theorems on the completeness of a system of characteristic and adjoint elements of operators

having a discrete spectrum, (Russian) Dokl. Akad. Nauk SSSR 119 (1958) 1088–1091.
[47] , Non-selfadjoint operators with a trace, (Russian) Dokl. Akad. Nauk SSSR 125 (1959), 485–

487.
[48] , Conditions for completeness of a system of root subspaces for non-selfadjoint operators with

discrete spectrum, (Russian) Trudy Moskov. Mat. Obšč. 8 (1959), 83–120.
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