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Abstract: We consider a particle coupled to a scalar wave field and subject to the slowly
varying potentialV (εq) with small ε. We prove that if the initial state is close, order
ε2, to a soliton (=dressed particle), then the solution stays forever close to the soliton
manifold. This estimate implies that over a time span of orderε−1 the radiation losses are
negligible and that the motion of the particle is governed by the effective Hamiltonian
Heff (q, P ) = E(P ) + V (εq) with energy-momentum relationE(P ).

1. Introduction

When a particle interacts with a field its mechanical properties are renormalized, e.g. the
particle acquires an effective mass. In the context of charges interacting with the Maxwell
field such an effective energy-momentum relation is discussed at length already in the
classical work of Abraham [1] and Lorentz [16] with the implicit understanding that this
relation determines how the particle responds to external forces. Kramers [14] empha-
sizes the distinction between bare (appearing in the equation of motion) and physical
(observable by outside means) parameters of a charge. His vision has been implemented
through the renormalization of quantum electrodynamics. To our knowledge, even on
the classical level, it has never been properly settled in which sense and on what scale
the dynamics governed by the effective energy-momentum relation is an approximation
to the true solution of the coupled equations of motion. To gain some understanding
we study here the arguably simplest model, namely a single particle interacting with a
scalar wave field.
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Our second source of interest lies in the, by now, long list of examples we have for
the emergence of an effective dynamics, to mention only the Boltzmann and Vlasov
equation, hydrodynamics [21], homogenization in periodic and random environments
[3, 8], interface and vortex dynamics in Ginzburg–Landau theories [11], quantum sys-
tems weakly coupled to a heat bath [6], and a quantum particle in the semiclassical limit
[10, 18, 22]. Their common thread is a separation of space-time scales together with
some sort of local stationarity in such a way that the slowly varying dynamical vari-
ables are governed by an effective dynamics. However, the detailed mechanisms differ
notably from case to case. Here we add a novel item to the list. It is not covered by the
mathematical techniques developed so far.

We consider a scalar wave fieldφ(x), in three-dimensional space, coupled to a particle
with positionq, momentump, governed by

φ̇(x, t) = π(x, t), π̇(x, t) = 1φ(x, t) − ρ(x− q(t)),

q̇(t) = p(t)/(1 +p2(t))1/2, ṗ(t) =
∫
d3xφ(x, t) ∇ρ(x− q(t)).

(1.1)

This is a Hamiltonian system with the Hamiltonian functional

H0(φ, π, q, p) = (1 +p2)1/2 +
1
2

∫
d3x

(
|π(x)|2 + |∇φ(x)|2

)

+
∫
d3xφ(x)ρ(x− q). (1.2)

We have set the mechanical mass of the particle and the speed of wave propagation
equal to one. In spirit the interaction term is simplyφ(q). This would result however in
an energy that is not bounded from below. Therefore we smoothen out the coupling by
the functionρ(x). In analogy to the Maxwell–Lorentz equations we callρ(x) the “charge
distribution”. We assumeρ(x) to belong to the Sobolev spaceH1, radial, and compactly
supported, i.e.,

ρ,∇ρ ∈ L2(R3), ρ(x) = ρr(|x|), ρ(x) = 0 for |x| ≥ Rρ. (C)

The system (1.1) has solutions traveling with constant velocityv, |v| < 1. They are
given by

Sv(t) = (φv(x− q − vt), πv(x− q − vt), q + vt, pv), pv = v/
√

1 − v2, (1.3)

with

φv(x) = −
∫

ρ(y)d3y

4π((1 − v2)(y − x)2 + (v · (y − x))2)1/2
, πv(x) = −v · ∇φv(x).

(1.4)

To have a short name we callSv(t) thesolitonwith velocityv centered atq(t) = q + vt.
We define the normalized energy of a soliton as

Es(v) = H0(Sv) − H0(S0), (1.5)

Sv = Sv(0), which, using the rotational invariance ofρ, is given by

Es(v) = (1− v2)−1/2 − 1 + 3me

[
2 − v2

2(1− v2)
− 1

2|v| log
1 + |v|
1 − |v|

]
. (1.6)
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Here 3me = −〈ρ,1−1ρ〉, with 〈·, ·〉 the scalar product inL2(R3); we haveme < ∞ by
assumption (C). Since the system (1.1) is invariant under spatial translations, the total
momentum,

P(φ, π, q, p) = p−
∫
d3xπ(x) ∇φ(x), (1.7)

is conserved. InsertingSv, the total momentum of a soliton is given by

Ps(v) = P(Sv) = v(1 − v2)−1/2 + 3mev

[
1

2v2(1 − v2)
− 1

4|v|3 log
1 + |v|
1 − |v|

]
.
(1.8)

The mapv 7→ Ps(v) is invertible fromV = {v ∈ R
3 : |v| < 1} ontoR

3 with the inverse
vs(P ); see [12]. Therefore we obtain theeffective energy-momentum relation

E(P ) = Es(vs(P )). (1.9)

ThenE(P ) is radial. In the nonrelativistic limit (v small) we have

Es(v) ∼= 1
2

(1 +me)v2 and Ps(v) ∼= (1 +me)v for |v| � 1. (1.10)

Thusme is the additional mass acquired by the particle through the coupling to the field.
For large|P | we have the relativistic dependenceE(P ) ∼= |P |.

Now let us assume that, at some timet, we have the solitonSv(t) centered atq(t),
v = q̇(t), and that an external force is acting on the particle. This force changes the
velocity tov′ 6= v andSv(t) is no longer a solution to the system (1.1). However, if the
force is small, so is the differencev′ − v and, if the force is slowly varying, the wave
field has enough time to reestablish a soliton with new velocityv′. In fact this happens
essentially with the speed of wave propagation (one in our case). Geometrically in
phase space, we have the 6-dimensional manifoldS of solitons labeled by their center
q and velocityv. For zero external force each point in this manifold moves on an orbit
t 7→ (q + vt, v). Under a weak, slowly varying force, the true solution should remain
close to the soliton manifold thereby inducing on it an effectively 6-dimensional motion.

With this picture in mind, we add toH0 in (1.2) the slowly varying potentialV (εq),
ε � 1,

Hε(φ, π, q, p) = (1 +p2)1/2 + V (εq) +
1
2

∫
d3x

(
|π(x)|2 + |∇φ(x)|2

)

+
∫
d3xφ(x)ρ(x− q). (1.11)

For the potentialV we require

V ∈ C2(R3), inf
q∈R3

V (q) > −∞, (P )

and
sup
q∈R3

(
|∇V (q)| + |∇∇V (q)|

)
< ∞. (U )

We remark that, using the conservation of energy, condition (U ) can be replaced by

V (q) → ∞ as |q| → ∞, (U ′)
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i.e., by the assumption thatV be confining. In the sequel we study the Hamiltonian
dynamics generated by (1.11),

φ̇(x, t) = π(x, t), π̇(x, t) = 1φ(x, t) − ρ(x− q(t)),

q̇(t) = p(t)/(1 +p2(t))1/2, ṗ(t) = −ε∇V (εq(t)) +
∫
d3xφ(x, t) ∇ρ(x− q(t)).

(1.12)

The derivatives in (1.12) and below are understood in the sense of distributions. We
consider the Cauchy problem for the system (1.12) with initial conditions

(φ(x,0), π(x,0), q(0), p(0)) = (φ0(x), π0(x), q0, p0). (1.13)

Under our assumptions, the global solution to the Cauchy problem (1.12), (1.13) exists
and is unique for initial data with finite energy. The solution depends onε through the
potential and possibly also through the initial conditions. In order as not to overburden
our notation, we will mostly suppress this dependence.

We assume the initial state to be close to a soliton. Since the force is slowly varying,
near the particle such a wave field should persist. Indeed, we prove that

‖(φ(q(t) + x, t), π(q(t) + x, t)) − (φv(t)(x), πv(t)(x))‖R ≤ CRε, ∀R > 0, (1.14)

uniformly in t ∈ R (with the norm‖ · ‖R being defined by the field energy in a ball of
radiusR), provided a smallness condition onρ is satisfied. Presumably, this condition
is an artifact of our method.

In (1.12) the external force isO(ε). So is the self-force, since according to (1.14)
the fieldφ deviates from the soliton only byO(ε). Then ¨q is of orderε, whereas ˙q is
of order 1. The effective energy-momentum relation should be visible on a time scale
O(1). Therefore we define the comparison dynamics through the effective Hamiltonian

Heff (Q,P ) = E(P ) + V (εQ)

with the corresponding equations of motion,

Q̇(t) = ∇E(P (t)), Ṗ (t) = −ε∇V (εQ(t)), (1.15)

suppressing again theε-dependence of (Q(t), P (t)). Since the energy-momentum rela-
tionE(P ) depends on the charge distribution only throughme, the effective dynamics
is a structure independent property of the coupled system particle+field in the sense of
the Kramers [14].

The particle loses energy through radiation, which is proportional to ¨q2 and thus
O(ε2). Therefore the comparison dynamics should be a valid approximation over a
time scaleε−1, i.e., overany time interval of durationε−1τ . At time t0 the comparison
dynamics is adjusted to the true solution through the initial conditions

Q(t0) = q(t0), P (t0) = Ps(q̇(t0)). (1.16)

Let (Q(t), P (t)) be the solution to (1.15) with these initial values. We then establish that,
for |t− t0| = O(ε−1),

|q(t) −Q(t)| = O(1), |q̇(t) − Q̇(t)| = O(ε), |q̈(t) − Q̈(t)| = O(ε2) (1.17)

uniformly in t0. This is our main result.
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In the proof, we stick for a while to the traditional route. One solves the inhomoge-
neous wave equation and inserts the solution into the self-force. Thereby the force on
the particle depends on its past history, but not on the field. If one expands this force
at q(t) up to second order, one recovers the term missing in the full energy-momentum
relation. To justify such a procedure mathematically we have to knowa priori that

|q̈(t)| ∼ ε and |...q(t)| ∼ ε2 (1.18)

uniformly in t, which requires an estimate of the field difference (1.14) and a similar one
to handle

...
q (t). Our experience from the past is confirmed, namely a direct analysis of

the exact delay equation forq(t) is hopeless. To make progress one has to switch back
and forth between particle and field.

2. Main Results

To formulate our results precisely, we need some definitions. We introduce the phase
space suitable for the Cauchy problem corresponding to (1.12) and (1.13).

LetL2 be the real Hilbert spaceL2(R3) with norm||| · |||, and letḢ1 be the completion
of C∞

0 (R3) with norm ‖φ(x)‖ = |||∇φ(x)|||. Equivalently, using Sobolev’s embedding
theorem,Ḣ1 = {φ(x) ∈ L6(R3) : |∇φ(x)| ∈ L2}; see [15]. Let|||φ|||R denote the
norm inL2(BR) for R > 0, whereBR = {x ∈ R

3 : |x| ≤ R}. Then the seminorms
‖φ‖R = |||∇φ|||R are continuous oṅH1.

Definition 2.1. i) The phase spaceE is the Hilbert spaceḢ1 ⊕L2 ⊕R
3 ⊕R

3 of states
Y = (φ, π, q, p) with finite norm

‖Y ‖E = ‖φ‖ + |||π||| + |q| + |p|.

ii) EF is the spaceE endowed with the Fr´echet topology defined by the local energy
seminorms

‖Y ‖R = ‖φ‖R + |||π|||R + |q| + |p|, ∀R > 0.

iii) F is the Hilbert spaceḢ1 ⊕ L2 of the fields8 = (φ, π) with finite norm

‖ 8‖F = ‖φ‖ + |||π|||.

iv) FF is the spaceF endowed with the Fr´echet topology defined by the local energy
seminorms

‖8‖R = ‖φ‖R + |||π|||R, ∀R > 0.

A point in phase space is referred to as state. We write the Cauchy problem (1.12),
(1.13) in the form

Ẏ (t) = F(Y (t)), t ∈ R, Y (0) = Y 0, (2.1)

whereY (t) = (φ(t), π(t), q(t), p(t)) andY 0 = (φ0, π0, q0, p0). As already mentioned,
we mostly suppress theε-dependence of the solutions, of the vector fieldF, and of the
initial conditions.

The following lemma is proved analogously to the corresponding result in [13].
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Lemma 2.2. Let (C), (P ), and(U ), resp.(U ′), hold. Then for everyY 0 ∈ E , |ε| ≤ 1,
the Cauchy problem (2.1) has a unique solutionY ∈ C(R, E) with speed bounded as

sup
t∈R

|q̇(t)| ≤ v < 1. (2.2)

The boundv = v(Y 0) is uniform in|ε| ≤ 1 and for initial valuesY 0 in bounded subsets
of E .

If the effective dynamics is approximately valid, then the field should be close to the
soliton centered atq(t) with velocityv(t) = q̇(t). We therefore consider the difference

Z(x, t) = 8(x, t) − 8∗(x, t), (2.3)

where
8(x, t) = (φ(x, t), π(x, t)), 8∗(x, t) = 8v(t)(x− q(t))

and8v(x) = (φv(x), πv(x)) is the field part of the soliton. Definingρ(x) = (0, ρ(x)) and
A(φ, π) = (π,1φ), it follows that8 andZ satisfy the equations of motion

8̇(x, t) = A8(x, t) − ρ(x− q(t)), (2.4)

Ż(x, t) = AZ(x, t) −B(x, t), B(x, t) = ṗ(t) · ∇p8v(t)(x− q(t)). (2.5)

Here, according to the chain rule,

∇p8v = ∇v8v dv(p), (2.6)

wheredv(p) is the differential of the mapp 7→ v(p) = p/
√

1 +p2. In Cartesian coordi-
nates,dv(p) is just the Jacobi matrix∂vi/∂pj .

Theorem 2.3. Let the conditions of Lemma 2.2 hold and let|||ρ||| be sufficiently small,
|||ρ||| ≤ δ(v,Rρ). Then for everyR > 0 there existsCR such that

sup
t∈R

‖Z(· + q(t), t)‖R ≤ CR(‖Z(0)‖F + ε). (2.7)

For the unperturbed,ε = 0, system our theorem states that the distance between the
true solution and the soliton manifold

S = {(φv(x− q), πv(x− q), q, pv) : q ∈ R
3, v ∈ V} (2.8)

remains bounded in time. This property is called orbital stability, which has been estab-
lished for the system (1.1) in [12] and for related equations in [7, 2] using the Liapunov
method in combination with energy and momentum conservation. Forε > 0 such an
argument breaks down, since the Hamiltonian vector field is no longer parallel toS. To
have a stability result as (2.7) we therefore need to exploit that through radiation damp-
ing the solution is “pushed” towardsS. In other words, through the free wave equation
a small deviation from the soliton is transported to infinity, which also shows that we
are not allowed to replace the local energy norm in (2.7) by the global one. An adequate
mathematical argument is provided by the nonautonomous integral equation method
[4, 5, 19, 20], which has been used to prove the convergence to the soliton manifold in
the context of the nonlinear Schr¨odinger equation.

If we assume that initially‖Z(0)‖F ≤ Cε, then according to (2.7) the solution
remainsO(ε) close toS for all times. Thus it remains to characterize the motion alongS
as given by the particle trajectoryq(t). To obtain its approximate equation of motion we
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have to estimate the self-force. By Theorem 2.3 it is ofO(ε). To control the error,O(ε2),
the solution has to be slowly varying in time with outgoing fields, which we formalize
through the notion of anadiabatic familyof solutionsYε(t) = (φε(t), πε(t), qε(t), pε(t)).

We denote byU (t) the dynamical group onF generated by the free wave equation
and set

80 = (φε(0), πε(0)), (φ0
ε(·, t), π0

ε(·, t)) = U (t)80. (2.9)

Definition 2.4. A family of solutionsYε(t) ∈ C(R, E), 0 < ε ≤ 1, to the system (1.12)
is called adiabatic, if there exist constantsa, T0 > 0, andv < 1, such that the following
bounds hold:

sup
t∈ R

|q̇ε(t)| ≤ v, (2.10)

sup
t∈ R

|q̈ε(t)| ≤ aε, (2.11)

sup
t∈ R

|...qε(t)| ≤ aε2, (2.12)

| < φ0
ε(x, t),∇ρ(x− q) > | ≤ aε2 for |q| < |t| − T0. (2.13)

This definition is time-invariant, i.e., a family of solutionsYε(t + θ) is adiabatic for
anyθ ∈ R if it is for someθ.

Our main result is the following

Theorem 2.5. Let the assumptions of Theorem 2.3 hold and letYε(t) ∈ C(R, E) be an
adiabatic family of solutions to (1.12). Let(Q(t), P (t)) be the comparison dynamics
(1.15) with initial values (1.16). Then for anyτ > 0 there existsC = C(τ ) such that for
|t− t0| ≤ ε−1τ ,

|q(t) −Q(t)| ≤ C, |q̇(t) − Q̇(t)| ≤ Cε, |q̈(t) − Q̈(t)| ≤ Cε2. (2.14)

The constantC(τ ) can be chosen independently oft0.

Of course, we still need a criterion for initial states, that ensures the corresponding
family of solution trajectories is adiabatic. The following theorem provides sufficient
conditions, which in particular show that any initial soliton (φv(x−q0), πv(x−q0), q0, pv)
defines an adiabatic family of solutions and that the set of adiabatic families of solutions
is nonempty and open in an appropriate topology.

We set (ϕ0(x), ψ0(x)) = Z0(x) = Z(x,0) with corresponding Fourier transforms
(ϕ̂0(k), ψ̂0(k)), and we let

ṗ(0) = −ε∇V (εq(0)) +
∫
d3xφ(x,0)∇ρ(x− q(0)).

Theorem 2.6. Let there exista0 > 0 such that for the initial statesY 0
ε = Y 0 =

(φ0, π0, q0, p0) ∈ E , 0< ε ≤ 1, the following bounds hold:

‖Y 0(x)‖E ≤ a0, (2.15)

‖Z0(x)‖F ≤ a0ε, (2.16)

‖∇Z0(x)‖F + |ṗ(0)| ≤ a0ε2, (2.17)∫
d3k

(
|k||ϕ̂0(k)| + |ψ̂0(k)|

)
|ρ̂(k)| ≤ a0ε2, (2.18)

∫
d3k |k|

(
|k||∇[ϕ̂0(k)ρ̂(k)]| + |∇[ψ̂0(k)ρ̂(k)]|

)
≤ a0ε, (2.19)
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and let|||ρ||| be sufficiently small,|||ρ||| ≤ δ(a0, Rρ). Then the family of solutionsYε(t) ∈
C(R, E) to the Cauchy problem (2.1) is adiabatic.

Thus Theorem 2.6, in essence, requires that the deviation from the soliton has suffi-
cient smoothness and decay.

Our paper is organized as follows. Theorem 2.3 is proved in Sect. 3, and Theorem 2.6
is established in Sect. 4. In Sect. 5 we compute the self-force, and in Sect. 6 we complete
the proof of Theorem 2.5. Section 7 concerns the translation invariant system (1.1). In
AppendixA we collect Fourier space computations. Finally, inAppendix B, we list some
remarks on the Hamiltonian structure.

3. Stability of the Soliton Manifold

We prove Theorem 2.3 and establish first the required bound forR = Rρ from (C).

Lemma 3.1. Under the assumptions of Theorem 2.3, the bound (2.7) holds forR = Rρ,

‖Z(· + q(t), t)‖Rρ
≤ C(‖Z(0)‖F + ε). (3.1)

Proof. Solving Eq. (2.5) by Fourier transform we get the mild solution representation

Z(t) = U (t)Z(0) −
∫ t

0
U (t− s)[ṗ(s) · ∇p8v(s)(· − q(s))] ds, (3.2)

with U (t) being the group generated by the free wave equation inḢ1 ⊕ L2. By conser-
vation of energy for the wave equation

‖[U (t)Z(0)](· + q(t))‖Rρ
≤ ‖[U (t)Z(0)](· + q(t))‖F = ‖Z(0)‖F . (3.3)

We denote byϕ(x, t) = φ(x, t) − φv(t)(x − q(t)) the first component ofZ(x, t) and
observe that〈φv(x),∇ρ(x)〉 = 0 for |v| < 1 because the soliton (1.3) is a solution to
(1.1). Then (1.12) implies

ṗ(t) = −ε∇V (εq(t)) + 〈ϕ(x + q(t), t),∇ρ(x)〉. (3.4)

Thus with assumption (U ) we obtain,

|ṗ(t)| ≤ C
(
ε + ‖Z(· + q(t), t)‖Rρ

|||ρ|||
)
. (3.5)

We further introduceπv = ∇pπv, φv = ∇pφv, St−s(x) = {y : |y − x| = t− s}, and

(φ(·, t, s), π(·, t, s)) = U (t− s)[∇p8v(s)(· − q(s))]. (3.6)

Then Kirchhoff’s formula forU (t− s) implies the representation

∇φ(x, t, s) =
∑

|α|≤1

(t− s)|α|−2
∫

St−s(x)
d2y aα(x− y)∂α

y πv(s)(y − q(s))

+
∑

|α|≤2

(t− s)|α|−3
∫

St−s(x)
d2y bα(x− y)∂α

y φv(s)(y − q(s)),

(3.7)
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and a similar representation forπ(x, t, s). The coefficientsaα(·), bα(·) are bounded and
sums are taken over multiindicesα = (α1, α2, α3) with integersαj ≥ 0. Therefore
∇φ(x + q(t), t, s) andπ(x + q(t), t, s) can be represented as integrals of type (3.7) over
the shifted sphereSt−s(x + q(t)). If |x| ≤ Rρ, we have on this sphere

|y − q(s)| = |(y − x− q(t)) + (x + q(t) − q(s))|
≥ (t− s) − |x| − v(t− s) ≥ (1 − v)(t− s) −Rρ (3.8)

by the bound (2.2) on ˙q(t). On the other hand, the integral representation (1.4) yields by
Cauchy–Schwarz

sup
|v|≤v

sup
|x|≥2Rρ

[
|x||φv(x)| + |x|2(|∇φv(x)| + |πv(x)|) +

|x|3(|∇∇φv(x)| + |∇πv(x)|)
]

≤ C(v,Rρ)|||ρ||| < ∞. (3.9)

Inserting (3.9) and (3.8) in Kirchhoff’s formula for∇φ(x + q(t), t, s), we obtain the
pointwise bound

|∇φ(x + q(t), t, s)| ≤
∑

|α|≤1

(t− s)|α|−2C1(v,Rρ)|||ρ|||(t− s)2

(1 + |t− s|)|α|+2

+
∑

|α|≤2

(t− s)|α|−3C1(v,Rρ)|||ρ|||(t− s)2

(1 + |t− s|)|α|+1

≤ C2(v,Rρ)|||ρ|||
1 + (t− s)2

(3.10)

for |x| ≤ Rρ and providedt − s ≥ 3Rρ/(1 − v). Therefore (3.10) implies for large
t− s, together with a similar bound forπ(x + q(t), t, s), the integral estimate

‖(φ(x + q(t), t, s), π(x + q(t), t, s)‖Rρ
≤ C3(v,Rρ)|||ρ|||

1 + (t− s)2
. (3.11)

On the other hand, for boundedt − s this integral estimate follows directly from (3.6)
by energy conservation for the mapU (t− s), since‖∇p8v‖F ≤ C(v,Rρ)|||ρ||| by (C).
Finally, (3.5) and (3.11) imply

‖ṗ(s) · (φ(x + q(t), t, s), π(x + q(t), t, s)‖Rρ

≤ C4(v,Rρ)|||ρ|||
ε + ‖Z(· + q(s), s)‖Rρ

|||ρ|||
1 + (t− s)2

, (3.12)

and combining (3.2) and (3.3) we arrive at

‖Z(· + q(t), t)‖Rρ
(3.13)

≤ ‖Z(0)‖F + C4(v,Rρ)|||ρ|||
∫ t

0

ε + ‖Z(· + q(s), s)‖Rρ
|||ρ|||

1 + (t− s)2
ds, t ≥ 0.

Thus, denotingM (t) = max0≤s≤t ‖Z(q(s) + x, s)‖Rρ , we have

M (t) ≤ ‖Z(0)‖F +C5(v,Rρ)|||ρ|||(ε + |||ρ|||M (t)).

We choose now|||ρ||| so small thatC5(v,Rρ)|||ρ|||2 < 1. Then (3.1) follows fort ≥ 0.
�
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We claim that the bound (3.1) implies (2.7) for anyR > 0. Indeed, (3.11)-(3.13)
hold with the norm‖ · ‖R instead of‖ · ‖Rρ

on theleft hand sides and withCi(v, ρ,R)
instead ofCi(v, ρ) on the right hand sides. Then (3.13) with this generalization and (3.1)
imply (2.7).

4. Adiabatic Solutions

We prove Theorem 2.6. The bound (2.10) is the assertion of Lemma 2.2. Concerning
(2.13), we have

U (t)80 = U (t)8v(0)(· − q0) +U (t)Z0. (4.1)

Moreover,U (t)8v(0)(x− q0) = 0 for |x− q0| < |t| −Rρ by Kirchhoff’s formula, since
we have the representation

8v(0)(x) = −
∫ 0

−∞
[U (−s)ρ(· − q0 − v(0)s)](x) ds. (4.2)

Therefore with the choiceT0 = 2Rρ + |q0| (2.13) holds for the first component of
[U (t)8v(0)](x). With the choiceT0 = 0, (2.18) implies (2.13) for the first component of
U (t)Z0, as can be seen in Fourier space representation.

Thus it remains to prove (2.11) and (2.12).

Proposition 4.1. For small |||ρ|||, the following bounds hold:

sup
t∈R

|v̇(t)| ≤ C(a0, Rρ) ε, (4.3)

sup
t∈R

|v̈(t)| ≤ C(a0, Rρ) ε2. (4.4)

Proof. The estimate (4.3) follows from (3.5), (3.1), and (2.16). To obtain (4.4), we
differentiate (3.4) using (C),

p̈(t) = −ε2v(t) · ∇ ∇V (εq(t)) +M (t), (4.5)

whereM (t) = 〈L(t)ϕ(x + q(t), t),∇ρ(x)〉 andL(t) = ∂t + v(t) · ∇. Then (U ) implies

|p̈(t)| ≤ C(ε2 + |M (t)|). (4.6)

Therefore (4.4) will be a consequence of

Lemma 4.2. We have

sup
t∈R

|M (t)| ≤ C(a0, Rρ)ε2 (4.7)

for small |||ρ|||.



Effective Dynamics for a Mechanical Particle Coupled to Wave Field 11

Proof. We extend the method of the previous section. Denoting4(x, t) = L(t)Z(x, t),
we haveM (t) = 〈4(x, t),∇ρ∗(x−q(t))〉, whereρ∗(x) = (ρ(x),0). To obtain an equation
for 4(t) we apply the differential operatorL(t) to (2.5) in the sense of distributions to
find

4̇(x, t) = A4(x, t) − L(t)B(x, t) + v̇(t) · ∇Z(x, t). (4.8)

Herev̇(t) ·∇Z(·, t) ∈ C(R,F) due to (3.2), (2.17), and (C).AlsoL(t)B(·, t) ∈ C(R,F)
because

L(t)B(x, t) = p̈(t) · ∇p8v(t)(x− q(t)) + (ṗ(t) · ∇p)28v(t)(x− q(t)). (4.9)

Moreover, assumptions (2.17) and (C) imply 4(·,0) ∈ F , since

4(x, t) = A8(x, t) − ρ(x− q(t)) + v(t) · ∇8(x, t) − ṗ(t) · ∇p8v(t)(x− q(t))
(4.10)

by definition ofZ in (2.3) and by (2.5). Therefore, using the Fourier transform to solve
the linear nonhomogeneous equation (4.8), we get the following integral representation,
similar to (3.2),

4(x, t) = U (t)4(·,0) −
∫ t

0
U (t− s)L(s)B(s)ds +

∫ t

0
v̇(s) · U (t− s)∇Z(s) ds,

(4.11)

where both integrals converge inF . Hence (C) implies

M (t) = 〈U (t)4(·,0),∇ρ∗(· − q(t))〉

−
∫ t

0
〈U (t− s)L(s)B(s),∇ρ∗(· − q(t))〉ds

+
∫ t

0
v̇(s) · 〈U (t− s)∇Z(s),∇ρ∗(· − q(t))〉 ds. (4.12)

We analyze the three summands separately.

(i) For the first summand we prove the bound

sup
t≥0

|〈U (t)4(·,0),∇ρ∗(· − q(t))〉| ≤ C1(a0)|||ρ||| ε2. (4.13)

Equation (4.10) implies‖4(·,0)‖F ≤ C(a0)ε2 by assumptions (2.17) and (C). Energy
conservation then yields the uniform bound (4.13).

(ii) For the second summand in (4.12) we will obtain∣∣∣∣
∫ t

0
〈U (t− s)L(s)B(s),∇ρ∗(· − q(t))〉 ds

∣∣∣∣
≤ C2(a0, Rρ) |||ρ|||2

∫ t

0

ε2 + |M (s)|
1 + (t− s)2

ds, t ≥ 0. (4.14)

Equations (4.9), (4.6), and (4.3) result inL(t)B(x, t) = e(x, t) +m(x, t), where again by
(C),

sup
t≥0

‖e(x, t)‖F ≤ C(a0, Rρ)|||ρ||| ε2, ‖m(x, t)‖F ≤ C(a0, Rρ)|||ρ||| |M (t)| .
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Therefore (4.14) follows by repeating the arguments from (3.6)–(3.12).

(iii) For the third summand in (4.12) we will prove

sup
t≥0

∣∣∣∣
∫ t

0
v̇(s) · 〈U (t− s)∇Z(s),∇ρ∗(· − q(t))〉 ds

∣∣∣∣ ≤ C3(a0, ρ) ε2. (4.15)

Taking the gradient of (3.2) yields

U (t− s)∇Z(s) = U (t)∇Z(0) −
∫ s

0
ṗ(τ ) · U (t− τ )∇[∇p8v(τ )(· − q(τ ))] dτ.

(4.16)

For the first term, by partial integration in polar coordinates of the Fourier representation,
(2.19) and (2.18) imply that

|〈U (t)∇Z(0),∇ρ∗(· − q(t))〉| ≤ C(a0)t−1 ε.

The integral is oscillatory due to the bound (2.2). The justification for this partial in-
tegration comes from an appropriate averaging process. To bound the second term we
note, similarly to (3.11),

‖U (t− τ )∇[∇p8v(τ )(· − q(τ ))]‖Rρ
≤ C(a0, Rρ)|||ρ|||

1 + (t− τ )3
, (4.17)

since the bounds of type (3.9) hold for∇∇p8v(x) with an additional power of|x| on
the left hand side. Then (4.16)-(4.17) and (4.3) imply (4.15).

Finally we substitute (4.13), (4.14), and (4.15) into (4.12) to obtain the integral
inequality

|M (t)| ≤ C(a0, ρ)ε2 +C(a0, Rρ) |||ρ|||2
∫ t

0

ε2 + |M (s)|
1 + (t− s)2

ds, t ≥ 0.

Therefore (4.7) fort ≥ 0 follows, provided that|||ρ||| ≤ δ(a0, Rρ). �

5. Inertial Representation of the Self-Force

We study the self-action term

Fs(t) =
∫
d3xφ(x, t) ∇ρ(x− q(t)).

DenoteT1 = 2Rρ(1−v)−1, wherev < 1 is the bound from (2.10), andT = max(T0, T1)
with T0 from (2.13). We also introduce the field part of the total momentum,

Pf (v) = Ps(v) − pv, (5.1)

cf. (1.8), (1.3). The corresponding “effective mass”,mf (v), is given by the differential

dPf (v) =: mf (v).

Lemma 5.1. Let the assumptions of Theorem 2.5 hold. Then

Fs(t) = −mf (q̇(t))q̈(t) + fs(t), |fs(t)| ≤ Cε2, for |t| ≥ T . (5.2)
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Proof. We note that by (1.12) and (2.9),φ(x, t) = φ0(x, t) + φr(x, t), whereφ0(x, t) is
a solution to the free wave equation defined in (2.9), whileφr is the retarded potential

φr(x, t) = − 1
4π

∫ t

0

ds

t− s

∫
|x−y|=t−s

d2y ρ(y − q(s)). (5.3)

We decompose accordinglyFs(t) = F 0(t) + F r(t), with

F 0(t) = 〈φ0(·, t),∇ρ(· − q(t)〉, F r(t) = 〈φr(·, t),∇ρ(· − q(t)〉. (5.4)

From (2.10) we conclude that|q(t) − q0| ≤ vt, and therefore

F 0(t) = O(ε2) for t ≥ T0 (5.5)

by (2.13), since the solution is adiabatic. Hence

Fs(t) = F r(t) + O(ε2) for t ≥ T0. (5.6)

Equations (5.3) and (5.4) imply

F r(t) = − 1
4π

∫ t

0

ds

t− s

∫
d3x

∫
|x−y|=t−s

d2y ρ(y − q(s)) ∇ρ(x− q(t)). (5.7)

Now observe that for allt, T ≥ T1 the
∫ t

0
ds(. . . )-integral in (5.7) may be changed to

a
∫ t

t−T

ds(. . . )-integral, since

ρ(y − q(s)) ∇ρ(x− q(t)) = 0 if |x− y| = t− s ≥ T1. (5.8)

Indeed,ρ(y − q(s)) ∇ρ(x− q(t)) 6= 0 implies|y − q(s)| < Rρ and |x− q(t)| < Rρ.
Therefore|x− y| < 2Rρ + v(t− s), since|q(t) − q(s)| ≤ v(t− s) by (2.2). Substituting
|x− y| by t− s we obtaint− s < 2Rρ/(1 − v) = T1.

Next we fixt, T ≥ T1 and substitute in (5.7) the Taylor expansion

q(s) = q(t) − q̇(t)(t− s) +
1
2
q̈(t)(t− s)2 + O(ε2)

according to (2.11)–(2.12). Then

F r(t) = − 1
4π

t∫
t−T

ds

t− s

∫
d3x

∫
|x−y|=t−s

d2y ρ
(
y − q(t) + q̇(t)(t− s)

−1
2
q̈(t)(t− s)2 + O(ε2)

)
∇ρ(x− q(t)).

Combining with (5.6) we finally obtain

Fs(t) = − 1
4π

t∫
t−T

ds

t− s

∫
d3x

∫
|x−y|=t−s

d2y
[
ρ(y − q(t) + q̇(t)(t− s))

−1
2

(t− s)2 q̈(t) · ∇ρ(y − q(t) + q̇(t)(t− s))
]
∇ρ(x− q(t)) + fs(t) (5.9)
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with fs(t) satisfying (5.2). The integral does not depend onT providedT, t > T1, which
reflects the strong Huyghen’s principle. We will show in Appendix A by taking the limit
T → ∞ that the integral in (5.9) in fact equals−mf (q̇)q̈. Then (5.2) follows fort ≥ T .
�

6. The Adiabatic Limit

We complete the proof of Theorem 2.5. We first ensure the existence of the effective
dynamics.

Lemma 6.1. DefineE(P ) through (1.9), and let the potentialV satisfy(U ). Then for
every initial state(Q(0), P (0)) ∈ R

3 × R
3 the Hamiltonian system

Q̇(t) = ∇E(P (t)), Ṗ (t) = −ε∇V (εQ(t)) (6.1)

has a unique solution(Q(t), P (t)) ∈ C(R,R3 × R
3). Moreover,|Q̈(t)| and |

...

Q(t)| are
bounded uniformly int.

Proof. Both ∇∇E(P ) and ∇∇V (Q) are bounded andHeff (P,Q) is bounded from
below. �

Letm(v) = dPs(v). From Lemma 5.1, together with definitions (1.8), (5.1) and the
equations of motion (1.12), we conclude that

m(q̇(t))q̈(t) = −ε∇V (εq(t)) + fs(t). (6.2)

We want to rewrite (6.2) in a Hamiltonian form. For this purpose we introduce5(t) =
Ps(q̇(t)), which yieldsm(q̇(t))q̈(t) = 5̇(t). To obtain ˙q as a function of5 we have to
invert the mapv 7→ Ps(v).

Lemma 6.2. The inverse function toPs(v) is given by

vs(P ) = ∇E(P ). (6.3)

Proof. Using the chain rule, Eq. (9.1) states

v = ∇Es(v) (dPs(v))−1 = ∇E(Ps(v)). �
With these definitions, (6.2) becomes

q̇(t) = ∇E(5(t)), 5̇(t) = −ε∇V (εq(t)) + fs(t). (6.4)

Let qε(t) = εq(ε−1t), Qε(t) = εQ(ε−1t) and5ε(t) = 5(ε−1t), P ε(t) = P (ε−1t). Then
(6.4) and (6.1) read

q̇ε(t) = ∇E(5ε(t)), 5̇
ε
(t) = −∇V (εqε(t)) + ε−1fs(εt),

Q̇ε(t) = ∇E(P ε(t)), Ṗ ε(t) = −∇V (εQε(t)).

Since∇∇E and∇∇V are bounded, and|fs(εt)| ≤ Cε2 for |t| ≥ εT , from a Gronwall
argument forr(t) = |qε(t) −Qε(t)| + |5ε(t) − P ε(t)|, we conclude that

r(t) ≤ C(r0 + ε)eC|t−t0|. (6.5)

Herer0 := r(t0) = 0 due to (1.16), if|t0| > T , otherwiser0 := r(±εT ) = O(ε), since
qε(t), Qε(t),5ε(t), P ε(t) change byO(ε) over the time interval|t| ≤ εT . Therefore,
(6.5) implies the first two bounds of (2.14). The third bound follows from the second
order equation (6.2) for ¨q and a similar equation for̈Q.
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7. The Translation Invariant Case

For V = 0 the velocity ˙q(t) of the particle should, after a transient period, stabilize at
some definitev dressed by the corresponding soliton field. Such a result was established
in [12], where we only had to assume the Wiener condition ˆρ(k) 6= 0. The technique
developed here avoids this condition at the prize of|||ρ||| � 1 and obtains even a bound
on the rate of convergence. We denoteZ(0) = (ϕ0(x), ψ0(x)).

Proposition 7.1. Let |||ρ||| be sufficiently small,|||ρ||| ≤ δ(v,Rρ), and assume for some
σ ∈ (0,1],

|ϕ0(x)| + |x|(|∇ϕ0(x)| + |ψ0(x)|) + |x|2(|∇∇ϕ0(x)| + |∇ψ0(x)|)
= O(|x|−σ) as |x| → ∞. (7.1)

Then the solution to (1.1) satisfies

‖Z(· + q(t), t)‖R ≤ CR(1 + |t|)−1−σ, ∀R > 0. (7.2)

Corollary 7.2. Under the same assumptions the acceleration is bounded as

|q̈(t)| ≤ C(1 + |t|)−1−σ. (7.3)

Therefore, the limitslimt→±∞ q̇(t) = v± ∈ V exist, and

|q̇(t) − v±| ≤ C(1 + |t|)−σ. (7.4)

Proof. Equations (7.1) and (3.2)–(3.11) withε = 0 imply, similarly to (3.13),

‖Z(· + q(t), t)‖Rρ
≤ C(1 + |t|)−1−σ +C(v, ρ)|||ρ|||2

∫ t

0

‖Z(q(s) + x, s)‖Rρ

(1 + |t− s|)2
ds

for t ≥ 0. Therefore, settingM (t) = max0≤s≤t(1 + |t|)1+σ‖Z(q(s) + x, s)‖Rρ
, we find

M (t) ≤ C +C(v, ρ)|||ρ|||2IσM (t),

where

Iσ = sup
t≥0

(1 + |t|)1+σ

∫ t

0

(1 + |s|)−1−σ

(1 + |t− s|)2
ds < ∞ for σ ∈ (0,1].

It remains to chooseC(v, ρ)|||ρ|||2Iσ < 1, then (7.2) withR = Rρ follows for t ≥ 0. The
corollary is a consequence of (3.4) withε = 0. �

Remark.Soliton-like asymptotics are established in [17] for some translation invariant
1D completely integrable equations, in [4, 5] for small perturbations of soliton solutions
to 1D translation invariant nonlinear Schr¨odinger equations, and in [19, 20] forU (1)-
invariant 2D and 3D nonlinear Schr¨odinger equations with a potential term decaying
like a power decay at infinity; [9] studies soliton-like asymptotics for 1D translation
invariant nonlinear reaction systems.
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8. Appendix A. Fourier Integrals

As usual, we denote bŷf (k) = (2π)−3/2
∫
d3x eikxf (x) the Fourier transform off (x).

Solitons:The soliton (1.4) has the Fourier transform



φ̂v(k) = − ρ̂(k)

k2 − (k · v)2
,

π̂v(k) = − ik · v ρ̂(k)
k2 − (k · v)2

.
(8.1)

Energy-momentum relation:Inserting (8.1) in (1.2) and (1.7), the energy and the total
momentum of a soliton with velocityv are, respectively,

H0(Sv) = (1− v2)−1/2 +
1
2

∫
d3k |ρ̂(k)|2 3(k · v)2 − k2

[k2 − (k · v)2]2
, (8.2)

Ps(v) = v(1 − v2)−1/2 +
∫
d3k |ρ̂(k)|2 k · v

[k2 − (k · v)2]2
k. (8.3)

After some calculations, this yields (1.6) and (1.8).

Field mass:Equation (8.3) implies that the effective mass due to the coupling to the field
is given by

mf (v) = dPf (v) =
∫
d3k |ρ̂(k)|2 k2 + 3(k · v)2

[k2 − (k · v)2]3 k ⊗ k, |v| < 1. (8.4)

Self-force:We compute the integral (5.9) by switching to Fourier space. The wave
propagator in Fourier space is multiplication by|k|−1 sin|k|t. Hence

Fs(t) =
∫
d3k |ρ̂(k)|2ik

∫ t

t−T

ds e−ik·q̇(t)(t−s)
[
1 − 1

2
q̈(t) · (−ik)(t− s)2

]

×|k|−1 sin|k|(t− s) + fs(t). (8.5)

We evaluate this integral by taking the limit asT → ∞, recalling that the integral does
not depend onT providedT ≥ T 1. We setFs(t) = I1(T ) + I2(T ) + fs(t).

In (8.5) we integrate overs. Settingv = q̇(t) andk± = −k · v± |k|, the first integral
reads

I1(T ) =
∫
d3k |ρ̂(k)|2ik

∫ t

t−T

ds e−ik·q̇(t)(t−s) sin|k|(t− s)
|k|

= i
∫
d3k |ρ̂(k)|2

[
k

k2 − (k · v)2
− k

2|k|
(
eik+ T

k+
− eik− T

k−

)]

= −i
∫
d3k |ρ̂(k)|2 k

2|k|
(
eik+ T

k+
− eik− T

k−

)
=: I+

1 (T ) + I−
1 (T ).
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Introducing polar coordinatesν = |k|, θ = k/|k|, we have

I+
1 (T ) = −i

∫
d3k |ρ̂(k)|2 k

2|k|
eik+ T

k+

= − i

2

∫
|θ|=1

d2θ
θ

θ · v + 1

∫ ∞

0
dν ν |ρ̂(νθ)|2 ei(θ·v+1)νT . (8.6)

The integral converges absolutely, since ˆρ(k) is smooth with all derivatives inL2(R3) by
assumption (C). Therefore, integrating by parts twice in theν-integral yields|I+

1 (T )| ≤
CT−2 because|v| = |q̇(t)| < 1.

The same argument applies toI−
1 (T ) and it follows that

|I1(T )| ≤ CT−2 → 0 as T → ∞. (8.7)

The second integral reads

I2(T ) = −1
2

∫
d3k |ρ̂(k)|2k q̈(t) · k

∫ t

t−T

ds e−ik·q̇(t)(t−s)(t− s)2 sin|k|(t− s)
|k|

= −
∫
d3k |ρ̂(k)|2 k q̈(t) · k

[
k2 + 3(k · v)2

(k2 − (k · v)2)3
+

1
2|k|

(
eik+ T

k3
+

− eik− T

k3−

)

− iT

2|k|
(
eik+ T

k2
+

− eik− T

k2−

)
− T 2

4|k|
(
eik+ T

k+
− eik− T

k−

)]
.

The integrals containingT are again oscillatory and vanish asT → ∞. Therefore,
comparing with (8.4), we conclude

I2(T ) → −mf (q̇(t))q̈(t) as T → ∞. (8.8)

Hence (5.2) follows from (8.7) and (8.8).

9. Appendix B. The Hamiltonian Structure

Energy-momentum relation:In Sect. 6 we used the identity

v dPs(v) = ∇Es(v), |v| < 1. (9.1)

While obtained from the explicit expressions (8.2), (8.3), resp. (1.6), (1.8), this identity
should be understood as a direct consequence of the conservation of total momentum,
i.e., of the translation invariance of (1.1).

Our argument uses the canonical transformation [12]

T : (φ, π, q, p) 7→ (8(x),5(x), Q, P )

= (φ(q + x), π(q + x), q, p− < π(x),∇φ(x) >).
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In new variables the Hamiltonian (1.2) reads

HP (8,5) = H0

(
8(x−Q),5(x−Q), Q, P+ < 5(x),∇8(x) >

)

=
∫

d3x
(1

2
|5(x)|2 +

1
2
|∇8(x)|2 + 8(x)ρ(x)

)

+

(
1 +

(
P+ < 5(x),∇8(x) >

)2
)1/2

.

HP is bounded from below and has its unique minimum at the point (φv, πv), the soliton
at velocityv = vs(P ), with minimal valueHP (φv, πv) = Es(v) + H0(S0); see [12].
Differentiating inv we obtain

∇Es(v) = 〈δHP

δ8
(φv, πv),∇vφv〉 + 〈δHP

δ5
(φv, πv),∇vπv〉

+∇P HP (φv, πv) dPs(v)

= v dPs(v),

since (φv, πv) is a critical point ofHP and the first two terms vanish, whilev = Q̇ =
∇P HP (φv, πv) becauseT is a canonical transformation.

Correspondence of the Hamiltonian structures:Definitions (1.5), (1.8), and (1.9) imply
that the Hamiltonian functionalHε of (1.11) restricted to the solitonSv = (φv(x −
q), πv(x− q), q, pv) becomes

Hε(Sv) = E(P ) + V (εq) + H0(S0) = Heff (q, P ) + H0(S0) (9.2)

with P = Ps(v). Thus the effective Hamiltonian can be understood as the restriction of
Hε to the soliton manifold. We need in addition the appropriate choice of the canonical
variables to write the Hamilton’s equations in standard form (1.15). For general reasons
one expects the conserved quantities to play a distinguished role. In our case this suggests
P andq as canonical variables. The next lemma gives an inherent geometrical meaning
to this choice, which might be valuable in a more general context.

Lemma 9.1. The canonical structureP dq on the soliton manifoldS is the restriction
of the full canonical formp dq + < φ, dπ >, i.e.,

P dq = (p dq + 〈φ, dπ〉)
∣∣∣
S
.

Proof. We havep dq+〈φ, dπ〉 = P dQ+〈8, d5〉, sinceT is a canonical transformation,
and

〈8, d5〉
∣∣∣
S

= 〈φv, dπv〉 = 〈φv,∇vπv〉 dv = 0

by antisymmetry in Fourier space and since|ρ̂(−k)| = |ρ̂(k)|. �
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