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Abstract: The following is a detailed development of Rota's 
finite operator calculus to the case of several variables. 
The main results are derived without recourse to the notion 
of shift invariance, which is investigated afterwards sepa­
rately. In the last chapter operators invariant under a line­
ar group action are investigated. 
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§1 Preliminaries 

1.1 Multi indices: We consider the space Nn of all n - tupels 

«= (~1""'~) of non negative integers with the usual product 

order (O(~ ~ iff ()(i ~ ~i for all i). Let ° = (0, ••• ,0) and 

E(i) = (0, ••• ,1, ••• ,0), where just the i'th coordinate is 1,,''­

all other are zero. For ~, {3 E Nn we wri te \ad = oc1+ ••• +()(n ' 
cc at.. ~..

O(! :: ()(1! ••• ()(n! and «(3) = (~) ••• (~) wi th the usual 
~ 

conven tions such as o! :: 1 and (~):: ° if ~ ~ oc. does not 
Ot

hold. If f3 ~ ()(, then (~) = ad/ ~! (oc-~)! • Furthermore we will 
ex 

use (oc)p = ()! (~) = oc1 (OC1-1) ••• (Oc1-~1+1) ••• OCn ••• (Otn-0'n+1). 

If x = (x1 ' ••• ,xn ) is an n-dimensional commuting variable 

we set xC< ••• x;t> and (x)oc = ac!(~) = (x1 )0(4 ••• (xn)cc,,':: X 1()(4 

where (xi )OCi = xi (xi -1) • • • (xi-'\+1) are the one dimensional 

lower factorials. 

1.2 We let Pn :: K[xl the polynomial ring in n commuting variables 

x = (x1 , ••• ,xn ) over a field K of characteristic O. For oc € Nn 

the expressions xC(, (x)O(.' (!) denote elements of Pn • Any 

f E Pn has a unique representation in the form f(x) :: ~ fO(. x«. , 

where all but finitely many f_:: 0. 

1.3 Clearly we have the binomial formula 

( x + a )0( = L. (~) a~ x cx_~ in P for all 0( E Nn and each r.. (. n 

a = (a1 , ••• ,an ) in Kn (or independent variables). We will need 

this in more general form: 

Lemma" Let A - (a ) be an nxm matrix whose=====' -- - ij 1, i~n, 1" j ,m 
entries are in K or independent variables. Then we have for 

each <X eNn : 

m 0(, A~( L. a. ) :: L , 
j=1 J (3 :: ( (3i j ) € Nnm 


IPi I = O(i 
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where 

~! = 

This lemma is just the binomial formula for longer sums for fixed 

i, multiplied together for all i. The proof is straightforward 

following these lines. 

1.4 By L(Pn ) let us denote the algebra of K - linear 

mappings Pn ~ Pn • An element of L(Pn ) is called operator 

for short. If Q1, ••• ,Qn are pairwise commuting operators, we 

call the n - tupel Q = (Q1, ••• ,Qn) an operation. By QO( we 

mean the operator 

In the next sections we collect some examples of operators 

and operations. 

1.5 Let g e Pn • Then f 1--;> f.g is an operator on P , called n 

the multiplication operator M(g) induced by g. 

M: Pn ~ L(Pn ) is an isomorphism onto a commutative subalgebra 

ofL(Pn )· 

1.6 For any 1 ~ i ~ n let D or 2- be the (formal)' partial
i dXi 

differential operator on Pn in the direction xi: 

xC( = f ()( xO(-E(i) Clearly ') = ( 1.. ; )=lx. (z. fot ) 2: "\ , ••. ,:r­~ i • ~x ,x" .. x'"1 
is an operation which we call D = (D1, ••• ,Dn ) if the "basis" 

1.7 Let a(D) = ~ aC(, DO( be a formal power series in D. This0( 

defines an operator a(D) E L(Pn ) by a(D)f = ~ a ... (DO( f) for 

f e P • Since the degree of f is finite this is a fin! te sum. 
n 

We have the explicit formula: 


( a ( D) f )(x ) = (L. aC(, Doc. )( L f ~ x (3 ) = L. aO( f ~ DO< X ~ 

Go. " CIt, " 

= L aO( fn. «(3). x()-o( = L (2::.. f aC( (I"+oc~) x fA • 
Qc,~ I~ 0( t' 0( .ft'\+0(.. 

This gives an algebra monomorphism onto a commutative subalgebra 
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K [[D]] -7 L(I'n). 

1.8 For fixed a ==(a1 , ••• ,an ) €Kn we have the shift by a, given 

by 	(Ea f)(x) = f(x+a). For any monom x'" , O(~Nn, we have 

oc. ct L (0( (} Q(-() . ~ a B O(-~


Ea x == ( x+a) :: ~ (3) a x = ~ rn (Q()(\ x 

( ",a (1 ~) 0( ( ) <'a, D> 0(:: 	 ~ ~ D x = exp +••• + a D x 0( :: ex,p ~. 
a 1D1 n n 

where <a,D):: «a1,··.,an ),(D1,···,Dn » = a 1D1 + ••• + anDn 

is the usual formal inner product. 

So in particular we have Ea~ K f[DJ 1. 

1.9 Let us interpret for the moment the xi as the coordinate 

functionals of the running point x E Kn wi th respect to the 

standard basis e1, ••• ,en of In. If a 1, ••• ,an is another basis 

with coordinate functionals Y1' ••• 'Yn' then there is an inver­

tible matrix A = (Aij ) over K such that a j = ~ Aij ei • 

If B = (B, ,) is the inverse matrix, then in turn 
l.J 

ei = L BJ'i a J" x J' = ~ A'i y, and y, = ~ BJ.J.' xJ.' •
j i J l. J i 

f(x) =L fO!, xC( , let us interpret f as a polynomial 

mapping on Kn, expressed in the coordinate functions xi. If we 

express in the coordinate functions Yi we get 

f(x) =L f_ x 
0( 

= ~ f ... (~ A1j Yj , • • • ,~ Anj Yj ) 
CI( 	 Oc J 

~! 	 ) ~ii 
.I 

= L foe. > (3! IT (Ai' Yj 	 by 1.3 
0( 	 i' JnnB= ( ~i j ) £ N , J 


/(l,/= ce,

l. J. 

= 2. fac:> 
oc. "----­

(3= «(L ,)
l.J 

I ~.I = 0(,J. J. 
with the same conventions as in lemma 1.3. 

n1.10 Consider a linear mapping I: K -> Kn whose matrix with 

respect to the standard basis is A :: (Aij ). If x :: (x1' ••• ,xn ) 
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then I(x) has the coordinates ( ~ A1j Xj ) •,..., + ~j Xj 

If f E Pn ' f(x) = L fee. xCiI( , then foA ~ P and we have 
~ n 

(foA)(x) = L f ... «2..A .. x.).) 
0;:. 

0( ~ lJ J 1 
"" f 0<1 A~ L (3,= ~ ..... ~! x l. 

) E Nnn~ = (~
lJ
.. 


l~il=O(i 

-. 

as the computation in 1.9 shows. A : P -> P , given byn n 
f ~ foA, is an operator, even a ring homomorphism. 

1.11 Now let P: Kn ~ Kn be a polynomial mapping, i.e. 

P = (P1' ••• ,Pn)' Pi = ~ PiC( xO\ E Pn • For f € Pn we get again 

a polynomial foP; f ~ foP is an operator p·E L(P ), even a n 

ring homomorphism. Let f(x) =~ f~ x~, then we have 
~ '"S"" 01. ~ 0( rs

(fop)(x) = ~ f~ p(x) = L fn. ( L- P10( x , ••• , L P x ).
l~ ~ ,- _ ex nOt 

nHere ~ runs only formally through all of N ,above some bound 

everything is zero. So we may apply lemma 1.3 and the above 

equals 

> 

> xf" 
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§2 Basic sequences and delta operators 

2.1 Definition: An admissible sequence p = (Po\')O(E.Nn is a 

sequence of polynomials p~ E Pn such that p« is of degree 

1«1 and for any m f N the set lpO\. : loci ~ m} is K - linearly 

independent in Pn • 

It is clear that then !PCl(. : loti' ml is a K - basis of the space 

of all polynomials of degree ~ m by an dimension argument. 

So ~ Poe. : ~ E Nn l is a K - basis of Pn and any f E Pn has a unique 

representation of the form f = ~ ae( POI. • 
Qo. 

The 	notion of admissible sequence is the generalisation of 

the 	so called Sheffer sequences in [6J , leaving away the 

condition of shift invariance. 

2.2 	Let p = (pI!() be an admissible sequence, then for 1 ~ i 'n we 

have 	an operator Ti = T(p\~ L(Pn ) defined by 

(~ a .. Poe: ) = 2­Ti 
0.. 	 aO( PO(+E(i).C( 

Clearly T = T(p) = ( T 1 ' • • • , Tn) is an operation: we call it the 

admissible operation for the sequence p = (p~). We have the 

following formulas: T(p)~ (~ a ... p ... ) = Lap 
0( 	 .... '"' 0<. oc+(S0( 

0( 

Poe. = T(p) (po). 


Examples: ~ = (x~) is an admissible sequence, T(x). = M(x.). 

- 1. 1. 

The 	following is a construction principle: for 1 ~ i ,n let 

(p. 	 (t» N be a sequence of polynomials in one variable t
-2m mG 

such tha.t Pim is exactly of degree m for each i and Pio ~ o. 

Then PO( (X1 '··· ,xn ) = P1CC1 (x1 ) P2OcI.(X2) ••• Pnocft{xn ) is an 

admissible sequence. 

2.3 Remark: If p = (POI.) is an admissible sequence then for each 

mEN the homogeneous parts of degree m of p~ for lex I= m 

constitute a basis of the space of all homogeneous polynomials 

http:Po\')O(E.Nn
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of degree m. This space has dimension (m+~-1). 

2.4 Proposition: Let p = (p~) be an admissible sequence and 

let T = (T1, ••• ,Tn ) be the admissible operation for p. Then 

there exists a unique operation P = (P1 , ••• ,Pn ) such that 

Pi (p0) = 0 and Pi T j - T j Pi = di j Id , for 1 " i, j ~ n • 

If f is of degree m in Pn , then Pi(f) is of degree m-1. 

Proof: The idea is from Cigler I 1J • 
If there is Pi with Pi Ti - Ti Pi = Id then for m) 1 we have 

Pi Tim = Tim Pi + m Ti m- 1• This is seen by induction. Now we 

nuse that all the Pi"s commute and Pi (po) = 0 : for o{~ N

() ( or.) CII"
Pi p~ = Pi T Po = Pi T1

Cc 1 
••• Tn Po 

0( C1cl _1 ( 01.')' ()( ;+1 0(.. = T1 Ti - 1 Pi Ti I Ti+1 ••• Tn Po1 ••• 

~ Ol-€(i) 
= T Pi Po + (Xi T Po = O<i PO(-E.(i)· 

So we got a formula for Pi;this proves uniqueness: 

( 1) Pi (PaJ = ~i Pex - £ (i) • 

Now we take this formula for definition, then each P. E: L(P ) and]. n 

a straightforward computation shows that P = (P1 ' ••• 'Pn ) is an 

operation and satisfies Pi Tj - Tj Pi = ~ij Id. The degree 

condition is clear from the formula. qed. 

2.5 If p = ~ = (x~), then P = D = (*, ... ,~ ). Thi s moti vates 
" J IC" 

the following definition: 

Definition: If P = (PO() is an admissible sequence then the 

operation P = (P1, ••• ,Pn ) uniquely given by 2.4 is called the 

delta operation for the sequence p. We have the following 

formula: 

O!. ( )(1) P p~ = f.. 0( p(\-or. • 

The name del ta operation shold indicate that P acts on p as 

the differential operation D =~ acts on x. 
tlX ­
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If a(P) = ~ aO(, pO(. is a formal power series in P = (p1'··· ,Pn ) 

then this gives an operator by a(P)f = 2:.. ace. (pot f), since 
0( 

pO( f is 0 if « is big enough. This defines an algebra mono­

morphism K([PJ] ~ L(Pn ) onto a commutative subalgebra of 

L(P ). EXactly as in 1.7 we have the explicit formula n 

(2) a(P)f = ( ~ a~ pO( )( ~ fll P(l ) 

:: ~ all( f(\ (8)Ot PI\_Q( 

= 2: ( L. -f1L+cx aO( (14+ oc )cx ) PO( • 
.".. Oc r 

2.6 If P = (PO() is an admissible sequence we may define an 

inner product in Pn ' the p - inner product, by defining it 

on the basis PO( : <Poe. , P~ >p :: cd cfoc/l. By linear extension: 

<l:. fO( PO( , = fO(~ gil p(\? p ~ go.. ad. 
0(, B ... 0( 

For any f E: P n we get f:: ~ < f , PO( >p ~! POt • 

Lemma: If P = (Poc.) is an admissible sequence, T = (T1, ••• ,Tn ) 

is the admissible operation for p and P = (P1, ••• ,Pn ) is the 

delta operation for p, then P is the adjoint to T via the 

p - inner product ( , > , i.e. <Ti f, g> :: <f, P. g)
P - P 1 P 

for all f,gEPn , or, equivalently, <To<.f, g>p = <f, pC( g>p 

for all ~E Nn • 

The proof is a straightforward computation which we omit. 

2.7 Let us denote by Ao: Pn ---~ K the linear functional which 

associates the constant term f(O) to f E Pn • 

Lemma: Let p = (Pot) be an admissible sequence and let 

P :: (P1, ••• ,Pn ) be the delta operation for p. Then the matrix 

( AoC pcx p~ »O~ICI(I~m, O"I~I"m t GLCC m: n ), K) for all m~N. 
Here (m:n) is the dimension of the space of all polynomials 

of degree ~ m. 
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Proof: The dimension formula can be seen by induction. We want 

to compute the determinant of the matrix considered and start 

with the following remarks: 

If ex ~ ~ then pot p~ = (~)O{ Pn-« = O. 

If 0( = ~ then P
0( 

P ~ = oc.! Po' 

Let'1f be a non trivial permutation of [0(: O~lO(\~ml. Choose 

0(., 0 ~ \«1 ~ m , such that Of. ,,11" (oe.) and /od is minimal for that. 

Then ei ther 01. ~ 1r(ot~ and pO( PlT(CI.) = 0 or ex <1r(ex) , but then 

".:-1 (0() f C)(. (otherwise lJ"-1 (ex) < 0( and so h··-1 (<<)\ < 101.1 which 
, I v-1(a.) T-1(C()

contradicts the minmality of,~ ), so P POf. = P P tr(V-f (CIIl» 

= O. Thus r-r Ao(Po( P T (<<» :: 0 if 1r" Id, so the determinant 
1«I,m 

of the matrix is just IT AoCP« p~ ) = TJ CIe! Po "0. qed. 
It(l~ m loci :S- m 

2.8 Lemma: If P :: Cp~) is an admissible sequence and 

P = CP 1 , ••• ,Pn ) is the delta operation for p, then for any 

admissible sequence q = (qcc) and for any mEN the matrix 

C Ao( po( q~ »O~'«I ~m, O~I(!II ,m ' GLCCm;n), K) 

Proof: fpC( : lecl~ ml and {q«. : \.d~m1 are bases of the space of all 

polynomials of degree, m. Thus there is an invertible 

(mm+n)x(mm+n) - matr;x A () K h th t..... = ao(r.- Ifill ~m, l~l ~m over suc a 

q~ = ~ aGlf\ POI. • But then 

( Ao< pot qf\ »l«',m,I~)~m = ( ~ Ao( ~~ P1'-) a"" )ICI(\, m,\(ll' m 

= ( AoC po(. P~ »O(,?,-' < ay'~ )1',~ is the product of two 

invertible matrices. qed. 

2.9 For mf: N let trnCm) be the space of all Cm;n )xCm;n) ­

matrices A == ( aC(~ )I~I ~m,I(\1 $ mover K such that 

aGl.(\ :: 0 if htl> 1(\1 • 
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Lemma: 7n(m) is a subalgebra of the algebra of all 

(m+n)x(m+n) _ matrices and qn(m) A GL«mm:n),K) is a subgroup
m m 

of GL«m+n),K) (i.e. if A~'m(m) and A is invertible then 
-- m --­
A-1 E tyyt(m», which we denote by i (m). 

Proof: In a sui table order of lex: 1«1 ~ mJ Qlt(m) appears as an 

algebra ofTfs.:lYa~:cased upp~.I:__ j:;riangular matrice~". 

~(m) is clearly a linear space, we have to show that it is 

closed under multiplication: let A,B~'ll\(m), A = (aO(~), 

B = (bcx (!> ). Then A.B = ( ~ acx')' b1"~ )CI(,~ • If 111(1) Ipl then 

there is no 1"'ENn with \O(I~I~I and Irl't~1 , i.e. no 1"- such that 

both aCl'.,. " 0 and b1'~ ".0. Thus ~ aO(~ b1'(\ = 0 and A.B E mt(m). 

Now let A = (a.~ )e ~(m) be invertible. For ~,~ let A(~,~) be 

the «m:n)_1) «m:n)_1) - matrix obtained from A by deleting 

the Ol - th row and the ~ - column. If A- 1 = (cO(~ ) then 

c.~ = (:1) det A«(l,et)/ ~et A. We have 

det A(~,Q() = 2 (1:1) n 
lrePerm £",:1.".1 ,mJ Icfl~m 
W«(1) =~ cf"~ 

If locI> IC->I and 1r is such a permutation wi th 1T(~) = 0< then there 

some 4" wi th m~ Idl) I~I and br(i)1 ~ \~1 • But then 

IiI > I~I ~ hr(ci)1 , so ai, 11'($) = 0, so det A«(!,O() = 0 

and A-1 E Iffl.(m). qed. 

2.10 We consider now the set m consisting of all (in:!-'inite) 

matrices A = (a_~ )oc,~ E Nn such that a«(!> = 0 if 10(1) I~I • 

We define multiplication in tm by A.B = (~ aO(.~ b1"(\ )oc,p.. • 

It is easily seen that each sum is actually a finite one and 

that for each meN we have (A.B)m = Am • Bm if we denote by 

A the (m+n) v(m+n) - matrix (a ) i fWI ( )m m" m O!..~ l« I , m , I ~ I ~ m n 'Ill m • 

The method of proof of 2.9 shows that if A Ermis such that 

Am € ~ (m) for each m there is a matrix B (with Bm = Am-1) in rrn 
with B.A = A.B = Id. We define ~ to be the subset of all these 

• 
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matrices. ~ is a topological group, even metrizable. In fact 

qn is the inverse limit of all the 1Q(m)'s over the projection 

maps l)Q(m) ---..,,'h'l(m') (m~m') given by deleting all entries 

all( (!. wi th /<'AI >m' or I~I » m'. Likewi se 1 is the inverse limi t 

of all the groups ~ (m). 

Now we have all the results and concepts necessary to give a 

reasonable definition of an abstract delta operation. 

2.11 Definition: A delta operation on Pn is an operation 

R = (R1 , ••• ,Rn ) satisfying the following properties: 

1. R. (c) = 0 for each constant c E K and all i. 
1 

2. If f € Pn has degree m., then Ri (f) has degree ~ m-1. 

3. For some admissible sequence q = (qo{) (Ao(R~ q~ ))C\t,~ E-<l. 

Remark: In view of 2.10 condition 3 means that 

(Ao (ROC q ~ » lotl ~ m, I~I ~ m €- ~(m) for each m. The method of 

proof of 2.8 shows that if 3 holds for one admissible sequence 

then it holds for all. 

2. 12 Theorem: Let R = (R1, ••• ,Rn ) be ap.el ta operation on:Pn • 

For any sequence of constants (cO{) «. e Nn wi th Co .J 0 there is 

a unique admissible sequence p = (pO(.) with Ao p~ = c~ such 

that R is just the delta operation for p (i.e. Roc.pr.> = (~)o( p~-cc.). 

Proof: If there is such an admissible sequence p then there 

exi sts an infinite matrix A = (a",A. ) Nn such that the 
\J ex, ~ £ 

following conditions (1) - (4) are fulfilled: 

(1) A = (aot(1) E ~. 

(2) Poc.(x) = ~ a~Ot x~. 


By (2) alone A is uniquely determined and an element of 1 since 


p is Wl admissible sequence. (1) and (2) are equivalent to the 


fact that p is an admissible sequence. 
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(3) a = c~ for all ~ •0«. "" 
This is just the initial condition Ao pC/. = cel( • 

Now for any A~ Nn let us consider the linear functional 

AX: P ~ K, gi ven by A A ( ~ f~ x 0( ) = f>. , i. e • th e ,A - th 
n 0( 

coordinate functional of the basis x = (xA) of P • 
- n 

Our main concern is R«' Pfl = (~)c( p~_« ' i. e. condi tion 

(4) R Or,. ( ~ a;tc.~ x 1") = (~)O<. ~ a"" ~-O( x", or 

(4 ' ) L. a141l R ell. x'JC- = L. (~)Ct a It x 1'-, or 
.,.. '" fA.,No, I" - Ct 


(4' ') ~ a~~ A>., (ROt x 14' ) = (~)O( aA,p_ot for all OI'~IA • 


We need a 


Sublemma: ~ (Ao (R}'4- x A »)(AA(RO( x1'-» = Ao (ROc +,A4 x f') for alloc,r,t. 


Proof of the sublemma: ~ (Ao (Rr x oX » (AA (R Oc x.,...» 


= A R~ (z:.. (AA Roc x+') x A ) = A R,M ROt x 1'" = A RO(+r x!. 

o A 0 0 

Now we show that the infinite system of equations (3),(4) has 

a unique solution A = (aQ((l ) in 1 . We can then define the 

admissible sequence p by (2) and the theorem follows. 

For that we look at the reduced system: 

(4", A= 0) ~ a14~ Ao(RO(, x.,..) = (fl)O( ao,~_O('. 

which is equivalent to 

(5) fAo(RlXxt'-) ar-fl = (~)« c~_O( for alloc,~. 

Since R is a delta operation, by 2.11.3 (and the following 

remark) (Ao(R Ot x~ »0(,1"- e-1 . Also «~)o( c~_« )Cc,~ G ~ , 

since each entry with 0( 1: ~ is zero, so for each m the 

projection into ~(m) is better than of upper triangular form 

and the determinant is just the product of the diagonal elements 

which are all I: /0 (cf. the proof of 2.7 where we had the 

same situation). So (5) is just an equation in ~ 

(A (Re( x 1l » • A = «~)!X c n _oc ), which clearly has a 
o 0(, r I" 
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unique solution A in the group ~ • This A fulfills (1) and 

(3), (4", A= 0) (these two are equivalent to (5». It remains 

to show that (4") holds for all ~ • 

It is easily seen that (A~ (RO( x14 ».x 0'. ok is an element of IY1L 
, " 

if one of its indices is fixed. 

Thus (* A). (ROl x" ). a1'-~) A,O( E rm , further:'more 

(A (Rr x;\ » \ ~ lst and we have o /",,-, 


(A (Rr x A » \ . (2:. a .... A A,\(ROt x¥'» ~ oc. 
o ~,A ~ ,-1' I 

= 2F- af'~ (~ Ao(R" x;\ ) A",(RO( x ~» 
= ~ af4"(l Ao (RJC+O( x 1" ) by the sublemma 

= (~)~+O( c~~_O( by (5) 

= (~)O( (~-O(~ c(~-ot)-r 

= (~)O( ~ a,\,p_e( Ao(Rr x~ ) by (5) again 

= ( A0 (R" x;\ »~ , ). . ( (~)0( a", (\ ) ~ , 0(_0( • 

Putting away the invertible matrix (A (Rr x A » the o , 
result (4") follows. qed. 

2.13 Definition: If R :(R1 , ••• ,Rn ) is a delta operation, then 

we call the unique admissible sequence r = (r~) with ro(O) = 1 

and r~(O) = 0 for ~ ~ 0 and ROC r~ = (~)~ r~_« the 

basic seguence for R. 

For a delta operation R we have an algebra monomorphism 

K[rR11 ---+ L(Pn ) onto a commutative subalgebra, given 

by (~ae(. RO( )1--> (f I--} L a~ (RO( f». Compare 2.5; formula 
~ 0( 

2.5.2 is here valid too. 

We also note the following 

Corollary: If R is a delta operation, then the following 

strenghened version of 2.11.2 is valid: if f E Pn is of 

degree m then Ri f is of degree m-1. 
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2.14 Lemma: Let p = (p~) be a basic sequence. For any other 

basic sequence q = (q~) there is a unique matrix a = (a«~ ) 

such that: 

1 • a ~ ~ • 


for all
2. ao... = JOd. ~ • 

3. qoc,. =~ a(l>~ p~ , q = p.a for short. 
f., 

Proof: ~p~l and fq«1 are both bases of Pn respecting the 

fil tration by degree, so there is an element a ~~ wi th q = p.a • 

Condi tion 2 just expresses the fact that p. (0) = d ooC. ' qO« 0) = J0'11( 

qed. 

2.15 Let 10 be the subgroup Of.q consisting of all elements 

a= (a«~ ) with ao~ = Jo~ , then 10 acts freely and transitively 

on the set of all basic sequences. Likewise the subgroup 11 
of ~ consisting of all elements a = (a~~ ) with aoo ~ 0 acts 

freely and transi ti vely on the set of all admissible sequences. 

The unique element a of 2.14 could be called the matrix of 

connection constants from the basic sequence p to the basic 

sequence q. 

2.16 Conilary: Let R and Q be delta operations with basic 

seguences r and q respectively. Then there is a unique 

matrix a = (a~~ ) such that: 

1. a e 10 
2. q = r.a 

3. ~a.,.~ QO(. r14- = ~ (~)O( a,.,~_o( rr for all O(,~. 

4. ~ a1~ Ao(QO( r,..) = cfet~ ad for all O(,r. 
Remark: 1. and 2. are just a reformulation of 2.15. The whole 

statement is theorem 2.12 recasted for the fixed initial 

sequence c~ = J and with x replaced by r and R replaced by Q. 
Ooc. ­
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3 and 4 are restatements of 2.12.4' and 2.12.5 in this new 

situation. The corollary can be proved by going through the 

proof of 2.12 again with the obvious changes (AA should be re­

placed by A(f) , the coordinate fu~ional for the basis (rA) 

in the sublemma). 

2.17 Assume the data from 2.16. Let us denote J 


then 2.16.4 reads as follows: 


1 • (Ao ( Q0(. r ll. » . a = J , 
" C(,~ 

so we have 

2. q = r.a = r .• (A (QC( rp"» -1 • J 
o II Or, ~ 

and by symmetry 

3. r :: q • CAo (ROC q ) -1 • J 
~ CIt, ~ 

but we have also by 1 

-1 -1 (OC )4 • r:: q • a = q • J • ( Ao Q r ~ ) Ill, ~ • 

From 3 and 4 we get 

5. (Ao(QO( r~ ))oc,~ = J. (~o(RCX q~ ))oc,~-1 • J • 

As an application we put formulafback into 1: 

-1 0( i
6. a = J • (Ao(R q~ »O(,~, i.e. alll(l = &1 Ao(RO( q(l ) • 

2.18 Formula 2.17.6 is not very deep, we may derive it directly 

using 

Proposition (Taylor formula): Let R be a delta operation with 

basic sequence r. Then for any f E Pn we have 

f = L. (A ROC f) L r • 
0( 0 ~! oc. 

Proof: We have Ao(R~ r~ ) = oc.! Jac.~ , so we get 

rn. = ~ J, (A RO( rA. ) rO(. Since 2:. E9s. A RO( is an 
1.1 0(. oc.. 0 '" 0(. Ot! 0 

operator and (rO(.) is a basis we have L. E;- A ROC = Id. qed. 
CI( 0(. 0 

· 1 a . "'" -_ -_ ~ A A (Re( )Now 2 • . 17 •6 1. S C e r. c::;... a_ A. r q (I. L-, q {\ nowAI 
_ "",,,.... ,~ ~ 0(. 0 1­

use that (rot.) is a basis.­
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2.19 Lemma: Let t = (t1 , ••• ,tn ) be a n - dimensional commuta­

tive variable, ai (t) = ? aiD(. t et. E K [[t]].£Q£ 1 ~ i $ n and 

b( t) = 2::.. btl. t~ E K[[ t]]. Suppose that a. = 0 for all i. 
~ I~ 10 

Then we have for a(t) = (a1 (t), ••• ,an (t»: 

b(a(t» = ~ b~ (a(t»~ 
= L. ( L. b >..::---- n B! AA ) t 14 

1" ~ ~ A= (A.
10( 

) ~ Nn><N AT ' 
z.~. =~. 
~ 10( 1 

~ AiOl' (X = ~ 
A ~,OI.. A' 

where A = (aiAJ ) , A = n a. ,« and A! =IT ..\. ! • 
"" . loc.. - lOtl,cc. 

Proof: See 1.11: if we truncate all ai(t) and b(t) at a certain 

degree m, we compose just polynomial mappings and can apply 

the formula of 1.11 (which we derived using 1.3). This gives 

all the monomials of b(a(t» up to degree m. Since m is arbitrary 

the formula is valid. An alternative proof can be given using 

lemma 1.3 for formal power series (instead of finite sums), 

where it is valid too, and straightforward computation (as in 

1.11). qed. 

2.20 Theorem: Let R = (R1 , ••• ,Rn ) be a delta operation and 

Q1 ' ••• ,~ E K[ [R]] with representations Qi = ~ aiex. Rex. = 

= ai(R). The operation Q = (Q1' ••• '~) is a delta operation if 

and only if aio = 0 for all i and (ai,e(j»i,jE GL(n,K). 

In this case we have Ke[R]] = K[[Q]]. 

Proof: Let us first suppose that Q is a delta operation. Then 

by 2.11.1 o = Q.(1) = ~ a. R~(1) = 
1 0(,. l~ 

Now let p = (p~) be the basic sequence for R. Then by 2.11.3 

(AO(QO< p~ »Cl,r.. €~, so the following matrix is invertible: 

(AD (Q'" p ~ » 1.1 ;; 1. 1('>1 ~ 1 = ( : I 
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and the condition is satisfied. 

Now let us suppose that conversely the two conditions are 

satisfied. We have to check 2.11.1-3. 

1 • Qi(C) = .L. a. Roc ( c) = a. c = o. 
«. 1.0< 1.0 

2. If f e P n has degree m, then Qi(f) = L 
0( aio< (Re( f) , 

all Roc f have degree ~ m-1, so Qi(f) has degree ~ m-1. 

3. We claim that for the basic sequence p = (p~) of R the 

matrix (Ao(Qcxp~ »ot,~ e~. Let a(R) = (a1 (R), ••• ,an (R», then 

the constant term of a(R) is zero and the linear term (with 

) ( ~ €( i ) "" E( i ) respect to R is T a 1 , E(i) R , ••• , Tan, e(i) R ) 

with an invertible matrix ai,E(j) • By the implicit function 

theorem for formal power seri es (cf. [8], p. 137) the formal 

power series is invertible with respect to composition, i.e. 

there is a formal power series b(R) = (b1 (R), ••• ,bn (R»e K[[R]]n 

such that b(a(R» = R and a(b(R» = R. Let b. (R) = L b. RO<
1. oc. 1.0( 

Now (Ao(R~ p~»~,t f:~. We truncate at mE N: b(Q) = R, so 

(Ao(R~ PjL ))I~I <;m,i1'l"m = (Ao((b(Q)):Pl' ))I~J .,;m,I1'I.,;m 

= (Ao(~ (t n ~ B ) Q,f P1<))I~I"m,I""I,m 
II ( Aiex. ) E: Nn)(N ,- , 

L).· =:~. 
0( 1. Ol 1. 

~ Aioe.' 0( = 0
',Q. 

by 2.19, where B = (bi~ ),

> ~! ~ d 
= ( Xf B )1~I~m,IJI~m • (Ao(Q P1'-»ldl,m,lll~m. 

). = (~iO() 

~ )..iOl. = ~i oc. 
~ Aioe. .« = d 
',01. 

Since the product is invertible, each of the two factor 

matrices is invertible and 3 follows. 

The last assertion of the theorem is a trivial conse,quence of 

the fact that Q = a(R) and R = b(Q). qed. 
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2.21 	Proposition: Let R = (R1, ••• ,Rn ) be a delta operation, 

let 	Q = (Q1' ••• ,Qn) be another delta operation wi th Qi € K[rR]1, 

= ~ a. R«. Then the following conditions are satisfied:Qi 
0( 10<. 

1 • 	 a. = O.
10 

2. 	 (ai,E(j») € GL(n,K). 

3. 	 If we set Pij = ~ ~ ai ,{3+£(j) RB E K[[R]], then 

(Pij ) ~ GL(n,K[[R)J). 

4. 	 Qi = z:. Rj Pij , m;: Q = F.R for short. 
j 

Proof: 1 and 2 follow from 2.20. 

3. K[[R]1 is a commutative K - algebra and a n~n - matrix P 

over it is invertible if and only if det P is multiplicatively 

invertible in K[[Rl] and that is the case iff Ao(det P ) ~ 0 

in K. A : K[rR]] ~ K is an algebra homomorphism, so o 

Ao ( de t P ) = de t (A p) = de t ( A (P. .»). . = de t ( 1. a. c ( • ) ). • o 0 1J 1,J n 1,~ J 1,J 
and that is not zero. 

4. 	A straightforward computation. qed. 

2.22 Theorem: Let R = (R1 , ••• ,Rn ) be a delta operation and 

Q = (Q1' ••• ,Qn) with Qi E K[[R]]. Q is a delta operation if and 

only if there is an invertible matrix P = (Pij ) € GL(n,K[[R]]) 

with Q = P.R. P is in general not unique. 

Proof: Necessity follows from 2.21. Sufficiency is seen after 

a simple computation by 2.20. 
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§3 The Pincherle derivative 

3.1 Let R = (R1, ••• ,Rn ) be a delta operation with basic 

sequence r = (r~) and let T(r) be the admissible operation 

for r (cf. 2.2). We call T = T(r) the basic operation fo·r K. 

We define then for 1 ~ i 'n linear mappings 

by r. Note the asy~metry in the definition. 

3.2 Lemma: 1. 

Proof: 1,2 are clear from 2.4. 3,4 are straightforward computa­

tions. In 5 (Ti ). (S) = Ti 0 S , likewise (RiJ.. (S) = Ri 0 S 


in 6. 5 and 6 are again to be proved by straightforward com­


putation. 7 follow from 5 and 6: 


ddR.(Ti ) ='";)dR .o (Ti).(Id) = (Ti)....o.:R.(Id) = O. qed. 

J J J 
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3.3 	Definition: Generalizing our notation we call 
d ~ ') d d ~ 
~ R 	= (Th ' ••• , 'SR and rT = ( n ' ... , d T ) again

1 n 1 n 
operations (by 3.2 the constituents commute), and we write 

1 	 0( ? 0(" J OCz. d 0(", n( TR) = ( d R) (Th)· •• Cd R ) , 0( E N and likewise for 
~ 1 2 n 
(> T • 

3.4 	Lemma: The partial Pincherle derivatives are derivations 

of 	the algebra L(P ), i.e. - n-­
J 	 d-sT. (81°82 ) = ~ T. (81 ). 82 + 

l 	 l 
d 	 )
~R. 	(81°82 ) = TR. (81 ) 082 + 

l 	 l 

Proof: A straightforward computation. 

( :R)(3 (~O( aO( RO(. )3.5 Propo si tion: 1. g L- = ~ ato( (Q()~ ROt-(l • 

~ 
2. 	 )T ( K([R]] ) = 0 

( ~.)~ (<;:'" b TO() = 3. oT ~ 0( 

4. 	 h.( K[T]) = o. 
l 

~ m 	 m m-1We 	 have used RiT; = T;R;, i r j, and R. T. = T. R. + m R.
• u u. 	 l l l l l 

from the proof of 2.4. This proves1. 2 follows from 3.2.7. 

3 and 4 can be proved with the same method. qed. 

~ 3.6 Remark: 80 ~R. is just the rormal partial differentiation 
l 

on K([Rl1 in the direction Ri ; hence the name derivative. 

It is clear that all the formal rules of differential calculus 

hold for ?J~ on K[[R]] like the chain rule or the Leibni tz rule·: 



----
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(fR)O< (a(R)b(R» = {- (p)( fR)~ (a(R» (ht-~ (b(R» • 

Likewise for ~ on K[T] • 

See books on modern algebraic geometry for a verification of 

that statement or Tutte 9 • If K = R then the validity of 

the formulas of elementary calculus for formal power series 

can be seen by the following simple argument: If one associates 

the infinite Taylor expansion to each germ at = of smooth functions 

on Rn, then this gives algebra homomorphism onto and to.the 

composition of germs corresponds exactly the formal composition 

of power series. So one may just project down all the formulas of 

differential calculus. 

.. _-----­

3.7 	Proposition: For all a(R) e-K[[R]] and beT) e K(T] we have 
~ -1 dO< )

a(R)b(T) = 	~ ex! (n) (b(T» (TIt)
0( 

(a(R». 

This is the commutation rule for K R and K T in L(Pn ). 

Proof: First we note that for any S e L(Pn ) and the constant 1E Pn 

(:Ti (S»(1) = (Rie s - SoRi )(1) = RioS (1), so for cxE Nn : 

( ( h)o< (S) )( 1) = (1).Roc.. S 

Now let a(R) = ~ a~ R« ~ K[[RJJ ; beT), c(T)E KIT]. Then: 
, 	 0( 

a (R) b ( T) c ( T)( 1) = ~ aex RO( b ( T) c ( T) (1)ex 
=?- a~«-h)o( (b(T)c(T») (1) 

= ~ a« (? (~) (h)f1 (b(T» (~T)O<-P (c(T») (1) 

= ~ ft (f-T)~ (b(T» (? «()()~ aocRoc-~c(T» (1) 

= ~ cIT (t-T)(3 (b(T» (h)fl (a(R» c(T) (1). 

c(T) (1) runs through all of Pn if c(T) runs through K(T] , 

so the result follows. qed. 
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§4 The formulas of Rodrigues and Lagrange 

4.1 Theorem (formula of Rodrigues, Cigler [4]): 


Let R = (R1, ••• ,Rn ) be a delta operation with basic sequence 


r = (r~) and basic operation T(r). Let Q = (Q1' ••• '~) be 

another delta operation with basic sequence q = (q~) and basic 

operation T(q). Assume_ that all Qi e K[rR]] • Then T(q) can be 

expressed as 

-;)R dR < JR)T ( q) i = T(r ) 1 ~ Ql + ••• + T(r ) n J Q~ = T(r) , JQi • 

dR ,R J (?R )Proof: By 3.7 we have dQ~ T(r)l = T(r)l 1Qk +)R ~Qk, so 
l i 1 i 

T(q)i T(q)j - T(g)j T(q)i 

= 2:. T(r)k ~l\ T(r)l ~~ - ~ T(r)k ~ct T(r)l ~~ 
k,l i J k,lJ l 


-.:;:-- ~R JR '" '" ~ JR JR 

= ~ T(r)k T(r)l iQ~ ~~ +.L- T(r)k L ~ R (dQk) -sQl

k,l l J k 1 1 i j 

-f.l T(r\ T(r)l }~ %-~ -~ T(r)k 2f ;l~JS. d·~~) ~ 
"C""" ~ 'J R ;;) J R 

= '- T(r)k ( JQ. (n~) - 5Q.( ~~» = 0, 
k J l l J 

where we used the chain rule for formal differentiation of 

power series and the fact that /Qi ~;)Q. = ~:>Q. :0: . 
J J i 

So T(g) = (T(Q)1, ••• ,T(q)n) is an operation, if defined by 

the formula of the theorem. Furthermore we have 

, since 
~R
fQ~) 

J 

dR1 + JR - (T(r)1 • • • + T(r)n 'Qn) Qi') Q. ~ jJ 

;) R1 JR = (Qi T(r)1 - T(r) 1 Qi) + • • • + (Q. T(r) - T(r)n Qi)d Q. l n n~J J 
l.g. '} R1 + ••• + t...gi ~n = S. . by the chain rule again.= d Rl t)Q. JRn j lJ1 J 
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If we define now polynomials q~ for

< aR >0(1
qO( = T ( q ) 

0( 
1 = T(r ), oQ • • • 

1 
hen the formula above implies that 

saw in the proof of 2.4. 

By defini tion qo = 1 • If ex) 0 then some T(r) j is leading the 

formula for qO( , so q«,(O) = O. Clearly qO{ is of degree ~ \~ 1 

for each 0( • If we can show that l qO( : lall ~ mJ is K - linearly 

independent in Pn for each m then q = (q~) is the basic 

sequence for Q and T(q) is the basic operation for Q. 

We sh~w this by induction on m. For m = 0 this is obviously 

true. Suppose it is true for m. If there is a linear combination 

z: aO( qQ( = 0 with some a~ 1= 0 , l~l ~ m+1, choose i with 
1C(I~m+1 ~ 

()i 1= O. Then ~ aO( O(i qcx-£(i) = Q. (L. ace qo( ) = 0 would 
It{l~m+1 10( 

be a nontrivial relation in fqO( : 1«l.smJ - to see that each 

qO( appears only once it suffices to note that qO( ~ qoc-€(i) 

is injective on the set where it is defined; the rest is taken 

care of by the factor ~i = O. qed. 

4.2 The rest of this section is devoted to deriving the 

Lagrange formula, it is based on Cigler [3]. Very simple 

examples (just permute a basic sequence wi thin f 0( : led =mj ) 

show that the following is the most general situation where 

something like the Lagrange formula can hold, i.e. 4.4, where 

qo( depends only on reo( • 

Definition: Let R be a delta operation, let QiE K[[RJ1,1 ~i~n. 

Q = (Q1' ••• '~) is called a delta operation of diagonal type 

in KrrR]] if the following holds:for Q. = ~ R~ : 
1 Q( aies. 

1. = o.a io 

2. (ai,C(j))i,j is an invertible diagonal matrix over K, i.e. 

ai, E(j) = 0 if i " j and ai, E(i)" O. 
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4.3 Proposition: Let R = (R1, ••• ,Rn ) be a delta operation. 

Q = (Q1""'~) is a delta operation of diagonal type in 

K([R]] if and only if there are (multiplicatively) inver­

tible operators P. , i = 1, ••• ,n, in K[[R]] such that 
. 	 l 

Qi = Ri Pi • Then the Pi are uniquely determined. 

Proof: Let Q be a delta operation of diagonal type in K[[RJ1, 

'" Ot '" O(+£(i)Qi = 7- aiO( R .• Choose Pi = 7 ai ,cx+E(i) R , 

then a. c(.)" ~ 0 , so P. is invertible in K[rR]] and clearly
l,~ l ~ 	 l 

Pi Ri = Qi • 

RaSuppose conversely that Ql' = R. P. , P. = ~ b. f) wi th 
l l l ~ ll" 

bio ~ 0 for all i. Then Qi = Ri Pi = ~ bil\ R(S+E(i). Then the 

constant term of each is zero, the (in R) linear term has -Qi 

the form of an invertible diagonal matrix with bio on the i'th 

place in the main diagonal. So Q is a delta operation by 2.20 

and is of diagonal type. It is clear that the Pi are uniquely 

determined. qed. 

4.4 Theorem (formula of Lagrange - Good): 


Let R be a del ta operation with basic. sequence r = (roc), let 


Q be a delta operation of diagonal type in K([R]] with basic 


sequence q = (qOl). Write .,= (1, ••• ,1)€Nn and P-oc = 


-1 -1)0<.= (P1 ""'Pn • Then the following formula holds: 

qcc, = de t 	 (~ ~~ ) i, j • p-cx-.,. r cc, 

( r l -0(,. 1 d ( - 0(.) )
= det d .. P. .I - - "R P. JR. ret

lJ J ctj "i J J 
( ) ( -01.)note that 	for O(j = 0 we have dR. P j ~ = 

l 

o ). 

Proof: First we show that the two expressions are equal: 

~ ) -Cl-r\( 	 = de t (~d (R. P. ) ). . • P - 0( - '1det 4} R~ i, j • P I 	 R j l l l,J
J 
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Now we show that the polynomial sequence given ba the first 

formula 	satisfies the functional equation Qi qO( = 0( i q,,-€(i): 

Qi det ( ; ~~) i, J' p-ec -, r Cl( = det ( ~ ~i), , p-O{-~ Pi Ri rO(
J ' j l,J 


d t ( .l.g.) P- «()( - e(i ) ) - ~ 
 tv 

= e 	 ? Rj i, j I ~i r 0( - £ (i ) 

d t ( d Q, ) P- «()( - £(i ) ) - ~ r 
= O(i e dRj i,j 	 I ~-£(i)· 

That the initial condition q~ (0) = do« is satisfied will follow 

from lemma 4.5 below. Here it remains to show that q~ is of 

degree Iccl and that f qO(I is a basis of P • This is a trivial n 
consequence of the fact that de t ( ; ~i). , is invertible 

, l, J
J 

in K[[RJ] (its constant term is the determinant of the coefficient 

matrix of the liner part of Q in its R - expansion, cf. 2.20 

and 3.5). So det ( ~~~)i,j P~-' is invertible and degree-
J 

non-increasing and its inverse has the same property (being in 

K[[R]1), so qO( has degree \«1 • That (qO( :1"'I~m] is linearly 

independent can be seen as in the end of the proof of 4.1. qed. 

4.5 We need a convenient terminology (Tutte,[9]): by a cyclic 

map we mean a pair L = (w, p) where W~ f1, ••• ,nJ and f is a 

permutation of W. Let c(L) be the number of cycles of J . 
Let £(L). = 1 or 0 accordig as i is or is not in W and let 

l 

£(L) = «((L)1' ••• , £(L)n) ENn • 

Suppose now the data of theorem 4.4 be given and let 

( -Q(~) ~ -II{'
L Pi ="'?'R" (P. I) if i € Wand

f(i) l 

L(P i - e(i) = Pi -Ot'j if i 4W, for L = (w,p). 
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Lemma: With the assumptions of theorem 4.4 we have (1) = (2) 

for all ~E-Nn and (2) = (3) for 01. > 0 , where: 

( 1 ) 

(2) rO(-t'(L) , 

where i is a fixed element of U~ • 

We first i.ndicate how theorem 4.4 follows from this lemma: 


If ~ = 0 then from (1) = (2) we see that go = P1 0 ••• Pn o ro = 1. 


If 0( 1= 0 then for some i~ DO(. we have (1) = (3) and in the sum 


(3) for q~ each term begins with some T(r)j , so ~(O) = o. 
Note that (2) and (3) are additional expressions for q~ 

which are perhaps useful for some purpose. 

( -1.9. ) -0(- ,

Proof: det ? R~ i,j • P rex 
J 

~. IT ( d Q. P -1) P- ex= ~ S1.gn 1r TIl... ~. · ro( 
,.. i 1T(i) 1 1,J 

( ~ -1) -0(= det ) Ri P. . .• P r<x
j 1 1,;) 

= det ( d~R (Q. P.-1 ) - Q. '/R (P.- 1 » ... p- oc r6(
j 1 1 1 j 1 1,;) 


( ')R J (-1» -C(
= det ') R~ - Qi )R. Pi i,j' P rO( 
J 1 ;) 1 -0( 

= det (di · - Q. dR (P. - » ... P roc.
J 1 j 1 1,J 

= L signlr n (di lr(i) - Qi ,)Rd . (P i - 1 » . p- cx ro( 
'lr l' . "(1) 

= :> (_1)c(L) I r (Q. ') (P.-1». p-e< r 
L= (W'f) ieW 1 dRy(i) 1 0( 

since c(L) = k + lwj (mod 2) where lwl is the number of elements 

of W, ~ the restriction of 1T to W2. ti: lj(i) " i 1 and k is the 
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number of cycles of negative sign of Tr • The last expression 

equals: 

> (_1)C(L) «P. - 1 )Ot,-1 d (-1»
d R P. 

L = (W,~) i E W 1 f(i) 1 

,--,... ( - ()( j ) Re(L) rex• 	 I I P. • 
j f- W J 

> 
 (_1)C(L) 1lI L(P. -~i)

= ~L-=-?C-=-=W-,f~) 1 

. 1 

WSo UCIl 

Thi s is (2). 

In order to prove (3) we look at (2) and observe that 

L (Pi - oc i ) = Id if (Xi = 0 • By deleting those i wi th 0<. i = 0 

we may suppo,se that C( i >0 for all i. Furthermore all the 

L(Pi -cx j ) commute, so we may suppose that the fixed i in (3) is 

just 1 (the formulas are easier to write down then). Write 

T(r) = T = (T1 , ••• ,Tn ) for short. Then (2) equals 

(4) :> (-1 )C(L) JJ(P1- cx,) ••• L(P -0<,,) Trt-£(L) r • 
- ( ~ 	 n 0(-\"1L = W, J 	 I 

- Ofj ) -; (- 0(. )
Now for i € W we have L ( Pi = ~ Rj(i) Pi • = 
Pito(, Tf(i) Tf(i) pi-O(j If we insert this in (4) and 

muttiP1Y out we get a sum of expressions of the form 

(5 ( _1)e(L) ()I1"-1 ~of -0(1 0" ~z -ot.z. 0z.
-1 Tr (1) ~1 Tf (1) Tf (2) P2 T (2) ..• 

T 1t1\ P -0(" T fin T~- E-(L)
••• fen) n f(n) roc - 17 

where 1'-, cf~ fo, 1}n wi th ~ + I = e (L) and where we extend ~ from 

W to the whole of i 1 , ••• ,nl = Uo( by j>(i) = i for if. W. 

Our. purpose is to show that all terms of the form (5) that 

appear and have""1 = 0 cancel out, so all terms that begin wi th 

- 0(" 	 ( )can be neglected and it is clear that 3 remains.P1 

For this end let a term (5) be given and let L = (W,?) be a 

cyclic map for which this term appears. We shall construct a 

uniquely determined cyclic map L- = (W~'f*) for which the same 

term appears wi th the opposi te sign. Our construction will be 

-
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such that L*" = L. 


Suppose first that there is some i ~ vi wi th -tl. + d. 1 = 2.

rl l+ 

In this case choose the smallest i with this property and let 

"II = W· and ~.= Jo(i,i+1) • Since signf 1= sign j>'fr , lWI = \W*l 
and rit-= f the corresponding terms have opposi te signs. 

Now suppose that there is no i Eo W wi th 1'-. = d. 1 = 1. Consider
l l+ 

first the case dn = 0 and W 1= [1,n] • let k be 

the largest i that is not in W. Let W*' = W v tk] and 

?.ifF = q 0 (k , k + 1 , ••• , n ). Th en dn>Jf- =a 1, 9!f':' (n) = k, [ 1';n ) = 1 and 

[k,n] ~ W:- Furthermore we have sign 9* = (-1 )n-kSign Ij, I w*l = Iwi +1 

and 11<-*1= 1,.,.1 -(n-k) , so the corresponding terms have opposite 

signs. 

If on the othe hand we have J = 1 , J (n) = k , (r ( ) = 1 and 
n .. .f n 

[k,n] ~ W, we define W· = W\~k} and f· = ~ (k,k+1, ••• ,n)-1.0 

This is just the opposite construction to the last one above, 


so L --. = L in this case, the signs of the corresponding terms 


are opposite as we saw above. 


Now consider the case 6n = 1, 6j (n) = 1 , and there is some 


j,W such that all inner points of [j, J (n)] (j <i < s>(n)) 


belong to W. Let k = J(n) and define Wit = (W v tj}) \. !k) and 


• Then we have ~·(n) = f(j) = j, 

further sign f* = (-1 )k-j+1 sign f ' 

such that the corresponding terms 

have again opposite signs. 

Now nonslder the case 61 = 1 , Js>( 1) = 0 and there is k ~ W 

such that all inner points of[.f(n),k] belong toW. Let j = j(n) 

and define W· = (Wulk}),lj}and f" =,r0(j,j+1, ••• ,k-1,k,n)-1. 

It is again clear that this is the opposite construction to the 

one above, so L~* = L and the signs are opposite. 
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The only case that remains is (n) = 0 and all i (n) belong 

to W. This imlies 1 = 1 which we have excluded. qed. 
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§5 Shift invariant operators 

The following results are a very straightforward generalisation 

of the theory in one variable (cf. [4], [6]). For completeness' 
;' 

sake we include proofs too. 

Kn5.1 In 1.8 we had for a the shift operator Ea: P ~P ,n n 

given by (Ea f)(x) = f(x+a) = 2: ~ (DO( f)(x) = (e <a,D >f)(x). 
0( 01.. 

Definition: F~L(P ) is called shift invariant if FoE = EoF 
n n a a 


for all a E. Kn. We denote by L(Pn)K the subalgebra of L(Pn ) 


consisting of all shift invariant operators. 

By 1.8 we have Ea€ K([D]] for all a, K[rD]l is a commutative 
Kn

subalgebra of L(P ), so K[CD]] s. L( p) • 
n n 

5.2 Definition: An admissible sequence p = (p~) is called of 

binomial type or a binomial sequence if 

PC( (x+y) == f (~) p(>(x) p()(_~(y) holds for all ()( t:: Nn • 

Lemma: If P = (Per.) is a binomial sequence then it is a basic 


sequence. 


Proof: Pot(x) = POl.(x+O) = ~ (~) p~(x) pO(_~(O). 


Since fpoc Jis a basis of Pn and all C~) '" 0 for ~ we con­~ 0( 

clude that Pa(_~(O) = 0 for O~ ~ <<< and poCO) = 1. qed. 

5.2 Proposition: Let p = (p«) be the basic sequence of a delta 

operation R = (R1, ••• ,Rn ). p is of binomial type if and only if 

R (i.e. each R.) is shift invariant. 
l 

Proof: Let R be shift invariant. By the Taylor formula 2.18 

we have: 
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PQ(x+y) :: ~ pp~!) 
= ~ :Q.o(x)

c::.... IIIfl I" • 

Let conversely p :: (p~) be of binomial type. Then we have: 

p~(x+y) :: ? (0) p~(x) p()(-(l(y) = li- PB~(!) (O()~ pC(-~(y) 
= ~ Pl\(~) {R~ PO( )(y). 

~ (l. 

This equation (for fixed y) is linear in Poe and f PoeJ is a basis, 


so we get for any f E Pn : 


f(x+y) :: L pC!(~) (R(t. f)(y) = 2_ PB(tl (R~ f)(x) 

~ ~. (3 (L 

by symmetry. Insert Rif into this equation: 

(E R. f)(x) = R. f (x+y) ;; L..PB~f) (R~ R. f)(x)
Y 1 1 (l I'" 1 

= R. (L p(t(f) R(\ f )(x) = R (E f)(x). 
1 ~ ~. i Y 

So Ri is shift invariant. qed. 

5.4 Theorem: (expansion for shift invariant operators): 


Let R be a shift invariant delta operation with basic sequence p. 

n 


Then for any shift invariant operator FE L(p)K we have 

n 

F :: L Ao (F p~) R ~ 

~ (H 


Proof: p is of binomial type, so we have as in the proof of 5.3: 

E f = ~ .lJA- (R~ f)(y) for any f £ P , soY (l \" n 
Ao(E Ey f) = ~ Ao(~!P(\) (R(l f)(y), i.e. 

(F f)(y) = A (E F f) ;; A (F E f) = L Ao(~,P~) (R~,f)(y). qed • 
• 0 y 0 y ~ . 

n 
5.5 Corollary: L(p)K = K[[R]) for any shift invariant n 

delta operation R. 

5.6 Corollary: Let R be a shift invariant delta operation 

with basic sequence p = (p ). Let R = a(D) be the power series 

expansion (i.e. R. = a. (D)€: K([D]]), let a-1 be the inverse
11-­

power series. Then for t= (t1 , ••• ,tn ) we have for y Kn : 

e<Y' a-1(t» ;; L p:~y) to( 
0( 
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Proof: We extend E in a power series in K[[D11 by 5.4: 

E = L.. AoCEy pO(. )" Rcx = z::. POl"C~) •R 0< 
()(. 0<..y 0(. od 

Now Rex = CaCD»O( , thus 

e <Y , D> = E = L. Po< Ct) Ca CD) )0( • 
y ~ 0( • 

Insert t for D to get 

e (y,t> = L pQl(f) (a(t»O<. 
0( 0(. 

Nowa-1 exists by 2.20; insert a-1(t) for t to get 

e <Y, a -1 ( t) > = L Po(~~e to(. qed. 
0<. 
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§6 G - invariant operators 

6.1 Let G be a group and G ~GL(n,K) be a representation 

of G on Kn. This gives an action of G onPn = K[xl by 

( g • f ) (x) = f ( g -1 • x ), f E P n ' x f. Kn, g €. G. 

Definition: We denote by PnG the K -algebra of all G - invariant 

polynomials f, i.e. g.f = f • 

Let f € P • We decompose f into its homogeneous parts
n 

f = f 
0 

+ f1 + .. . + f , where m = deg f. This compositionm 
makes Pn into a graded algebra. Clearly we have: fE P G ifn 
and only if each f. €. P G. So PnG is a graded subalgebra of

J n 
P • This is at the basis of the following theorem, for the 

n 

proof see Springer [7] or Po~naru [5] • 

6.2 Theorem (Hilbert - Nagata): Let G >GL(n,K) be a 

completely reducible representation. Then PnG is a finitely 

generated K - algebra. 

That means the following: there are finitely many polynomials 

v1 ' ••• , vk E PnG such that each f €: PnG may be written as a 

polynomial in v 1 , ••• ,vk : f(x) = h(v1(x), ••• ,vk (x)), hEPk • 

One may assume that all v. are homogeneous and of degree> O. 
J. 

Another way to express this theorem is the following: 

let v = (v1 ' ••• ,vk ): Kn--?Kk be the polynomial map. 

Then O~PnG<: v· surjective, where v*(f) = fov •Pk 

A rep~entation is completely reducible if each invariant 

subspaee has an invariant complement. It is well known that 

each continuous representation of a compact group is completely 

reducible. Furthermore information is available for so called 

reduct! ve algebraic groups, see [ 7J. 



- ~4 ­

There is a group G and a representation of G such that P G is n 

not finitely generated (Nagata). 

For finite groups E. Noether gave an explicit construction 

of a generating system, see [5 ] • 

6.3 G acts on K[[x1] by acting on the homogeneous parts of 

a formal power series, which are polynomials in x. 

Theorem: Let G -> GL(n,K) be a completely reducible 

represEmta.tion. Let v = (vl' ... , vk ) be the polynomial map 

consisting of generators of Pn G. Then v*: K[ CyJ] -> K[Cx]]G 

is surjective, where y = (Y1' ••• 'Yk). 

For the proof see again 5 • 

6.4 Definition: Let G--.;>GL(n,K) be a representation and let 

FE L(P ). F is called G .. invariant if F is a G - modul homo-
n 

morphism l?n ->Pn ' i.e. F(g.f) = g.F(f) for all fe Pn ' g € G. 


We denote the subalgebra of all G - invariant operators by 


L(P )G.

n 

This notation is compatible with P G in the latter case n 

G acts trivially on K. 

6.5 Now we look at K[[D]] and let G act on it (where 

D = ( . .,J , ••• ,;L »: if g€ G then the action of g on Kn is 
d x 1 (/ xn 

given by a matrix: g(x) := (g1(x), ••• ,gn(x», where 

g.(x) = L g .. x. , (g .. ) being an invertible matrix.
1 j 1J J 1J 

Now we let g act formally on D: 

tg (D) = (tg1 (D), ••• ,tgn (D», tgi(D) = ~ g .. D.• 
. J1 J
J 

This induces an action of G on K([DJ] : for a(D)€ K[[DJJ 

we have Ctg.a)(D) = a(tg-1 (D» • This action is the 



transposed action of the original one, taking care of the fact 

that the D. =.....L. are "contravariant vectorfields". 
J d Xj 

With this action a remartable formula holds: 

Thegrem: Let G --7 GL(n, K) be a representation, let f E Pn 

and a(D) € K[ [D]] • Then we have· for g € G : 

a(D)(g.f) = g.« t g.a)(D)f) 

Proof: Let f = L fo<, xo<. € P ,g € G, then: 
0( n 

Di (g-1. f )(x) = ()~.(f(gx» = ~ fO( lx. (g1(x),···,gn(X»0( 
l l 

~ ~ fo<. ~ {Y/Y~)ly=g(x) • /Xi (gj(X)) by the chain rule, 

= ~ fo<. 'ddyj(YO()\y=g(x) • gjif 
= (~ gji 'dJy. )( ~ fo<. yo( )!y=g(x) 

J J 

= tgi(D)(f)(gx) = (g-1.C t gi (D)f))(X). 

Furthermore we get: 

Di (g-1. f )(x) = Dj (g-1.(tgi (D)f)(X)Dj 


= (g-1.(tg .(D) tg.(D) f»)(x).

J l 

Thus for any 0( € Nn we ha\re DoC. (g-1 .f) = g-1. « tg(D»O< f). 

Replace now g-1 by g and apply it to a formal power series 

to get the resul t. qed. 

G Kn G6.6 Corollary: L(Pn ) r"I L(Pn ) = K[(D1J • 

n 
Proof: Let a(D)€ K[rD]] = L(p)K (cf.5.5) and g~ G. Then 

n 

a(D)(g.f) = g.«tg.a)(D) f) by 6.5, so a(D)(g.f) = g.(a(D)f) 

iff t g •a = a in K(eD]], i.e. a€ KUDJJ G• qed. 
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6.7 Corollary: Let G--->GL(n,K) be a completely reducible 

representation, let v1 , ••• ,vk be generating polynomials 
t 

Gfor pn , where tG symbolizes G with the transposed action. 

Then any shift and G - invariant operator F can be written 

as a formal power series in v1(D), ••• ,vk(D). 

Proof: The transposed action g ~tgC; GL(n,K) is also com­

pletely reducible since it is the induced action on the 

ndual K • So the result follows from 6.6 and 6.3. qed. 

ti.S Remark: L.tl G~GL(n,K) be a non trivial representation. 

Then there is no G - invariant delta operation on P • 
n 

Proof: Assume that R = (R1, ••• ,Rn ) is G - invariant and a 

del ta operation wi th basic sequence I' = (rl>(). By the Taylor 

formula (2.18) we have for each f€P and gaG:
n 

0( r .. g.f = ~ A (R (g. f) ) '" , = ~ A (g.(ROCf» ~. 
0( 0 ~. 0(. 0 

= L Ao(RO( f) ;'''j = f. 
ex • • 

We have used that g leav€!s invariant the constant terms of 

polynomials since it acts linearly. So Pn G = and G has toPn 

act trivia11y on Kn. qed. 
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