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Exercise 1 Let P =

(
1
2

1
2

1 0

)
be the transition matrix of a Markov chain on state space

E = {1, 2}. Compute the expected return time µi = E(Ti) for i = 1, 2. What is the
distribution of Ti?

Exercise 2 Given a finite irreducible Markov chain, show that all states are not just
recurrent, but positive recurrent, i.e., µi = E(Ti) < ∞ for the return time Ti to state i,
and any i ∈ E. Show that Ti has finite variance as well.

Exercise 3 Let P be the transition matrix of a finite state Markov chain, and assume
that P is irreducible, but periodic with period d ≥ 2. Show that E decomposes into d
communication classes for them d-th iterate of the process, i.e., for the process (Xdn)n≥0.
Show that e2πic/d is an eigenvalue of P for all integers 0 ≤ c < d.

Exercise 4 We are given an irreducible aperiodic Markov chain with finite state space
E, transition matrix P and stationary distribution π.

1. Show that the first return process to a subset E ′ is also a Markov chain; what is the
stationary distribution of this Markov chain?

2. If there are states i, i′ ∈ E such that pij = pi′j and pji = pji′ for all j ∈ E, show
that we find a new Markov chain by merging states i and i′; what is the stationary
distribution of this Markov chain?


