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Preface

The aim of this course is to develop the basic general theory of Lie algebras to
give a first insight into the basics of the structure theory and representation theory of
semisimple Lie algebras.

A problem one meets right in the beginning of such a course is to motivate the notion
of a Lie algebra and to indicate the importance of representation theory. The simplest
possible approach would be to require that students have the necessary background from
differential geometry, present the correspondence between Lie groups and Lie algebras,
and then move to the study of Lie algebras, which are easier to understand than the
Lie groups themselves. This is unsatisfactory however, since in the further development
the only necessary prerequisite is just a good knowledge of linear algebra, so requiring a
background in differential geometry just for understanding the motivation seems rather
strange.

Therefore, I decided to start the course with an informal discussion of the back-
ground. The starting point for this introduction is the concept of a group action, which
is very intuitive when starting from the idea of a group of symmetries. Group represen-
tations then show up naturally as actions by linear maps on vector spaces. In the case of
a Lie group (with matrix groups being the main example) rather than a discrete group,
one may linearize the concepts to obtain a Lie algebra and representations of this Lie
algebra. The last part of the introduction is then a short discussion of the correspon-
dence between Lie groups and Lie algebras, which shows that in spite of the considerable
simplification achieved by passing to the Lie algebra, not too much information is lost.

Most of the rest of the course is based on parts of the second chapter of my book
“Parabolic geometries I: Background and General Theory” (a joint work with J. Slovák
from Brno).

Chapter 2 discusses the general theory of Lie algebras. We start by discussing nilpo-
tent and solvable Lie algebras, and prove the fundamental theorems of Engel and Lie.
Next we switch to the discussion of semisimple, simple and reductive Lie algebras. We
discuss representations and the Killing form and prove Cartan’s criteria for solvability
and semisimplicity in terms of the Killing form. We give a proof of complete reducibil-
ity of representations of semisimple Lie algebras which is independent of the structure
theory of such algebras. This is used to prove that any semisimple Lie algebra is a
direct sum of simple ideals. Finally, we describe a systematic way to produce examples
of reductive and semisimple Lie algebras of matrices. Some background from linear
algebra (in particular concerning Jordan decompositions) is reviewed in the text.

Chapter 3 studies the structure theory of complex semisimple Lie algebras, which is
also a fundamental ingredient for the study of representations of such algebras. Choosing
a Cartan subalgebra, one obtains the root decomposition of the given Lie algebra into
simultaneous eigenspaces under the adjoint action of the Cartan subalgebra. General
results on Jordan decompositions show that the elements of the Cartan subalgebra are
simultaneously diagonalizable in any finite dimensional representation, thus leading to
the weight decomposition. The structure of the root decomposition can be analyzed
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using the representation theory of sl(2,C), which is easy to describe. In that way, one
associates with any complex semisimple Lie algebra an abstract root system, which is
simply a nice set of vectors in a finite dimensional inner product space. We conclude
the chapter by briefly discussing the classification of irreducible root systems, and how
this can be used to give a complete classification of complex simple Lie algebras.

The basic theory of complex representations of complex semisimple Lie algebras
is studied in chapter 4. With the background developed so far, we quickly arrive at
a description of the possible weights of finite dimensional representations. Next, we
study highest weight vectors and show that in a finite dimensional representation any
such vector generates an irreducible subrepresentation. Using this, we arrive quickly
at the result that a finite dimensional irreducible representation is determined up to
isomorphism by its highest weight, which has to be dominant an algebraically integral.
Next, we discuss two approaches to the proof of existence of finite dimensional irre-
ducible representations with any dominant integral highest weight. The first approach
is on a case–by–case basis, using fundamental representations and tensor products. We
first discuss the necessary background from multilinear algebra, and then describe the
fundamental representations (and some basic relations between them) for the classical
simple Lie algebras. Secondly, we outline the general proof for existence of irreducible
representations via Verma modules. The necessary background on universal enveloping
algebras and induced modules is discussed.

The final chapter offers a brief survey various tools that can be used to describe
irreducible representations and to split general representations into irreducible pieces.
The first part of the chapter deals with tools for general complex semisimple Lie al-
gebras. We discuss the isotypical splitting, the Casimir element, and various formulae
for multiplicities of weights and characters. As an important example, we discuss the
decomposition of a tensor product of two irreducible representations. The second part
is devoted to the relation between representations of gl(n,C) and representations of
permutation groups. We discuss Young diagrams and Young symmetrizers, and Weyl’s
construction of irreducible representations of the classical simple Lie groups in terms of
Schur functors.

There are several good books on Lie algebras and representation theory available,
which usually however are too detailed for serving as a basis for a relatively short
course. Two particularly recommendable sources are the books “Lie groups beyond
an introduction” by A.W. Knapp (which I will refer to as [Knapp]) and “Represen-
tation Theory A First Course” by W. Fulton and J. Harris (which I will refer to as
[Fulton-Harris]). Both these books do not only discuss Lie algebras but also Lie
groups, and [Fulton-Harris] also discusses representations of finite groups. The two
books also complement each other nicely from the approach taken by the authors:
[Fulton-Harris] emphasizes examples and the concrete description of representations
of the classical simple Lie algebras, [Knapp] contains a detailed account of the general
theory and also discussed real Lie algebras and Lie groups. Two other recommendable
texts which only discuss Lie algebras are the books “Introduction to Lie Algebras and
Representation Theory” by J.E. Humphreys, and “Notes on Lie algebras” by H. Samel-
son. A nice short text is the book “Lectures on Lie Groups and Lie Algebras” by
R. Carter, G. Segal, and I. Mac Donald. Apart from a brief survey of the theory of
complex semisimple Lie algebras, this also offers an introduction to Lie Groups with an
emphasis on the compact case, and an introduction to complex algebraic groups.



CHAPTER 1

Background

Large parts of the theory of Lie algebras can be developed with very little back-
ground. Indeed, mainly a good knowledge of linear algebra is needed. Apart from that,
only a bit of Euclidean geometry shows up, which again can be traced back to linear
algebra. On the other hand, Lie algebras usually not mentioned in introductory courses,
so most of the students in this course probably have not heard the definition of a Lie
algebra before. Moreover, this definition will probably sound rather strange to most
beginners, since skew symmetry and the Jacobi identity are much less intuitive than
commutativity and associativity.

Hence I have decided not to start with the abstract definition of a Lie algebra and
then develop the theory, but rather to indicate first where the concepts come from,
and why it may be a good idea to study Lie algebras and their representations. In
particular, I want to show how the idea of a group of symmetries leads (via actions and
representations of groups) to Lie algebras and their representations. Moreover, I want
to point out in this chapter some examples in which thinking in terms of representation
theory is very helpful.

Group actions and group representations

1.1. Symmetries and group actions. The idea of a symmetry is probably one of
the basic concepts in mathematics. Usually this is understood as having a distinguished
set of functions from a set X to itself which may be thought of as preserving some
additional structure. The basic features are that the composition of two symmetries is
again a symmetry and that any symmetry is a bijection, whose inverse is a symmetry,
too. Of course, this implies that the identity map is always a symmetry. This simply
means that the symmetries form a subset of the group Bij(X) of bijective functions
from X to itself (with the group multiplication given by composition), which is closed
under the group multiplication and inversion and thus a subgroup.

Let us look at a simple example: Consider a regular triangle X in the plane, and
let us number its vertices by {1, 2, 3}. Then there are a few obvious symmetries of this
figure: First, we can consider the reflections in the three lines going to one of the vertices
and the mid point of the opposite edge. On the other hand, we may rotate the figure
by ±2π

3
. If we look at the action of these symmetries on the vertices, we see that any

reflection fixes one vertex and exchanges the other two vertices, while the two rotations
cyclically permute the three vertices. Since also the identity is a symmetry, we see that
any bijection σ : {1, 2, 3} → {1, 2, 3} of the set of edges can be extended to exactly one
of the symmetries above.

Otherwise put, denoting by S3 the permutation group of three letters, we can asso-
ciate to each σ ∈ S3 a bijection fσ : X → X of X. Since the permutation corresponding
to a symmetry is just given by the restriction to the vertices, we see that tis is compat-
ible with multiplication, i.e. fστ = fσ ◦ fτ . This simply means that σ 7→ fσ is a group
homomorphism S3 → Bij(X). Another way to formulate this, is that we associate to
a permutation σ and a point x ∈ X the point σ · x := fσ(x). In this picture, the fact

1



2 1. BACKGROUND

that σ 7→ fσ is a group homomorphism reads as id ·x = x and σ · (τ · x) = (στ) · x,
which looks very similar to the definition of a group. This is a special instance of the
following general

Definition 1.1. Let X be a set and let G be a group with neutral element e ∈ G.
(1) A left action of G on X is a map ϕ : G × X → X such that ϕ(e, x) = x and
ϕ(g, ϕ(h, x)) = ϕ(gh, x) for all x ∈ X and g, h ∈ G.
(2) Given a left action ϕ : G ×X → X and a point x0 ∈ X we define the orbit G · x0

of x0 to be the subset {x : ∃g ∈ G : ϕ(g, x0) = x} ⊂ X and the isotropy subgroup Gx0

of x0 to be {g ∈ G : ϕ(g, x0) = x0} ⊂ G.

By definition of an action, for g ∈ G with inverse g−1, we get ϕ(g−1, ϕ(g, x)) =
ϕ(e, x) = x for any x ∈ X. Thus for any g ∈ G the map x 7→ ϕ(g, x) is a bijection
X → X, so we may also view ϕ as mapping G to the group of bijections of X, and the
definition of an action means that this is a group homomorphism.

If there is no risk of confusion, we will write g · x for ϕ(g, x), in which case the
defining properties become e · x = x and g · (h · x) = gh · x. The concepts in (2) become
very natural if one thinks about the action as a way to use elements of g to move the
points of X around. Then the orbit of x0 is simply the set of all points that can be
reached from x0, while Gx0 is the set of all elements of G which do not move the given
point x0. If g ∈ Gx0 , then g−1 · x0 = g−1 · g · x0 = e · x0 = x0, while for g, h ∈ Gx0 we
get gh · x0 = g · (h · x0) = g · x0 = x0, so Gx0 is really a subgroup of G.

It is easy to describe the orbits and isotropy groups in the example of the regular
triangle from above. For example, for any of the vertices, the orbit consists of all three
vertices, while the isotropy subgroup consists of two elements, the identity and the
reflection fixing the given vertex. It is a good exercise to determine the orbits and
isotropy groups of other points of the triangle.

While the example of the triangle is simple and instructive, it is not exactly the
kind of example that we will be interested in the sequel, since the symmetry group is
discrete in that case. We will be interested in the case of continuous symmetry groups.
Let us discuss two relevant examples of this situation:

Example 1.1. (1) consider the unit circle S1 in R2. Of course, one may view
rotation by any angle as a symmetry of the circle. More conceptually, we will view R2

as C and S1 as U(1) = {z ∈ C : |z| = 1}. This is a group under multiplication, and
rotations are just given by the multiplication by some fixed z0 ∈ U(1). Thus, we are
led to view the multiplication U(1) × U(1) → U(1) as a left action of the group U(1)
on itself. The two defining properties of an action just boil down to associativity of
the multiplication and the definition of the unit element. Note that the orbit of any
z ∈ U(1) under this action is the full group U(1) while its isotropy group consists of the
unit element only.

Of course, this can be similarly done for any group.
(2) In many cases, one meets very interesting symmetries that do not have a direct
geometric interpretation but come rather from formal considerations. This is not only
important in mathematics but also in large parts of theoretical physics.

A simple example of this situation is the group GL(n,R) of invertible n×n–matrices
with real coefficients acting on Rn in the usual way, i.e. the action is given by (A, x) 7→
Ax. An interpretation of this action in terms of symmetry is that the orbits under this
action consist exactly of the coordinate expressions of a vector for all possible bases of
Rn. Of course, as it stands this is not yet very interesting, since for x 6= 0 the orbit
is simply Rn \ {0}, while the orbit of the point 0 is just {0}. This corresponds to the
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fact that the only thing one may say about a vector in Rn in a basis independent way
is whether it is zero or not. We shall see immediately that this example nonetheless
quickly leads to very interesting and relevant problems.

As an exercise in that direction, the reader should try to describe the orbits of the
action of GL(n,R) on Rn × Rn defined by A · (x, y) := (Ax,Ay).

1.2. Group representations. A representation of a group G is simply an action
of G on a K–vector space V by linear maps. So we need an action ϕ : G × V → V
such that ϕ(g, v + rw) = ϕ(g, v) + rϕ(g, w) for all g ∈ G, v, w ∈ V and r ∈ K. We will
only be interested in the cases K = R and K = C in the sequel. This condition is also
very simple in the alternative point of view of actions as homomorphisms to groups of
bijections: A representation of G is a homomorphism from G to the group GL(V ) of
invertible linear maps V → V . If V is finite dimensional, we may view it as Kn so we
deal with homomorphisms G→ GL(n,K).

By construction, example (2) from 1.1 describes a representation of GL(n,R) on Rn,
the standard representation.

When dealing with representations rather than general actions, there are several
additional natural concepts: Let V be a representation of the group G and W ⊂ V a
linear subspace. Then W is called invariant if g · w ∈ W for all w ∈ W and all g ∈ G.
If W ⊂ V is an invariant subspace, we may view the map w 7→ g ·w as a representation
of G on W . For any representation V , the trivial subspaces {0} and V are invariant. If
these are the only invariant subspaces, then V is called irreducible.

A related concept is the following: Recall that for two vector spaces V and W ,
the direct sum V ⊕W is the product V ×W with the component wise vector space
operations. If we have representations of some group G on V and W , then there is a
natural representation on V ⊕W defined by g · (v, w) := (g · v, g · w), called the direct
sum of the given representations. Conversely, if we have given a representation V and
invariant subspaces W1,W2 ⊂ V such that any v ∈ V can be uniquely written as a sum
of an element of W1 and an element of W2 (which is usually stated as V = W1 ⊕W2)
then we may identify the representation of V with the direct sum of the restrictions to
W1 and W2. If there are non–trivial invariant subspaces with this property, then the
representation V is called decomposable, otherwise it is called indecomposable.

Of course, any irreducible representation is indecomposable, but the converse is not

true in general: Consider the set G :=

{(
a b
0 c

)
: a, b, c ∈ R, a, c 6= 0

}
of invertible real

upper triangular 2 × 2–matrices. One immediately verifies that G is a group under
matrix multiplication. Of course, we have a standard representation of G on R2. The
line spanned by the first unit vector e1 is an invariant subspace of R2, but it is easy to
see that apart from {0} and R2, this is the only invariant subspace. Hence V has to be
indecomposable although it admits a non–trivial invariant subspace.

A basic way how to pass from actions to representations is by looking at functions.
Let us start in a slightly more general setting: Assume that we have given actions of a
group G on two sets X and Y and consider the set F(X, Y ) of all functions from X to
Y . For ϕ : X → Y and g ∈ G, we define g · ϕ : X → Y by (g · ϕ)(x) := g · (ϕ(g−1 · x)).
Obviously, e · ϕ = ϕ and

(h · (g · ϕ))(x) = h · ((g · ϕ)(h−1 · x)) = h · g · (ϕ(g−1 · h−1 · x)),

and since (hg)−1 = g−1h−1 we see that this equals ((gh) ·ϕ)(x). Hence we have defined
an action of G on the space F(X, Y ). Moreover, if Y = V is a vector space, then
F(X, V ) is a vector space under pointwise operations. If we start with a representation
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on V (and an arbitrary action on X), then

(g·(ϕ+rψ))(x) = g·(ϕ+rψ)(g−1 ·x) = g·(ϕ(g−1 ·x)+rψ(g−1 ·x)) = (g·ϕ)(x)+r(g·ψ)(x),

and we obtain a representation of G on F(X, V ). In particular, we may always choose
V = K with the trivial representation defined by g · r = r for all g ∈ G and r ∈ K to
obtain a representation on F(X,K).

Example 1.2. (1) Let us look at S3 acting on the set {1, 2, 3} in the obvious way,
and the trivial representation on K. Writing xi for x(i) for a function x : {1, 2, 3} → K
we can view a function as an element (x1, x2, x3) of K3, and hence obtain a representation
of S3 on K3 defined by σ · (x1, x2, x3) = (xσ−1(1), xσ−1(2), xσ−1(3)), i.e. the group acts by
permuting coordinates. Of course, the constant functions form an invariant subspace
(which is a general phenomenon for representations of the form F(X,K)), the subspace
{(r, r, r) : r ∈ K}. On this subspace, the action of S3 is obviously trivial, i.e. σ·(r, r, r) =
(r, r, r) for any σ and r. There is also an obvious complementary subspace, namely the
space V of all (x, y, z) such that x+ y + z = 0. A conceptual way to see this is to note
that the standard inner product 〈 , 〉 on R3 is S3–invariant, i.e. 〈σ · x, σ · y〉 = 〈x, y〉
for all x, y ∈ R3 and σ ∈ S3. Now if W ⊂ R3 is an invariant subspace, consider the
orthogonal complement W⊥ = {y ∈ R3 : 〈y, w〉 = 0 ∀w ∈ W}. For y ∈ W⊥, w ∈ W
and σ ∈ S3, we then get 〈σ · y, w〉 = 〈y, σ−1 · w〉, which vanishes since W is invariant.
Obviously, we have V = {(r, r, r) : r ∈ K}⊥. The resulting representation of S3 on V
is usually called the standard representation of S3. It is an easy exercise to prove that
this representation is irreducible.

One can do a similar construction for all the permutation groups Sk for k ∈ N. There
is an obvious representation of Sk on Rk, the vectors with all components equal form an
invariant subspace on which the group acts trivially, and the orthogonal complement of
this is an irreducible representation which is called the standard representation of Sk.
(2) Let us consider the action on U(1) = {z ∈ C : |z| = 1} on itself by multiplication,
and the corresponding representation of U(1) on F(U(1),C), i.e. (z · f)(w) = f(z−1w).

Given f : U(1) → C, we may consider f̃ : R → C defined by f̃(t) := f(eit). Then

f̃(t + 2π) = f̃(t), so we obtain periodic functions of period 2π in this way. Given

z ∈ U(1), we may choose t0 ∈ [0, 2π) such that z = eit0 and then z̃ · f(t) = f̃(t− t0), so
the our representation corresponds just to shifting functions. In particular, we see that
continuous, differentiable, and smooth (infinitely often differentiable) functions define
invariant subspaces. (Since U(1) is a topological space and a smooth manifold, it makes
sense to talk about continuous, differentiable, and smooth functions, but alternatively
one may define these properties by requiring f̃ to have them.)

To look for invariant subspaces, let us try the simplest possibility of one–dimensional
invariant subspaces. A function f spans a one–dimensional invariant subspace if and
only if there is a function α : U(1) → C such that z · f = α(z)f for all z ∈ U(1). The
equation zw · f = z · (w · f) then forces α(zw) = α(z)α(w), i.e. α has to be a group
homomorphism. Moreover, we can immediately say what the function f has to look
like: Indeed, f(z) = (z−1 · f)(1) = α(z−1)f(1). Since multiplying f by a nonzero factor
does not change the subspace, we may simply assume that f(z) = α(z−1). In particular,
if f is continuous, differentiable or smooth, then α has the same property.

The obvious choices for homomorphism U(1) → C are the mappings z 7→ zk for
k ∈ Z and one can show that these are the only continuous homomorphisms. Hence
for any k ∈ Z we have a one–dimensional invariant subspace in F(U(1),R) spanned by
the function z 7→ zk. It further turns out that any continuous function on U(1) can
be approximated by linear combinations of these power functions, and they even span
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a dense subspace of the space L2(U(1)) of square integrable functions on U(1). This
is the basis for the theory of Fourier series. For applications of Fourier series the main
point is that the basic functions behave nicely with respect to differentiation. Indeed
f(z) = zk corresponds to f̃(t) = eikt and then f̃ ′(t) = ikeikt, so any such function is an
eigenfunction for the derivative. As we shall see below, this is actually a consequence
of the representation theoretic origin of the construction.
(3) Let V and W be two representations of a group G and consider the representation
of F(V,W ) as constructed above, i.e. (g · ϕ)(v) = g · (ϕ(g−1 · v)). Then we claim that
the subspace L(V,W ) of linear maps from V to W is invariant. Indeed, since we have
given a representation of G on V , we have g · (v1 + tv2) = g · v1 + tg · v2 for all g ∈ G,
v1, v2 ∈ V and t ∈ K. Applying a linear map ϕ, we obtain ϕ(g · v1) + tϕ(g · v2) and since
G acts linearly on W , we conclude that g · ϕ is linear, too. Thus, from representations
on V and W , we naturally get a representation on L(V,W ). Notice in particular that a
function ϕ is invariant under this action if and only if ϕ(v) = g ·(ϕ(g−1 ·v)) and applying
this to g · v, we see that invariance is equivalent to ϕ(g · v) = g · (ϕ(v)). A function
having this property is called G–equivariant or a homomorphism of representations.

Let us apply this construction to the case G = GL(n,K) and V = W = Kn,
the standard representation. Then we may identify L(Kn,Kn) with the space Mn(K)
of n × n–matrices with entries from K via the usual action of matrices on vectors.
For A ∈ GL(n,K) and B ∈ Mn(K) we then obtain (A · B)(x) = ABA−1x, so our
representation is just by conjugation. Otherwise put, the orbit of B under this action
consists of all matrix representations of the linear map x 7→ Bx with respect to arbitrary
bases of Kn. Finding a particularly nice matrix in the orbit of B is thus just the problem
of finding a normal form for B. Hence describing the set of all orbits under this action
is one of the main problems of linear algebra, which is solved (for K = C and R) by the
Jordan normal form.

Passing to the Lie algebra

1.3. The Lie algebra of GL(n,K). Let us start by looking at the group GL(n,K).
This is the group of all n×n–matrices A with entries in K such that det(A) 6= 0. Now we

may view Mn(K) as Kn2
, so since the determinant function det : Kn2 → K is continuous,

the groupGL(n,K) is an open subset of Kn2
. In particular, it is no problem to talk about

continuity, differentiability or smoothness of functions GL(n,K) → Km. In particular,
given A ∈ GL(n,K) and B ∈ Mn(K) we can look at the line t 7→ A + tB for t ∈ R,
which lies in GL(n,K) for small enough t. Taking A = I, the unit matrix, we may view
Mn(K) as the space of possible derivatives at t = 0 of smooth curves c : R→ GL(n,K)
such that c(0) = I (the tangent space at I).

The matrix exponential leads to a distinguished curve for each initial direction.
Recall that the exponential for matrices can be defined by the usual power series eX =∑∞

k=0
1
k!
Xk, and this series converges absolutely and uniformly on compact subsets of

Mn(K) for K = R or C. Further, denoting by tr(X) the trace of X ∈ Mn(K) one
has det(eX) = etr(X) 6= 0. This can be seen by viewing real matrices as complex
matrices and using the fact that for any complex matrix X there is an invertible matrix
A such that AXA−1 is upper triangular. Then (AXA−1)k = AXkA−1 for all k ∈ N
and thus eAXA

−1
= AeXA−1. Since both the determinant and the trace are invariant

under conjugation, we conclude that it suffices to show det(eX) = etr(X) if X is upper
triangular. But in this case Xk is upper triangular and the entries on the main diagonal
are just the kth powers of the corresponding entries of X, and thus eX is upper triangular
and the entries on the main diagonal are just the exponentials of the corresponding
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entries of X. Denoting the entries of X on the main diagonal by x1, . . . , xn, the trace
of X is just x1 + · · ·+ xn, while the determinant of eX is ex1ex2 · · · exn = ex1+···+xn and
the claim follows.

Consequently, we may view X 7→ eX as a function Mn(K) → GL(n,K). In par-
ticular, fixing X ∈ Mn(K) we have the smooth curve cX : R → GL(n,K) defined by
cX(t) = etX . From the definition it follows easily that cX(0) = I and c′X(0) = X. But
even more nicely, the curve cX can be characterized as the solution of a differential equa-
tion: While eX+Y 6= eXeY in general, it is still true that e(t+s)X = etXesX for t, s ∈ R
and X ∈ Mn(K). Using this, we may write c′X(t) as the derivative with respect to s at
s = 0 of s 7→ cX(s + t) = cX(s)cX(t), which clearly equals XcX(t). Since the solution
of a smooth first order ordinary differential equation is determined by its value in one
point, we see that the curve cX is characterized by the facts that c′X(t) = XcX(t) and
cX(0) = I.

Now assume that ϕ : GL(n,K) → GL(m,K) is a homomorphism (i.e. ϕ is a rep-
resentation of GL(n,K) on Km) which is differentiable. Take X ∈ Mn(K) and con-
sider the curve α(t) := ϕ(cX(t)) = ϕ(etX) in Mm(K). Then α(s + t) = ϕ(e(s+t)X) =
ϕ(esXetX) = ϕ(esX)ϕ(etX) = α(s)α(t). As above, we may compute the derivative
α′(t) as d

ds
|s+0α(s + t) and this equals α′(0)α(t). Now α′(0) = Dϕ(I)(X) and denoting

this by ϕ′(X), we see that α′(t) = ϕ′(X)α(t) and since α(0) = ϕ(I) = I we see that
ϕ(etX) = etϕ

′(X) for all t ∈ R and all X ∈Mn(K).
Now the map X 7→ eX is not surjective, but one can show that for K = C any

invertible matrix can be written as a product of finitely many matrices of the form eX ,
while for K = R the same is true for any matrix of positive determinant. Hence we
conclude that for K = C the homomorphism ϕ is uniquely determined by the linear
map ϕ′ = Dϕ(I) : Mn(K)→Mm(K) while for K = R the same is true for the restriction
of ϕ to the subgroup GL+(n,R) consisting of all matrices of positive determinant.

The remaining thing to do is to construct some structure on Mn(K) out of the multi-
plication on GL(n,K) which is preserved by the derivative of any homomorphism. The
idea to do this, is to take the derivative at I of maps constructed from the multiplication
and have the property that they fix I. The first step is to look at the conjugation by
A ∈ GL(n,K), i.e. the mapping GL(n,K)→ GL(n,K) defined by B 7→ ABA−1. As we

have seen above, AetXA−1 = etAXA
−1

for all X ∈ Mn(K), and applying a differentiable
homomorphism ϕ to this equation we conclude that

etϕ
′(AXA−1) = ϕ(etAXA

−1

) = ϕ(AetXA−1) = ϕ(A)etϕ
′(X)ϕ(A)−1.

Differentiating at t = 0 gives us ϕ′(AXA−1) = ϕ(A)ϕ′(X)ϕ(A)−1.
Now we are ready to get a structure with the required properties. Namely, for

X, Y ∈ Mn(K) we define the Lie bracket [X, Y ] to be the derivative at 0 of the curve
t 7→ etXY (etX)−1. From above, we see that for a differentiable homomorphism ϕ we get

ϕ′(etXY (etX)−1) = ϕ(etX)ϕ′(Y )ϕ(etX)−1 = etϕ
′(X)ϕ′(Y )(etϕ

′(X))−1.

Taking derivatives at zero the left hand side simply gives ϕ′([X, Y ]) since ϕ′ is linear,
while on the right hand side we get [ϕ′(X), ϕ′(Y )] by definition. While this definition
may look a bit complicated, the bracket [X, Y ] is actually a very simple object. To see
this, we only have to note that the derivative at t = 0 of the curve etXY (etX)−1 depends
only on the derivatives at t = 0 of etX and (etX)−1. For the first curve, this is just X,
while for the second one we note that etXe−tX = e0 = I implies that (etX)−1 = e−tX ,
and hence has derivative −X in zero. Hence we may replace the curve etXY (etX)−1
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by (I + tX)Y (I − tX) = Y + tXY − tY X + t2XYX, from which we conclude that
[X, Y ] = XY − Y X, so the bracket is simply the commutator of matrices.

From this last formula, one easily reads off three properties of the bracket, which
we will use as the defining properties of a Lie algebra. First the bracket [ , ] is defined
on the vector space Mn(K) and obviously [Y,X] = −[X, Y ], so it is skew symmetric.
Further

[X1 + tX2, Y ] = (X1 + tX2)Y − Y (X1 + tX2) = X1Y + tX2Y − Y X1 − tY X2

= [X1, Y ] + t[X2, Y ],

so the bracket is linear in the first variable, and hence by skew symmetry it is bilinear.
The last property, called the Jacobi–identity is a bit less obvious:

[X, [Y, Z]] = [X, Y Z − ZY ] = XY Z −XZY − Y ZX + ZY X

= [X, Y ]Z + Y XZ − [X,Z]Y − ZXY + Y [X,Z]− Y XZ − Z[X, Y ] + ZXY

= [[X, Y ], Z] + [Y, [X,Z]].

The space Mn(K) together with the bracket [X, Y ] = XY −Y X is called the Lie algebra
of GL(n,K) and it is denoted by gl(n,K).

1.4. Matrix groups and their Lie algebras. What we have done for GL(n,K)
above generalizes to appropriate subgroups. Let G ⊂ GL(n,K) be a subgroup which at
the same time is a closed subspace of the topological space GL(n,K). Then one may
look at smooth curves c : R → GL(n,K) which have values in G and satisfy c(0) = I,
and define g ⊂ Mn(K) to be the set of all derivatives at t = 0 of such curves. It turns
out that g is a linear subspace of Mn(K) and a matrix X lies in g if and only if etX ∈ G
for all t ∈ R. Now for A ∈ G and X ∈ g the curve AetXA−1 has values in G, so its
derivative in zero lies in g, i.e. AXA−1 ∈ g for all A ∈ G and X ∈ g. Consequently, for
X, Y ∈ g, the curve etXY e−tX has values in g, and differentiating in t = 0, we conclude
that [X, Y ] ∈ g for all X, Y ∈ g, i.e. g is a Lie subalgebra of Mn(R).

Now we can proceed very similarly as in 1.3 above. Suppose that G ⊂ GL(n,K) and
H ⊂ GL(m,K) are closed subgroups and ϕ : G→ H is a differentiable homomorphism.

(The assumptions imply thatG andH are smooth submanifolds of Kn2
respectively Km2

,
so there is a well defined notion of differentiability. However, one may simply think of
differentiability being defined by the fact that for any X ∈ g the curve t 7→ ϕ(etX) is a

differentiable curve in Km2
.) Since ϕ maps I ∈ G to I ∈ H we can form the derivative

ϕ′ := Dϕ(I), which one may also think about being defined by ϕ′(X) = d
dt
|t=0ϕ(etX). As

before, one concludes that ϕ(etX) = etϕ
′(X) and further that ϕ′([X, Y ]) = [ϕ′(X), ϕ′(Y )],

i.e. ϕ′ is a Lie algebra homomorphism. If G is connected (as a topological space), one
can show that any element of G can be written as a finite product of exponentials of
elements of g, hence ϕ is uniquely determined by ϕ′ provided that G is connected.

Example 1.4. (1) Consider SL(n,K) := {A ∈ GL(n,K) : det(A) = 1}. Since
the determinant function is continuous, this is a closed subset of GL(n,K) and since
det(AB) = det(A) det(B) it is a subgroup. From above we know that det(eA) = etr(A),
so the Lie algebra of this group is sl(n,K) = {X ∈Mn(K) : tr(X) = 0}, the subspace of
tracefree matrices. The fact that this space is closed under the commutator (which we
know in general) here can be easily seen directly since tr(XY −Y X) = tr(XY )−tr(Y X)
and tr(Y X) = tr(XY ) holds in general. So we even see that the bracket of any two
matrices lies in sl(n,K).
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(2) Consider U(1) ⊂ GL(1,C) = C \ {0}. For z = x + iy ∈ M1(C) = C, one has
ez = exeiy, so |ez| = ex and thus the Lie algebra u(1) is given by iR ⊂ C. Hence the

map t 7→ eit that we have used to convert functions f on U(1) to functions f̃ on R comes
from the Lie algebra approach. Now we can see the representation theory interpretation
of the fact that differentiable functions f : U(1) → C such that z · f = α(z)f for all
z ∈ U(1) must be eigenfunctions for the derivative: Taking the basic element i ∈ iR
we are led to looking at the curve t 7→ eit in U(1). If f(z−1w) = α(z)f(w), then
f(e−itw) = α(eit)f(w). In the notation used in example (2) of 1.2, this can be written

as f̃(s−t) = α̃(t)f̃(s), and differentiating with respect to t we obtain −f̃ ′(s) = α′(0)f̃(s)
(provided that α is differentiable at 0).
(3) Consider the orthogonal group O(n) = {A ∈ Mn(R) : AT = A−1}. This is a
closed subset of GL(n,R) since transposition and inversion of matrices are continuous
mappings, and it is a subgroup since (AB)T = BTAT and (AB)−1 = B−1A−1. To
obtain the Lie algebra o(n) we have to look at the equation (esX)T = e−sX . Since
transposition is linear, the derivative of the left hand side at s = 0 is simply XT , so we
obtain XT = −X, i.e. the matrix X has to be skew symmetric. One can show that this
is the only condition i.e. o(n) = {X ∈Mn(R) : XT = −X}. It is a nice simple exercise
to verify explicitly that o(n) is closed under the commutator of matrices.

From the defining equation of O(n) it follows immediately that any orthogonal
matrix has determinant ±1 and there are orthogonal maps having determinant −1, for
example the reflection in a hyperplane. Putting SO(n) := {A ∈ O(n) : det(A) = 1}
we see that this is a closed subgroup of GL(n,R), since it is the intersection of the
closed subgroups O(n) and SL(n,R). Moreover, since the determinant of etX is always
positive, we see that the Lie algebra so(n) coincides with o(n).
(4) Let B(n,K) be the set of upper triangular invertible matrices. We can write
B(n,K) = {A = (aij) ∈ GL(n,K) : aij = 0 ∀j < i}, which shows that B(n,K) is
a closed subset of GL(n,K) and it clearly is a subgroup. We have already noticed in 1.3
that for an upper triangular matrix X also eX is upper triangular, so the Lie algebra
b(n,K) contains all upper triangular matrices. On the other hand, suppose that X is
any matrix such that etX is upper triangular for all t ∈ R. Denoting by {e1, . . . , en}
the standard basis of Kn, we see that etX(e1) must be some multiple of e1 for all t,
i.e. etX(e1) = a(t)e1. Differentiating at t = 0 we see that X(e1) = a′(0)e1, so the only
nonzero element in the first column of X is x11. Next, etX(e2) = a(t)e1 + b(t)e2, and
differentiating we see that in the second column of X only the two topmost entries
maybe non–zero. Iterating this argument we conclude that X is upper triangular and
thus b(n,K) = {X = (xij) ∈Mn(K) : xij = 0 ∀j < i}.

Similarly, we may consider the subgroup N(n,K) of B(n,K) consisting of those
upper triangular matrices whose diagonal entries are equal to one. Similarly as above
one verifies that the Lie algebra of this group is the algebra n(n,K) = {X = (xij) ∈
Mn(K) : xij = 0 ∀j ≤ i} of strictly upper triangular matrices.

A primer on the Lie group – Lie algebra correspondence

1.5. General Lie groups and their Lie algebras. We next quickly review some
facts on general Lie groups. Unexplained terms (like “left invariant vector fields”)
are only intended for those who have already heard about general Lie groups, to re-
late what they now to the developments sketched here. More detailed information on
these subjects and the background from differential geometry can be found in the book
[Kolař-Michor-Slovák] or in the lecture notes [Michor].
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Extending analysis to more complicated objects than just open subsets in Rn one
is lead to the notion of a smooth manifold. Essentially, a smooth manifold M is a
topological space which locally around each point looks like an open subset of Rn for
some fixed n (called the dimension of the manifold). Since differentiation is a local
concept, one can define the notion of differentiable or smooth mappings between smooth
manifolds. Suppose that G is a smooth manifold which carries a group structure. Then
we can consider the multiplication as a map G × G → G and the inversion as a map
G→ G. The product of two smooth manifolds is canonically a smooth manifold, so it
makes sense to require that the multiplication is smooth as a map G×G→ G. It can
then be shown that also the inversion must be smooth and G is called a Lie group.

To any point x in an n–dimensional manifold M one can associate an n–dimensional
vector space TxM , the tangent space of M at x. Derivatives of differentiable mappings
are defined on these tangent spaces, i.e. for a smooth map f : M → N and a point
x ∈ M one has the derivative (or tangent map) of f in x, which is a linear map
Txf : TxM → Tf(x)N . For a Lie group G, the Lie algebra g is defined to be the tangent
space TeG of G at the neutral element e of the group G. Usually, one then defines a
Lie bracket on g directly by showing that g may be identified with the space of left
invariant vector fields on G and use the restriction of the Lie bracket of vector fields. It
is however also possible to follow the construction we have used in the case of matrix
groups, an we briefly sketch this:

One can define the exponential map exp : g → G via flow lines through e of left
invariant vector fields, which means that for X ∈ g the curve t 7→ exp(tX) is character-
ized by the analog of the differential equation for the matrix exponential that we have
derived in 1.3. Having done this, one can associate to g ∈ G a linear map Ad(g) : g→ g
by defining Ad(g)(X) to be the derivative at t = 0 of the curve t 7→ g exp(tX)g−1. This
is called the adjoint action of g and one shows that this defines a smooth homomorphism
Ad : G→ GL(g), i.e. a representation of G on g, called the adjoint representation. Then
one can proceed as in 1.3 by defining [X, Y ] to be the derivative at t = 0 of the curve
Ad(exp(tX))(Y ). One shows that this operation makes g into a Lie algebra, i.e. it is
bilinear, skew symmetric and satisfies the Jacobi identity.

Now assume that G and H are Lie groups with Lie algebras g and h and that
ϕ : G → H is a differentiable homomorphism. Then ϕ maps the neutral element
e ∈ G to e ∈ H, so we can interpret the derivative of ϕ in e as a linear map
Teϕ =: ϕ′ : g → h. Using the characterization of the exponential maps via differential
equations one concludes similarly as in 1.3 that ϕ◦ expG = expH ◦ϕ′ which then implies
ϕ′(Ad(g)(X)) = Ad(ϕ(g))(ϕ′(X)) and further ϕ′([X, Y ]) = [ϕ′(X), ϕ′(Y )]. Thus the
derivatives of differentiable group homomorphisms are Lie algebra homomorphisms. If
the Lie group G is connected, then one shows that any element of G can be written
as a finite product of exponentials, which shows that ϕ is uniquely determined by ϕ′

provided that G is connected. Using the compatibility of homomorphisms with the
exponential map, one also shows that a differentiable homomorphism of Lie groups is
automatically smooth, so there is no need to distinguish between the two cases.

A (finite dimensional) representation of a Lie group G is defined as a smooth homo-
morphism ϕ : G→ GL(V ), where V is a finite dimensional vector space. Equivalently,
one may view this as an action ϕ : G × V → V which is a smooth map and linear in
the second variable. Choosing a basis in V , we may identify it with Kn and view ϕ as
a homomorphism to GL(n,K).

Similarly, a finite dimensional representation of a Lie algebra g is defined as a Lie
algebra homomorphism ψ : g → gl(V ). As above, we may restrict to the case V = Rn
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and thus gl(V ) = Mn(K). The condition that ψ is a Lie algebra homomorphism means
that ψ([X, Y ]) = ψ(X)ψ(Y )−ψ(Y )ψ(X) since the bracket on Mn(R) is the commutator
of matrices. In the picture analogous to an action, this means that we need a bilinear
map g×V → V which we write as (X, v) 7→ X·v such that [X, Y ]·v = X·(Y ·v)−Y ·(X·v).

Now the above results imply that for a representation ϕ : G → GL(n,K) the
derivative ϕ′ : g→ gl(n,K) is a representation of g. If there is no risk of confusion, we
will denote both the actions of G and of g on V = Rn simply by dots. Also we conclude
from above that if G is connected, then ϕ is determined uniquely by ϕ′. But indeed
we can do quite a bit more: compatibility of ϕ with the exponential mappings implies
that ϕ(exp(X)) = eϕ

′(X), which means that exp(X) · v = v + X · v + 1
2
X ·X · v + . . . .

In particular, let us assume that W ⊂ V is a linear subspace. For X ∈ g, t ∈ R and
w ∈ W we then have

exp(tX) · w = w + t(X · w) + t2(X ·X · w) + . . . .

If W is G–invariant, then the right hand side lies in W for all t and differentiating
the left hand side at t = 0, we see that X · w ∈ W , for all X ∈ g, and thus W is
g–invariant. Conversely, if W is g–invariant then X · w ∈ W and thus X · X · w in
W and so on, so we conclude that for each t ∈ R the right hand side of the above
equation lies in W . (This uses that linear subspaces of finite dimensional vector spaces
are automatically closed.) Hence exp(X) · w ∈ W for all X ∈ g and if G is connected,
this implies that W is G–invariant. Thus we see that for a representation of connected
group G on V the question of existence of invariant subspaces (and thus the questions
of irreducibility and indecomposability) can be studied by looking at the corresponding
Lie algebra representation only.

1.6. A few more facts from Lie theory. To conclude this introduction, we
collect some more results on the relation between Lie groups and Lie algebras. The
proofs of several of these results are a bit more involved and need more input from
differential geometry, so we do not even sketch them. The main reason for including
these results is to show that many questions on Lie groups can be reduced to questions
on Lie algebras, and that any Lie algebra shows up as the Lie algebra of a Lie group.

We have seen that the Lie group – Lie algebra correspondence works best for con-
nected groups. For most problems, connectedness of the group is however not a serious
restriction. If G is any Lie group, then it is easy to show that the connected component
G0 of the neutral element is a normal subgroup in G, so the quotient G/G0 is a discrete
group. In many applications this quotients are very small and it is often easy to pass
from information on G0 to information on G.

The passage from GL(n,K) to arbitrary matrix groups in 1.4 has an analog for
general Lie groups: If G is a Lie group and H ⊂ G is a subgroup which is a closed
subset of G, then H turns out to be a smooth submanifold and hence a Lie group. The
Lie algebra h = TeH of H is naturally included into g = TeG as a Lie subalgebra. It
can be explicitly described as the set of derivatives of smooth curves that have values
in H or as the set of all X ∈ g such that exp(tX) ∈ H for all t ∈ R.

Conversely, let us assume that G is a Lie group with Lie algebra g and that h ⊂ g
is a Lie subalgebra (i.e. a linear subspace such that [X, Y ] ∈ h for all X, Y ∈ h).
Then one shows that there is a connected Lie group H with Lie algebra h and an
injective smooth homomorphism i : H → G such that i′ : h → g is the inclusion.
The homomorphism i has injective differential in each point of H, and if i(H) is a
closed subset of G, then i : H → i(H) is an isomorphism of Lie groups (i.e. a smooth
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bijective homomorphism, whose inverse is smooth, too). Hence understanding connected
subgroups of G is equivalent to understanding Lie subalgebras of g.

Next, it turns out that any finite dimensional (abstract) Lie algebra g can be viewed
as the Lie algebra of a Lie group, which may even be chosen to be a subgroup of GL(n,R)
(for sufficiently large n). This is done by showing that any finite dimensional Lie algebra
is isomorphic to a Lie algebra of matrices, i.e. a Lie subalgebra of gl(n,R) for sufficiently
large n. Then the result above implies the existence of a Lie group G with Lie algebra
g together with an injective homomorphism i : G→ GL(n,R). Therefore, to study the
Lie algebras of Lie groups, one has to study all finite dimensional Lie algebras.

Finally, we want to discuss the question of existence of homomorphisms between
Lie groups. There is a topological restriction to be taken into account. Suppose that
G and H are connected Lie groups with Lie algebras g and h and that f : g → h
is a homomorphism of Lie algebras. Then one shows that there is a smooth map
ϕ : U → H, where U ⊂ G is an open subset containing e such that ϕ(e) = e and
ϕ(g1g2) = ϕ(g1)ϕ(g2) whenever g1, g2 and g1g2 all lie in U with derivative ϕ′ = Teϕ =
f . If G is simply connected (a topological property) then there even exists a smooth
homomorphism ϕ : G → H with ϕ′ = f . If G is not simply connected, then one can
construct a Lie group G̃ (called the universal covering of G) which also has Lie algebra
g together with a surjective homomorphism p : G̃→ G such that p′ is the identity. The
kernel of p is a discrete normal subgroup of G̃. Hence one obtains a homomorphism
ϕ̃ : G̃ → H such that ϕ̃′ = f . To check whether there is a homomorphism ϕ : G → H
with ϕ′ = f one then only has to check whether ϕ̃ vanishes on the kernel of p.

Applying the last result to the case H = GL(n,K) we see in particular that for
a connected and simply connected group G with Lie algebra g representations of G
are in bijective correspondence with representations of g. This applies for example to
G = GL(n,C) and G = SL(n,C).

Finally, I want to mention a result that shows that the multiplication on a con-
nected Lie group G is encoded in the Lie bracket of the Lie algebra g: There is a
universal expression CH, called the Campbell–Hausdorff series, which only uses iter-
ated Lie brackets, such that exp(X) exp(Y ) = exp(CH(X, Y )) for X, Y close enough to
zero. There is a (fairly complicated) explicit formula for this series, the first few terms
are:

CH(X, Y ) = X + Y + 1
2
[X, Y ] + 1

12
([X, [X, Y ]]− [Y, [Y,X]]) + . . .





CHAPTER 2

General theory of Lie algebras

Having clarified why it is useful to study Lie algebras and their representations, we
can now start to develop the general theory from scratch. The first step is to identify
several basic classes of Lie algebras, the two most important of which are solvable and
semisimple Lie algebras.

Basic classes of Lie algebras

2.1. Solvable and nilpotent Lie algebras. While it is possible to define and
study Lie algebras over arbitrary fields, we restrict to the cases of real and complex Lie
algebras.

Definition 2.1. (1) A Lie algebra over K = R or C is a K–vector space g together
with a bilinear map [ , ] : g × g → g, called the Lie bracket of g, which is skew
symmetric, i.e. [Y,X] = −[X, Y ] for all X, Y ∈ g and satisfies the Jacobi identity, i.e.
[X, [Y, Z]] = [[X, Y ], Z] + [Y, [X,Z]] for all X, Y, Z ∈ g.
(2) Let (g, [ , ]) be a Lie algebra. A Lie subalgebra of g is a linear subspace h ⊂ g which
is closed under the Lie bracket, i.e. such that [X, Y ] ∈ h for all X, Y ∈ h. We write
h ≤ g is h is a Lie subalgebra of g. Of course, in this case (h, [ , ]) is a Lie algebra, too.
(3) If g and h are Lie algebras then a homomorphism ϕ : g→ h of Lie algebras is a linear
mapping which is compatible with the brackets, i.e. such that [ϕ(X), ϕ(Y )] = ϕ([X, Y ])
for all X, Y ∈ g.
(4) An isomorphism of Lie algebras is a bijective homomorphism. It is an easy exercise
to show that the inverse of such a homomorphism is a homomorphism, too. If there is
an isomorphism ϕ : g→ h, then g and h are called isomorphic and we write g ∼= h.

Example 2.1. (0) If V is any K–vector space, then we can define the bracket to be
identically zero, thus making V into a Lie algebra. Such Lie algebras are called Abelian.

(1) From 1.3 we know the example of the Lie algebra gl(n,K) = Mn(K) of n×n–matrices
with entries from K with the commutator of matrices as the Lie bracket. In 1.4 we have
seen several examples of Lie subalgebras in gl(n,K), like sl(n,K) and so(n) ⊂ gl(n,R).

As a slight variation, we may look at an arbitrary K–vector space V and define
gl(V ) as the space L(V, V ) of linear maps from V to itself with the pointwise vector
space operations and the bracket defined by the commutator of linear maps, i.e. [ϕ, ψ] =
ϕ ◦ ψ − ψ ◦ ϕ. The proof that this satisfies the Jacobi identity is exactly as in the case
of matrices in 1.3
(2) Direct sums: If g and h are Lie algebras, then the direct sum g⊕h is just the vector
space direct sum (i.e. g× h with the component wise vector space operations) together
with the component wise Lie bracket, i.e. [(X1, Y1), (X2, Y2)] := ([X1, X2], [Y1, Y2]). Ver-
ifying that this is again a Lie algebra is a trivial exercise.
(3) Low dimensional examples: If dim(g) = 1, then choosing a nonzero element X ∈ g,
we can write any element of g as aX for some a ∈ K. Then [aX, bX] = ab[X,X] by

13
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bilinearity of the bracket and [X,X] = −[X,X] and thus [X,X] = 0 by skew symmetry.
Hence any one–dimensional Lie algebra is Abelian.

For dim(g) = 2, there is the possibility to have a non–trivial Lie bracket. Consider

a(1,K) :=

{(
a b
0 0

)}
⊂ gl(2,K). One immediately verifies that[(

a b
0 0

)
,

(
a′ b′

0 0

)]
=

(
0 ab′ − a′b
0 0

)
,

so this is a Lie subalgebra with non–trivial bracket. Taking the basis consisting of
X, Y ∈ a(1,K), where X corresponds to a = 1 and b = 0, while Y corresponds to a = 0
and b = 1, we see that [X, Y ] = Y .

Indeed, we can easily verify that any two dimensional K–Lie algebra g with nonzero
bracket is isomorphic to a(1,K): Taking any basis {v, w} for g we see that

[av + bw, cv + dw] = ac[v, v] + bc[w, v] + ad[v, w] + bd[w,w]

by bilinearity. Skew symmetry gives [v, v] = [w,w] = 0 and [w, v] = −[v, w], so this
reduces to (ad − bc)[v, w]. Since the bracket is nonzero we see that Y ′ := [v, w] 6= 0.
Choosing a linearly independent vector X ′ we see that [X ′, Y ′] must be a nonzero
multiple of Y ′, so replacing X ′ by an appropriate multiple we get [X ′, Y ′] = Y ′. Mapping
X ′ to X and Y ′ to Y defines a linear isomorphism ϕ : g → a(1,K). From above we
however conclude that [aX ′+ bY ′, cX ′+dY ′] = (ad− bc)Y ′ and the same equation with
X and Y instead of X ′ and Y ′, so ϕ is a Lie algebra homomorphism.

If (g, [ , ]) is a Lie algebra and A,B ⊂ g are nonempty subsets, then we denote by
[A,B] the vector space generated by all all elements of the form [a, b] with a ∈ A and
b ∈ B. In this notation, the definition of a Lie subalgebra simply reads as a subspace
h ⊂ g such that [h, h] ⊂ h. Clearly, the intersection of an arbitrary family of subalgebras
of g is again a subalgebra, so for any subset A ⊂ g, there is a smallest subalgebra of g
which contains A, called the subalgebra generated by A.

To form quotients of Lie algebras, one needs a strengthening of the notion of a
subalgebra. We say that a subalgebra h ≤ g is an ideal in g and write h / g if [g, h] ⊂ h,
i.e. [X, Y ] ∈ h for X ∈ g and Y ∈ h. If h is an ideal in g, we can look at the
quotient space g/h = {X + h : X ∈ g}. For X, Y ∈ g and H,K ∈ h we have
[X+H,Y +K] = [X, Y ]+[X,K]+[H, Y ]+[H,K], and since h is an ideal, the last three
summands lie in h. Hence we see that [X+h, Y +h] := [X, Y ] +h is a well defined skew
symmetric bilinear map (g/h) × (g/h) → (g/h), and it is clear that this also satisfies
the Jacobi–identity. This is called the quotient of g by the ideal h. By construction, the
natural map π : g→ g/h defined by π(X) := X+h is a homomorphism of Lie algebras.
As for subalgebras, the intersection of any family of ideals in g is again an ideal in g,
for any subset A ⊂ g, there is the ideal generated by A.

Let g and h be Lie algebras and ϕ : g→ h a homomorphism. Then the image im(ϕ)
is a linear subspace of h, while the kernel ker(ϕ) is a linear subspace of g. Now the
equation [ϕ(X), ϕ(Y )] = ϕ([X, Y ]) implies that im(ϕ) is closed under the bracket and
thus a subalgebra of h, and on the other hand ϕ([X, Y ]) = 0 for X ∈ ker(ϕ) and Y ∈ g,
so ker(ϕ) is even an ideal in g.

Next, for an arbitrary Lie algebra g consider the subspace [g, g] ⊂ g. Since for
X, Y ∈ g we by definition have [X, Y ] ∈ [g, g] this is an ideal in g and the induced
bracket on g/[g, g] is identically zero. Indeed, this is the largest Abelian quotient of g,
since any homomorphism from g to an Abelian Lie algebra must by definition vanish
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on [g, g] and thus factor over this quotient. The ideal [g, g] / g is called the commutator
ideal . This idea can now be extended to two sequences of ideals in g.

Before we do this, let us note one more fact: Suppose that h1 and h2 are two ideals in
g. For X ∈ g, H1 ∈ h1 and H2 ∈ h2 we have [X, [H1, H2]] = [[X,H1], H2] + [H1, [X,H2]]
by the Jacobi identity. Since h1 is an ideal we have [X,H1] ∈ h1 and thus the first
summand lies in [h1, h2]. Similarly, the second summand lies in [h1, h2], which implies
that [h1, h2] is an ideal in g, which by construction is contained in h1 ∩ h2.

Now let us define g1 = g, g2 = [g, g] and inductively gk+1 = [g, gk]. Inductively, we
see that each gk is an ideal in g and gk+1 ⊂ gk. The sequence g ⊃ g2 ⊃ · · · ⊃ gk ⊃
gk+1 ⊃ . . . is called the lower central series of g. The Lie algebra g is called nilpotent
if gk = 0 for some k ∈ N. Nilpotency simply means that applying sufficiently many
brackets one always ends up with zero.

On the other hand, we define g(1) = g and inductively, g(k+1) := [g(k), g(k)]. From
above, we again see inductively that each g(k) is an ideal in g, and clearly we have
g(k+1) ⊂ g(k). Hence we get another decreasing sequence g ⊃ g(2) ⊃ · · · ⊃ g(k) ⊃
g(k+1) ⊃ . . . , which is called the derived series of g. The Lie algebra g is called solvable
if g(k) = 0 for some k ∈ N. By construction, we have g2 = g(2) ⊂ g1 = g(1), which
inductively implies g(k) ⊂ gk. In particular, any nilpotent Lie algebra is solvable.

Suppose that h ≤ g is a subalgebra. Then clearly hk ⊂ gk and h(k) ⊂ g(k), so if
g is nilpotent (respectively solvable), then also h is nilpotent (respectively solvable).
Similarly, if h / g is any ideal, then the canonical homomorphism g → g/h induces
surjections gk → (g/h)k and g(k) → (g/h)(k). Consequently, quotients of nilpotent
(solvable) Lie algebras are nilpotent (solvable).

There is a nice characterization of solvable Lie algebras in terms of extensions which
also implies a converse to these results. Suppose that g is a Lie algebra and we have a
finite sequence g ⊃ g1 ⊃ · · · ⊃ gk−1 ⊃ gk = {0} such that each gj+1 is an ideal in gj
such that the quotient gj/gj+1 is Abelian. By the universal property of the commutator
ideal, since g/g1 is Abelian we must have [g, g] ⊂ g1, and inductively it follows that
g(j) ⊂ gj. In particular g(k) = 0, so g is solvable. Conversely, the derived series of a
solvable Lie algebra is a sequence of this type, so this is a characterization of solvability.
From this characterization one immediately concludes that if g is any Lie algebra which
has a solvable ideal h / g such that the quotient g/h is solvable, then also g itself is
solvable.

Remark 2.1. While the name “nilpotent” seems pretty self–explanatory, it seems
worthwhile to make a comment on the origin of the term “solvable”. The name comes
from the analogous notion for finite groups and arose in the theory of the Galois group
associated to a polynomial in the early 19th century. As in the case of Lie algebras,
a finite group is solvable if and only if it can be built up step by step from Abelian
groups. The Abelian Galois group Zn = Z/nZ corresponds to polynomials of the form
xn − a. Of course, the solutions of xn − a = 0 are exactly the nth roots of a. If the
Galois group G of a polynomial p is solvable, then the step by step construction of G
from Abelian groups corresponds to constructing a solution of the equation p(x) = 0 in
terms of iterated radicals. Indeed, the existence of such a solution is equivalent to the
Galois group being solvable. The Galois group of a polynomial of degree n is a subgroup
of the permutation group Sn of n letters (which permutes the n solutions of p(x) = 0).
The fact that polynomials of degree ≤ 4 can be solved using radicals comes from the
fact that Sn (and hence any subgroup of Sn) is solvable for n ≤ 4. The group S5 is not
solvable, (and there are polynomials having S5 as their Galois group), which implies
that polynomial equations of degree ≥ 5 can not be solved using radicals in general.



16 2. GENERAL THEORY OF LIE ALGEBRAS

2.2. The theorems of Engel and Lie. In example (4) of 1.4 we have introduced
the Lie algebras b(n,K) and n(n,K) of upper triangular and strictly upper triangular
n × n–matrices with entries from K. If X, Y ∈ b(n,K) are upper triangular, then the
product XY is upper triangular, and its entries on the main diagonal are exactly the
products xiiyii of the corresponding entries of X and Y . Consequently, the commutator
[X, Y ] is not only upper triangular, but also has zeros in the main diagonal, so we
see that [b(n,K), b(n,K)] ⊂ n(n,K). It is easy to see that these two subspaces are
actually equal, but this is not important for the following arguments. Now assume that
X, Y ∈ n(n,K) are strictly upper triangular. Then xij = 0 for j < i+1 and similarly for
Y . Now the (i, j)–component of XY is given as

∑n
k=1 xikykj. Now xik = 0 for k < i+ 1

while ykj = 0 for j < k + 1. In particular, there is no nonzero summand if j < i + 2,
and the same holds for the commutator [X, Y ]. Hence n(n,K)2 is contained in (and
actually equal to) the space of those upper triangular matrices which have zeros also
in the first diagonal above the main diagonal. Similarly, one shows that if yij = 0 for
j < i + ` and X ∈ n(n,K) is arbitrary, then the (i, j)–components of XY and [X, Y ]
vanish for j < i+ `+ 1. Hence the (i, j)–components of any element of n(n,K)3 vanish
for j < i+3, and inductively we see that n(n,K)n = {0}. Hence the Lie algebra n(n,K)
is nilpotent.

On the other hand, we have seen that [b(n,K), b(n,K)] is contained in n(n,K), so it
is nilpotent and thus solvable. On the other hand, the quotient b(n,K)/[b(n,K), b(n,K)]
is Abelian, and hence also solvable. In the end of 2.1 we have observed that this implies
that b(n,K) is solvable. The Lie algebra b(n,K) is however not nilpotent (for n > 1).
Essentially, we have seen this in example (3) of 2.1 already: Since any Lie subalgebra
of a nilpotent Lie algebra is nilpotent, nilpotency of b(n,K) would imply nilpotency
of b(2,K), which in turn would imply nilpotency of the Lie algebra a(1,K) from that
example. However, we have seen that there are elements X, Y ∈ a(1,K) such that
[X, Y ] = Y , and thus [X, [X, Y ]] = Y , and so on, so we get arbitrarily long nonzero
brackets.

The theorems of Engel and Lie state that these examples are typical. Before we
move to these theorems, let us recall some facts from linear algebra as a warm up:

Proposition 2.2. (1) Let V be a finite dimensional K–vector space and ϕ : V → V
a linear map. Then the following conditions are equivalent:

(i) ϕ is nilpotent, i.e. there is an N ∈ N such that ϕN = 0.
(ii) There is a sequence {0} = V0 ⊂ V1 ⊂ · · · ⊂ V`−1 ⊂ V` = V of subspaces such

that ϕ(Vi) ⊂ Vi−1 for all i = 1, . . . , `.
(iii) The matrix representation of ϕ with respect to an appropriate basis of V is

strictly upper triangular.

(2) Let V be an n–dimensional complex vector space and ϕ : V → V a complex linear
map. Then there is a sequence V1 ⊂ V2 ⊂ · · · ⊂ Vn−1 ⊂ V of subspaces such that
dim(Vi) = i and ϕ(Vi) ⊂ Vi for all i = 1, . . . n− 1. Moreover, the matrix representation
of ϕ with respect to an appropriate basis of V is upper triangular.

Proof. (1) (i) =⇒ (ii): Define Vi := ker(ϕi) for i > 0. Then ϕi+1(v) = ϕ(ϕi(v))
implies that Vi ⊂ Vi+1 and if ϕN = 0, then VN = V . On the other hand, ϕi−1(ϕ(v)) =
ϕi(v) implies that ϕ(Vi) ⊂ Vi−1.
(ii) =⇒ (iii): Let ij denote the dimension of Vj. Choosing a basis {v1, . . . , vi1} for
V1, extending it to a basis of V2, then to a basis of V3, and so on, we obtain a basis
{v1, . . . , vi`} of V such that {v1, . . . , vij} is a basis of Vj for all j = 1, . . . , `. Now
ϕ(V1) ⊂ {0} implies that ϕ(v1) = · · · = ϕ(vi1) = 0, so the first i1 columns of the matrix
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representation of ϕ consist of zeros only. Next, ϕ(V2) ⊂ V1 implies that ϕ(vk) can be
written as a linear combination of v1, . . . , vi1 for k = i1 + 1, . . . , i2. In particular, only
basis vectors coming before vk show up in this linear combination, which implies that
all entries in the columns i1 + 1, . . . , i2 lie strictly above the main diagonal. Iterating
this argument, the result follows.
(iii) =⇒ (i): We have seen above, that sufficiently large powers of strictly upper trian-
gular matrices are zero.
(2) By induction on n = dim(V ). If n = 1, there is nothing to prove. For n > 1, since
C is algebraically closed, there is an eigenvector v1 for ϕ, and we define V1 ⊂ V to be
the one–dimensional subspace spanned by v1. The fact that v1 is an eigenvector means
that ϕ(V1) ⊂ V1. Now we define W := V/V1 and denote by π : V → W the canonical
map. Since ϕ(V1) ⊂ V1, we see that ϕ̃(v + V1) := ϕ(v) + V1 is a well defined C–linear
map W → W . By induction, there is a sequence W1 ⊂ · · · ⊂ Wn−2 ⊂ W such that
dim(Wi) = i and ϕ̃(Wi) ⊂ Wi for all i. Define Vi := π−1(Wi−1) for i = 2, . . . , n − 1.
Then of course dim(Vi) = i, and the definition of ϕ̃ reads as π ◦ ϕ = ϕ̃ ◦ π. Hence for
v ∈ Vi, we have π(v) ∈ Wi−1 and thus ϕ̃(π(v)) = π(ϕ(v)) ∈ Wi−1. But this means that
ϕ(v) ∈ Vi by construction, so we have constructed an appropriate sequence of subspaces.
The second part of the claim is proved exactly like (ii) =⇒ (iii) above. �

The theorems of Engel and Lie generalize these facts from single linear maps to whole
Lie algebras. Therefore, we will have to deal with simultaneous eigenvectors. Suppose
that V is a vector space, A ⊂ L(V, V ) a linear subspace, and that v ∈ V is a nonzero
vector which is an eigenvector for any map contained in A. Then for any ϕ ∈ A, there
is a number λ(ϕ) ∈ K such that ϕ(v) = λ(ϕ)v. Of course, (ϕ+ rψ)(v) = ϕ(v) + rψ(v),
which immediately implies that λ(ϕ + rψ) = λ(ϕ) + rλ(ψ), so ϕ 7→ λ(ϕ) is actually a
linear map A→ K, i.e. a linear functional on A. As in the case of a single linear map,
the set {v ∈ V : ϕ(v) = λ(ϕ)v ∀ϕ ∈ A} is obviously a linear subspace of V , which is
called the λ–eigenspace of A.

Lemma 2.2. Let V be a K–vector space, g a Lie subalgebra of L(V, V ), h an ideal
in g and λ : h → K a linear functional. Then the subspace W := {v ∈ V : H(v) =
λ(H)v ∀H ∈ h} is g–invariant, i.e. X(w) ∈ W for all X ∈ g and w ∈ W .

Proof. Take w ∈ W , X ∈ g, and H ∈ h. Then by definition of the commutator
we get H(X(w)) = X(H(w)) + [H,X](w). Since X is linear, the first term on the right
hand side gives λ(H)X(w) (which is what we want), and since h is an ideal we have
[H,X] ∈ h, so the second term gives λ([H,X])w. Hence we can complete the proof by
showing that λ([H,X]) = 0 for all X ∈ g and H ∈ h.

Fix X ∈ g and 0 6= w ∈ W and consider the largest number k ∈ N such that
{w,X(w), X2(w) = X(X(w)), . . . , Xk(w)} are linearly independent. Let U ⊂ V be
the subspace spanned by these elements. We claim that for u ∈ U we also have
X(u) ∈ U . Of course, it suffices to verify this for the basis elements w, . . . , Xk(w),
and for all but the last basis elements it is obvious. However, by construction, the set
{w,X(w), . . . , Xk(w), Xk+1(w)} is linearly dependent, which implies that Xk+1(w) can
be written as a linear combination of w, . . . , Xk(w) and thus the claim. Let us denote
by ρX : U → U the linear map u 7→ X(u).

Next, consider an arbitrary element H ∈ h. Then we know that H(w) = λ(H)w
and we have seen above that H(X(w)) = λ(H)X(w) + λ([H,X])w. We next prove by
induction that H(X i(w)) equals the sum of λ(H)X i(w) and a linear combination of
Xj(w) for j < i. Since we have just verified the case i = 1, let us assume that i > 1
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and we have proved the statement for X i−1(w). As above, we have

HX i(w) = [H,X]X i−1(w) +XHX i−1(w).

Since [H,X] ∈ h the first summand in the right hand side produces only a linear
combination of terms of the form Xj(w) for j < i. Again by induction hypothesis, we
second term can be written as X(λ(H)X i−1(w) + Y ) where Y is a linear combination
of Xj(w) for j < i− 1, and the claim follows immediately.

This claim shows that H(u) ∈ U for all H ∈ h and u ∈ U , so we also have the map
ρH : U → U for allH ∈ h. But we see much more, namely that the matrix representation
of ρH in the basis {w,X(w), . . . , Xk(w)} is upper triangular, with all entries on the
main diagonal equal to λ(H). Hence we conclude that λ(H) = 1

k+1
tr(ρH). But now for

arbitrary H ∈ h, we have [H,X](u) = (HX −XH)(u), i.e. ρ[H,X] = ρH ◦ ρX − ρX ◦ ρH .
But this implies that

λ([H,X]) = 1
k+1

tr(ρ[H,X]) = 1
k+1

(tr(ρH ◦ ρX)− tr(ρX ◦ ρH)) = 0,

since the trace is linear and independent of the ordering of the factors in a product. �

We are now ready to formulate the theorems of Lie and Engel:

Theorem 2.2. (1) [Engel] Let V be a K–vector space and g ⊂ L(V, V ) a Lie
subalgebra such that the linear map X : V → V is nilpotent for any X ∈ g. Then there
is a nonzero vector v ∈ V such that X(v) = 0 for all X ∈ g.
(2) [Lie] Let V be a complex vector space and g a Lie algebra of complex linear maps
V → V (but not necessarily a complex subspace of LC(V, V )). If g is solvable, then there
is a nonzero vector v ∈ V which is a common eigenvector for all X ∈ g, i.e. there is a
linear functional λ : g→ C such that X(v) = λ(X)v for all X ∈ g.

Proof. (1) By induction on n := dim(g). For n = 1, we have g = {tX : t ∈ K},
where X : V → V is nilpotent, and we see from part (1) of the above proposition that
X has non–trivial kernel. Of course, if X(v) = 0 then also tX(v) = 0 for t ∈ K.

Assuming n > 1, the main step in the proof is to show that there is an ideal h / g
such that dim(h) = dim(g) − 1. To do this consider a maximal proper Lie subalgebra
h ⊂ g. (Since any one–dimensional subspace of g is a Lie subalgebra, there exists a
maximal subalgebra h 6= g.) For X ∈ h consider the map adX : g → g defined by
adX(Y ) = [X, Y ]. Since h is a Lie subalgebra of g, we have adX(Y ) ∈ h for all Y ∈ h,
so we get a well defined map ρX ∈ L(g/h, g/h) by putting ρX(Y + h) = [X, Y ] + h.

Now we obviously have ρX1+tX2 = ρX1 +tρX2 , so {ρX : X ∈ h} is a linear subspace of
L(g/h, g/h). The Jacobi identity [X, [Y, Z]] = [[X, Y ], Z]+ [Y, [X,Z]] can be interpreted
as adX ◦ adY = ad[X,Y ] + adY ◦ adX , i.e. ad[X,Y ] is the commutator of adX and adY .
Consequently, we also have ρ[X,Y ] = [ρX , ρY ] for all X, Y ∈ h, so {ρX : X ∈ h} is a
Lie subalgebra of L(g/h, g/h). The dimension of this space is of course ≤ dim(h) and
in particular smaller than n, so we can apply the induction hypothesis to it, once we
have shown that each ρX is a nilpotent map. Of course, it suffices to prove that adX is
nilpotent for each X.

By definition, adX(Y ) = XY − Y X and consequently ad2
X(Y ) = X2Y − 2XYX +

Y X2. Inductively, we see that admX(Y ) is a linear combination of expressions of the
form X iY Xm−i for 0 ≤ i ≤ m. Since X is nilpotent, we know that XN = 0 for some
N ∈ N. But then if m ≥ 2N then in each of the summands X iY Xm−i either X i = 0 or
Xm−i = 0, so we conclude that ad2N

X = 0.
By induction hypothesis we now find a element Y + h ∈ g/h, which is nonzero

(i.e. Y /∈ h) such that ρX(Y ) = 0 for all X ∈ h. This means that [X, Y ] ∈ h for all
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X ∈ h. Thus denoting by h′ the subspace of g spanned by h and Y , we see that h′ is
a Lie subalgebra of g and h is an ideal in h′. Since h was assumed to be a maximal
proper subalgebra, we must have h′ = g, which implies that h is an ideal in g and
dim(h) = dim(g)− 1.

Applying the induction hypothesis to h we find a nonzero element v ∈ V such that
X(v) = 0 for all X ∈ h. This means that the space W := {v ∈ V : X(v) = 0 ∀X ∈ h}
is nontrivial. By the Lemma, W is g invariant, so Y (w) ∈ W for all w ∈ W . But since
Y is nilpotent as a map V → V it is also nilpotent as a map W → W , so Y : W → W
has nontrivial kernel. Hence there is an element 0 6= w ∈ W such that Y (w) = 0. But
w ∈ W also means X(w) = 0 for all X ∈ h, so we see that all elements of g map w to
zero.
(2) Again, we proceed by induction on n = dim(g). The case n = 1 reduces to the fact
that any complex linear map admits an eigenvector, so we assume n > 1 and we first
need an ideal h in g such that dim(h) = dim(g)−1. Indeed, since g is solvable, [g, g] must
be a proper subspace of g. (Otherwise, we would have g(2) = g and hence g(k) = g for all
k.) Consequently, the Abelian Lie algebra g/[g, g] has dimension at least one. Choose
a nonzero real linear map α : g/[g, g]→ R and let π : g→ g/[g, g] be the natural map.
Then both π and α are homomorphisms of Lie algebras, so α ◦ π is a homomorphism
and thus h := ker(α ◦ π) is an ideal in g. By construction, dim(h) = dim(g)− 1 and h
is solvable as a Lie subalgebra of the solvable Lie algebra g.

By induction hypothesis, there is a nonzero vector v0 ∈ V and a real linear functional
λ : h → C such that X(v0) = λ(X)v0 for all X ∈ h. Hence the space W := {v ∈ V :
X(v) = λ(X)v ∀X ∈ h} is a nontrivial complex subspace of V and it is g–invariant
by the Lemma. Choosing a nonzero element Y ∈ g \ h, we see that g is spanned by Y
and h, and we consider Y as a linear map W → W . Since Y is complex linear, it has an
eigenvector w ∈ W . Denoting by a ∈ C the corresponding eigenvalue, we let λ̃ : g→ C
be the unique real linear map such that λ̃|h = λ and λ̃(Y ) = a. Then by construction

X(w) = λ̃(X)w for all X ∈ g. �

As in the case of a single linear map discussed in the proof of the proposition, one
easily derives from this the following consequence. Filling in the details of the proof is
a highly recommended exercise.

Corollary 2.2. (1) Let g ⊂ L(V, V ) be a Lie subalgebra which satisfies the as-
sumptions of Engel’s theorem. Then there is a basis of V with respect to which any
element X ∈ g is represented by a strictly upper triangular matrix. In particular, the
Lie algebra g is isomorphic to a Lie subalgebra of some n(n,K) and thus nilpotent.
(2) Let V be a complex vector space and g ⊂ LC(V, V ) be a solvable (but not necessarily
complex) Lie subalgebra. Then there is a basis of V with respect to which any element
X ∈ g is represented by an upper triangular matrix. In particular, g is isomorphic to a
Lie subalgebra of some b(n,C).

It should be noted that part (2) actually provides an equivalent condition for simul-
taneous triangulability of families of linear mappings on complex vector spaces. Namely,
if V is a finite dimensional complex vector space and A ⊂ LC(V, V ) is any set of linear
maps, then there is a basis of V with respect to which all elements of A are represented
by upper triangular matrices, if and only if the real Lie algebra g generated by A is
solvable. Indeed, if g is solvable, then part (2) of the corollary provides such a basis.
Conversely, given such a basis, the set A becomes a subset of b(n,C) where n = dim(V ),
and since this is a Lie algebra containing A, it also contains g. Since b(n,C) is solvable,
we conclude that g is solvable, too.
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2.3. Semisimple, simple, and reductive Lie algebras.

Definition 2.3. Let g be a Lie algebra over K = R or C.
(1) g is called semisimple if it has no nonzero solvable ideal.
(2) g is called simple if g = [g, g] and the only ideals in g are {0} and g.
(3) g is called reductive, if any solvable ideal of g is contained in the center z(g) :=
{X ∈ g : [X, Y ] = 0 ∀Y ∈ g} of g.

Remark 2.3. (1) Obviously, the class of solvable Lie algebras (which in particular
includes nilpotent and Abelian Lie algebras) is disjoint from the class of semisimple Lie
algebras. We shall see later that any Lie algebra splits into a solvable and a semisimple
part.
(2) There is a small choice in the notion of a simple Lie algebra, which is whether one–
dimensional Lie algebras (which are automatically Abelian, see 2.1) should be considered
as simple or not. I have chosen not to do so, which is the reason for putting the condition
that g = [g, g] in the definition of a simple Lie algebra. This has the advantage that it
ensures that a simple Lie algebra cannot be solvable, since g = [g, g] implies g = g(k)

for all k ∈ N. In particular this implies that any simple Lie algebra is semisimple.
(3) By construction, the center z(g) of a Lie algebra g is an Abelian ideal in g. This
immediately implies that any semisimple Lie algebra has trivial center, and that the
solvable ideals of a reductive Lie algebra are exactly the subspaces of its center.
(4) We have noted in 2.2 that if h / g is an ideal, then also [h, h] is an ideal in g.
Inductively, we see that any term h(k) in the derived series of h is an ideal in g. In
particular, if h is solvable, then the last nontrivial term in the derived series is an
Abelian ideal in g. Thus, a Lie algebra is semisimple if and only if it does not contain
a nonzero Abelian ideal.

Example 2.3. (1) The fundamental example of a simple Lie algebra is provided by
the algebra sl(n,K) of all tracefree n× n–matrices with entries in K for n ≥ 2. Let Eij
be the elementary matrix, which has a one in the j–th column of the i–th row and all
other entries equal to zero. The multiplication rule for elementary matrices is simply
EijEk` = δjkEi`, where δjk is the Kronecker delta, i.e. zero for j 6= k and one for j = k.
Clearly, the elements of the forms Eij and Eii − Ejj for i 6= j span the vector space g.
Now for i 6= j we have [Eii − Ejj, Eij] = 2Eij and [Eij, Eji] = Eii − Ejj, which shows
that [g, g] = g.

To prove simplicity, let h / g be a nonzero ideal in g. One immediately verifies that
for A ∈ g and any i, j the commutator [Eij, A] is obtained by taking the matrix whose
i–th row is the j–th row of A while all other rows are zero, and subtracting from it the
matrix whose j–th column is the i–th column of A while all other columns are zero.
Now we first observe that this implies that h contains a matrix which has a nonzero
off–diagonal entry. Indeed, if A = (aij) ∈ h is diagonal, then since A is tracefree, we
find indices i 6= j such that aii − ajj 6= 0. But then [Eij, A] has in the i–th row of the
j–th column the entry ajj−aii and thus a nonzero off–diagonal entry. But now suppose
that A = (aij) ∈ h is such that aji 6= 0 for some fixed i 6= j. Then using our description
one immediately verifies that [Eij, [Eij, A]] = −2ajiEij, which implies Eij ∈ h. Thus,
also [Eij, Eji] = Eii − Ejj ∈ h, which in turn implies Eji in h. If n = 2, we are finished
here, otherwise we next observe that for k 6= i, j we have [Eij, Ejk] = Eik ∈ h and hence
E`k = [E`i, Eik] ∈ h for ` 6= i, k. Since similar as above we can also get the diagonal
matrices contained in g, this implies h = g.
(2) From simplicity of sl(n,K), we can immediately conclude that g := gl(n,K) is a
reductive Lie algebra. Let us first describe the center of g. Denoting by I the n×n–unit
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matrix, we clearly have [I, A] = 0 for all A ∈ g, so K · I := {tI : t ∈ K} ⊂ z(g). On

the other hand, any A ∈ g can be written (uniquely) as A = tr(A)
n

I + (A − tr(A)
n

I) and
the second summand is obviously tracefree, which implies that g = K · I⊕ sl(n,K) as a
vector space.

Since the commutator of any two matrices is tracefree, we see that [g, g] ⊂ sl(n,K)
and from (1) we see that we must have equality. For a solvable ideal h in g the inter-
section of h with sl(n,C) is a solvable ideal in that Lie algebra and thus has to vanish.
But clearly [g, h] ⊂ h ∩ [g, g] = {0}, so h ⊂ z(g) and hence g is reductive. In particular,
z(g) ∩ [g, g] = {0}, and since K · I ⊂ z(g) we conclude that z(g) = K · I. Hence we see
that g = z(g)⊕ [g, g] as a Lie algebra. We will see later that this is always the case for
reductive Lie algebras.
(3) In example (2) of 2.1 we have met the direct sum g ⊕ h of two Lie algebras. By
construction, g = {(X, 0) : X ∈ g} ⊂ g⊕ h is an ideal and similarly for h. By definition
of the bracket on g ⊕ h the projection onto the first factor is a surjective Lie algebra
homomorphism πg : g ⊕ h → g, and similarly for h. Now if a ⊂ g ⊕ h is an ideal, then
πg(a) ⊂ g is immediately seen to be an ideal in g. Assuming that a is solvable and g
is semisimple, we see that πg(a) = 0, since this is also solvable, and thus a ⊂ h. If h is
semisimple, too, then this implies a = {0}, so we conclude that the direct sum of two
semisimple Lie algebras is semisimple.

Clearly, we can also form direct sums of finitely many factors, and in particular we
see that a (finite) direct sum of simple Lie algebras is semisimple. We shall see below
that also the converse is true, i.e. any semisimple Lie algebra is a direct sum of simple
ideals.

Representations and the Killing Form

Having introduced the basic subclasses of Lie algebras, we next characterize theses
classes in terms of a canonical invariant bilinear form, called the Killing form. This
form is a special case of a more general construction of invariant bilinear forms from
representations of a Lie algebra.

2.4. Representations. We have already met the definition of a representation of
a Lie algebra in 1.5:

Definition 2.4. A (finite–dimensional) representation of a Lie algebra g on a
(finite–dimensional) K–vector space V is a homomorphism ρ : g → gl(V ) of Lie al-
gebras.

In the finite dimensional case, we may always choose a basis to identify V with Kn

for n = dim(V ) and thus view representations as homomorphisms to gl(n,K), but it
will often be more convenient to work with an abstract vector space. We have also
noted already that one may equivalently view a representation as being given by a
bilinear map ρ : g×V → V such that ρ([X, Y ], v) = ρ(X, ρ(Y, v))−ρ(Y, ρ(X, v)). If the
representation under consideration is clear from the context, then we will often simply
write X · v or Xv for ρ(X)(v).

If g is real, then by a complex representation we will mean a representation by
complex linear maps on a complex vector space. In the picture of bilinear maps, this
simply means that ρ : g× V → V is complex linear in the second variable. If g is itself
complex, then “complex representation” will also mean that the homomorphism defining
the representation is complex linear, or in the bilinear picture that ρ : g × V → V is
complex bilinear.
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If ρ : g → gl(V ) and ρ′ : g → gl(V ′) are representations, then a homomorphism
from ρ to ρ′ is a linear map ϕ : V → V ′ which is compatible with the g actions, i.e.
such that ϕ(ρ(X)(v)) = ρ′(X)(ϕ(v)) or in the simple notation ϕ(X · v) = X · ϕ(v).
Homomorphisms of representations are also called intertwining operators or equivariant
maps. An isomorphism of representations is a bijective homomorphism. If ϕ : V → W is
an isomorphism, then the inverse map ϕ−1 : W → V is automatically a homomorphism,
too.

A representation is called trivial if any X ∈ g acts by the zero map on V .
An important example of a representation of a Lie algebra is the adjoint repre-

sentation, ad : g → gl(g) defined by ad(X)(Y ) := [X, Y ]. As we have seen in the
proof of theorem 2.2, the Jacobi identity for the bracket exactly states that this is a
representation of g.

A representation ρ : g → gl(V ) is called faithful iff the map ρ is injective. If this
is not the case, then the kernel of ρ is an ideal in g. In particular, considering the
adjoint representation we see that the kernel by definition is the set of all X ∈ g such
that [X, Y ] = 0 for all Y ∈ g, so this is exactly the center of g. On the other hand,
by definition any non–trivial representation of a simple Lie algebra is automatically
faithful.

Suppose that ρ : g→ gl(V ) is a representation. A subrepresentation or an invariant
subspace of V is a linear subspace W ⊂ V such that ρ(X)(w) ∈ W for all X ∈ g and
all w ∈ W . A representation V is called irreducible iff {0} and V are the only invariant
subspaces.

Lie’s theorem from 2.2 above immediately gives us some information on complex
representations of solvable Lie algebras. Indeed, the statement immediately implies
that any such representation contains an invariant subspace of dimension one, which
in particular implies that irreducible complex representations are automatically one–
dimensional and trivial. More precisely, any such representation is given by a complex
valued linear functional on the Abelian Lie algebra g/[g, g].

Note that for a homomorphism ϕ : V → W between two representations, the kernel
ker(ϕ) is a subrepresentation of V and the image ϕ(V ) is a subrepresentation of W .
In particular, this implies that a nonzero homomorphism with irreducible source is
automatically injective while for irreducible target it is automatically surjective. Hence,
a homomorphism between irreducible representations is either zero or an isomorphism.
A simple consequence of this is called Schur’s lemma:

Lemma 2.4 (Schur). Let V be a complex irreducible representation of a Lie algebra
g. Then any homomorphism ϕ : V → V is a complex multiple of the identity map.

Proof. If ϕ : V → V is a nonzero homomorphism, then for each λ ∈ C also ϕ−λ id
is a homomorphism. Since ϕ must have an eigenvalue λ0, we conclude that ϕ − λ0 id
has nontrivial kernel, so from above we know that it is identically zero. �

Many natural constructions for vector spaces can be naturally extended to represen-
tations of Lie algebras. Given two representations of a Lie algebra g on vector spaces
V and W , there is an obvious representation on the direct sum V ⊕ W , defined by
X · (v, w) := (X · v,X · w). This is called the direct sum of the representations V and
W . Similarly, given representations of g on V and W , we can construct a natural repre-
sentation on the space L(V,W ) of all linear maps from V to W . Namely, for ϕ : V → W
and X ∈ g we define (X · ϕ)(v) := X · (ϕ(v)) − ϕ(X · v). This definition may look a
bit strange at the first glance, but it is exactly the differentiated version of the group
action on L(V,W ) from 1.2.
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Let us verify that this indeed defines a representation: By definition, we compute

(X·(Y · ϕ))(v) = X · ((Y · ϕ)(v))− (Y · ϕ)(X · v) =

X · (Y · (ϕ(v)))−X · (ϕ(Y · v))− Y · (ϕ(X · v)) + ϕ(Y · (X · v)).

Subtracting the same term with X and Y exchanged, the two middle summands cancel,
and we are left with

X · (Y · (ϕ(v)))− Y · (X · (ϕ(v)))− ϕ(X · (Y · v)− Y · (X · v)),

which equals ([X, Y ] · ϕ)(v) since we have representations on V and W .
In particular, we may use for W the trivial representation on K, thus obtaining a

natural representation on the dual space V∗ = L(V,K) of V . This is called the dual
representation or the contragradient representation of V . By definition, (X · ϕ)(v) =
−ϕ(X · v) in this case. Denoting the given representation by ρ : g → gl(V ) and the
contragradient by ρ∗ : g → gl(V ∗), we hence have ρ∗(X) = (ρ(−X))∗ by definition of
the dual mapping. We will discuss the important construction of tensor products of
representations in chapter 4.

A finite dimensional representation ρ : g→ V of a Lie algebra g is called completely
reducible if it can be written as a direct sum of irreducible representations. Finally, the
representation is called indecomposable if and only if there are no subrepresentations
W1,W2 ⊂ V , which both are of positive dimension such that V = W1 ⊕W2.

There is a certain subtlety in the relations between indecomposability and irre-
ducibility. First of all, more or less by definition, any representation can be written as a
direct sum of indecomposable representations. On the other hand, complete reducibility
is a rather restrictive condition in general. To see this, consider complex representations
of a solvable Lie algebra g. From above, we know that any irreducible complex repre-
sentation comes from a representation of g/[g, g], so this also holds for any completely
reducible representation. Hence on any such representation, the derived algebra [g, g]
acts trivially, so they do not seem much of the Lie algebra structure of g. In particular,
the adjoint representation of g can not be completely reducible except for some trivial
cases.

One reason for the popularity of the notion of irreducibility is that large part of the
representation theory of Lie algebras have their origins in the study of unitary repre-
sentations of a Lie group, i.e. representations admitting an invariant positive definite
inner product. The corresponding condition on the Lie algebraic level is that there
is a positive definite inner product on the representation space V such that any el-
ement of g acts by a skew symmetric (respectively skew hermitian) operator on V ,
i.e. ρ(X)∗ = −ρ(X) for all X ∈ g. Writing the inner product as 〈 , 〉, the condition
means that 〈X · v, w〉 = −〈v,X · w〉. In particular this implies that for a subrepresen-
tation W ⊂ V the orthogonal complement W⊥ is an invariant subspace, too. Using
this, we see that any such representation is completely reducible, and in particular the
notions of indecomposability and irreducibility coincide. We shall soon see that any
representation of a semisimple Lie algebra is completely reducible.

2.5. Complexification. Before we can continue developing the general theory of
Lie algebras, we have to discuss the relation between real and complex Lie algebras
and in particular the technique of complexification. Recall that for a real vector space
V , the complexification VC is V × V with the component–wise addition and scalar
multiplication defined by (a + ib)(v1, v2) := (av1 − bv2, bv1 + av2). One easily verifies
directly that this makes V × V into a complex vector space. We may view V as the
real subspace {(v, 0) : v ∈ V } of VC. By definition, i(v, 0) = (0, v) which implies that
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the element (v1, v2) can be written as v1 + iv2. Moreover, any real basis of V can be
considered as a basis for the C–vector space VC.

Now assume that g is a real Lie algebra and let gC be the complexification of the
vector space g. Define a Lie bracket on gC by

[(X1, Y1), (X2, Y2)] := ([X1, X2]− [Y1, Y2], [X1, Y2] + [Y1, X2]).

This is visibly skew symmetric and real bilinear. Moreover,

[i(X1, Y1), (X2, Y2)] = [(−Y1, X1), (X2, Y2)] = (−[Y1, X2]− [X1, Y2],−[Y1, Y2] + [X1, X2]),

which equals i[(X1, Y1), (X2, Y2)], so the bracket is complex bilinear. Since any element
of gC can be written as a complex linear combination of elements of g, we conclude from
complex bilinearity that to see that the bracket of gC satisfies the Jacobi identity, it
suffices to verify it for elements of g. Hence gC is a complex Lie algebra.

The complexification of a vector space has a universal property. Indeed, consider
a real vector space V as a subspace of its complexification VC and any complex vector
space W . If ϕ : V → W is any real linear map, then we define ϕ̃ : VC → W by
ϕ̃(v1, v2) := ϕ(v1) + iϕ(v2). Of course, the restriction to V is given by ϕ̃|V = ϕ.
Moreover, ϕ̃ is visibly R–linear and

ϕ̃(i(v1, v2)) = ϕ̃(−v2, v1) = −ϕ(v2) + iϕ(v1) = iϕ̃(v1, v2),

which shows that ϕ̃ is complex linear. Of course, any complex linear map is determined
by its restriction to V , so we see that any real linear map ϕ : V → W into a complex
vector space extends uniquely to a complex linear map ϕ̃ : VC → W . In particular, a
real linear map ϕ : V → V may be viewed as having values in the complex vector space
VC and thus extends uniquely to a complex linear map ϕC : VC → VC. Choosing a basis
of V we may identify linear maps V → V with n × n–matrices, where n = dimR(V ).
As we have noted above, we may also view this basis as a basis of VC and in this basis
ϕC has the same matrix representation as ϕ (but viewing the real matrix as a complex
matrix).

Consider the special case of a real Lie algebra g with complexification gC and a
(real) Lie algebra homomorphism ϕ into a complex Lie algebra h. Then the complex
linear map ϕ̃ : gC → h is defined by ϕ̃(X, Y ) = ϕ(X) + iϕ(Y ). We claim that ϕ̃ is a
homomorphism of Lie Algebras. Since any element of gC can be written as a (complex)
linear combination of elements of g and ϕ̃ is complex linear, it suffices to verify the
equation ϕ̃([X, Y ]) = [ϕ̃(X), ϕ̃(Y )] in the case where X, Y ∈ g ⊂ gC. But on such
elements ϕ̃ coincides with ϕ so the result is obvious. Hence we see that any real Lie
algebra homomorphism ϕ : g → h to a complex Lie algebra h uniquely extends to a
homomorphism ϕ̃ : gC → h of complex Lie algebras. In particular, any representation
of g on a complex vector space V extends uniquely to a complex representation of gC.

Example 2.5. We next discuss two examples which show that it is often possible
to describe complexifications nicely. These examples are also important since they are
the simplest examples which show that passing to the complexification leads to a loss
of information.
(1) Consider g = sl(2,R). The inclusion of real matrices into complex matrices gives us
a real linear map g ↪→ sl(2,C), which extends to a homomorphism gC → sl(2,C), which
is given by (A,B) 7→ A+ iB. Since both A and B have real entries, this homomorphism
is visibly injective, and since g has real dimension three, the complex dimension of gC
is also three, so gC ∼= sl(2,C).
(2) Consider the subspace h := su(2) ⊂ sl(2,C) of tracefree complex matrices A such
that A∗ = −A, where A∗ is the conjugate transpose of A. Explicitly, this means that
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A =

(
ia z
−z̄ −ia

)
for some a ∈ R and z ∈ C, so we see that h is a real three–dimensional

subspace of sl(2,C). From the fact that (AB)∗ = B∗A∗ one immediately concludes that
h is a Lie subalgebra of sl(2,C). As above, the inclusion h ↪→ sl(2,C) extends to a
homomorphism hC → sl(2,C), which is given by (A,B) 7→ A + iB. One immediately
verifies that this is also injective, so we conclude that hC ∼= sl(2,C) and thus hC ∼= gC.
We shall see later, that the Lie algebras g and h themselves are not isomorphic.

In spite of the fact that one looses some information by passing to the complexifi-
cation of a Lie algebra, many important properties are preserved. Note first that by
construction any real Lie algebra g is a real Lie subalgebra of its complexification gC.
From 2.1 we hence conclude that if gC is solvable (nilpotent), then also g is solvable
(nilpotent). The converse of these assertions is also true: Since g is a Lie subalge-
bra of gC we obviously have [g, g] ⊂ [gC, gC], and thus also the complexification [g, g]C
(which obviously sits inside gC) is contained in [gC, gC]. On the other hand, from
the explicit formula for the bracket on gC we see that for (Xi, Yi) ∈ gC both compo-
nents of [(X1, Y1), (X2, Y2)] are linear combinations of brackets, so we conclude that
[gC, gC] = [g, g]C. Otherwise put, [gC, gC] is the complex subspace of gC spanned by
[g, g]. Inductively, this implies that (gC)k is the complex subspace spanned by gk and
(gC)(k) is the complex subspace spanned by g(k). In particular, this implies that if g is
solvable (nilpotent) then also gC has this property.

This also leads to preliminary information on semisimplicity: Suppose that g is a real
Lie algebra, whose complexification gC is semisimple. Then for a solvable ideal h ⊂ g
we can consider hC ⊂ gC, and we know from above that this is a solvable subalgebra.
But the explicit formula for the bracket on gC immediately shows that hC is an ideal in
gC, so semisimplicity of gC implies hC = {0} and thus h = {0}. Hence, g is semisimple,
too. We will soon see that the converse of this result also holds, i.e. that a real Lie
algebra g is semisimple if and only if its complexification gC is semisimple.

2.6. The Killing form. Let ρ : g → gl(V ) be a finite dimensional representation
of a Lie algebra g on a K–vector space V . Then we define a bilinear form Bρ = BV :
g × g → K by Bρ(X, Y ) := tr(ρ(X) ◦ ρ(Y )). This form is obviously symmetric since
tr(ρ(X) ◦ ρ(Y )) = tr(ρ(Y ) ◦ ρ(X)). Moreover we may compute

Bρ([X, Y ], Z) = tr((ρ(X) ◦ ρ(Y )− ρ(Y ) ◦ ρ(X)) ◦ ρ(Z)) =

tr(ρ(X) ◦ ρ(Y ) ◦ ρ(Z)− ρ(X) ◦ ρ(Z) ◦ ρ(Y )) = Bρ(X, [Y, Z]).

This may be equivalently written as B(adY (X), Z) = −B(X, adY (Z)). Bilinear forms
g × g → K having this property are called invariant . In particular, applying this
construction to the adjoint representation, we obtain the Killing form B =: Bad of
the Lie algebra g, which is one of the main tools in for the study of semisimple Lie
algebras. The Killing form has stronger invariance properties than the general forms
Bρ. Indeed, let ϕ : g→ g be any automorphism of the Lie algebra g, i.e. an isomorphism
from g to itself. Then the equation ϕ([X, Y ]) = [ϕ(X), ϕ(Y )] can be interpreted as
ϕ ◦ adX = adϕ(X) ◦ϕ, which means that adϕ(X) = ϕ ◦ adX ◦ϕ−1. But this implies
ad(ϕ(X)) ◦ ad(ϕ(Y )) = ϕ ◦ ad(X) ◦ ad(Y ) ◦ϕ−1, so both sides have the same trace and
thus B(ϕ(X), ϕ(Y )) = B(X, Y ). Hence the Killing form is invariant under arbitrary
automorphisms of g. For automorphisms of the form ead(X) = Ad(exp(X)) with X ∈ g,
invariance of any form Bρ follows from the above infinitesimal invariance property, but
in general there are much more automorphisms.
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Note that if g is a real Lie algebra with complexification gC and V is a complex
representation of g, then we know from 2.5 above, that the representation extends to a
representation ρ̃ of gC. Hence we get an extension of the (complex valued) trace from
Bρ to a bilinear form Bρ̃ on gC. By construction, ρ̃(X, Y ) = ρ̃(X + iY ) = ρ(X) + iρ(Y )
and thus

ρ̃(X1, Y1) ◦ ρ̃(X2, Y2) = ρ(X1) ◦ ρ(X2)− ρ(Y1)ρ(Y2) + i(ρ(X1) ◦ ρ(Y2) + ρ(Y1) ◦ ρ(X2)).

Taking the trace we conclude that

Bρ̃(X1 + iY1, X2 + iY2) = Bρ(X1, X2)−Bρ(Y1, Y2) + i(Bρ(X1, Y2) +Bρ(Y1, X2)),

so this is just the complex bilinear extension of Bρ.
Starting from a real representation of g on V , we may first complexify V to obtain

a complex representation of g. Using a basis of V as a basis of VC the complex linear
extension of a map V → V is represented by the same matrix, which implies BVC = BV ,
where we view BV as a complex form having only real values. Then we can extend VC
to a representation of gC, and the resulting form on gC is again the complex bilinear
extension of BV . In particular, the Killing form BgC of gC is simply the complex bilinear
extension of Bg.

Example 2.6. Using the Killing form, we can now show that the Lie algebras
g = sl(2,R) and h = su(2) from examples (1) and (2) of 2.5 are not isomorphic. If
ϕ : g → h is an isomorphism, then as in the proof of invariance of the Killing form
above we get ad(ϕ(X)) = ϕ◦ad(X)◦ϕ−1 and thus Bh(ϕ(X), ϕ(Y )) = Bg(X, Y ). So we
can prove that the two Lie algebras cannot be isomorphic by showing that they have
different Killing forms. Moreover, since both g and h have complexification sl(2,C) we
see that their Killing forms are simply the restrictions of the Killing form of sl(2,C), so
we will denote all the Killing forms by B.

To compute this Killing form, we look at a special basis of sl(2,C) which will be very

important in the sequel. Put H =

(
1 0
0 −1

)
, E =

(
0 1
0 0

)
and F =

(
0 0
1 0

)
. Clearly,

these elements form a complex basis of sl(2,C) (and a real basis of sl(2,R)), and one
immediately computes that [H,E] = 2E, [H,F ] = −2F and [E,F ] = H. This easily
implies that in the basis {E,H, F} we get the matrix representations

ad(H) =

2 0 0
0 0 0
0 0 −2

 ad(E) =

0 −2 0
0 0 1
0 0 0

 ad(F ) =

 0 0 0
−1 0 0
0 2 0

 .

From this, one immediately concludes thatB(E,E) = B(F, F ) = B(H,E) = B(H,F ) =
0, while B(H,H) = 8 and B(E,F ) = 4. In particular, 0 6= E ∈ g satisfies B(E,E) = 0.

On the other hand, the elements iH, u := E − F and v := i(E + F ) form a basis of
h. From above, one immediately sees that B(iH, u) = B(iH, v) = 0 while we compute

B(u, v) = iB(E − F,E + F ) = i(B(E,E) +B(E,F )−B(F,E)−B(F, F )) = 0,

so these three vectors are orthogonal with respect to B. But B(iH, iH) = −B(H,H) =
−8 and B(u, u) = B(v, v) = −2B(E,F ) = −8, so all the basis vectors have negative
inner products with themselves. Hence we conclude that for A = aiH + bu+ cv ∈ h we
get B(A,A) = −8(a2 + b2 + c2), which is < 0 if A 6= 0.

Suppose that g is a solvable Lie algebra, V is a finite dimensional complex vector
space, and ρ is a representation of g on V . By Lie’s theorem (see 2.2), there is a
basis of V such that any element of X acts by an upper triangular matrix. Since the
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commutator of two upper triangular matrices is strictly upper triangular, we conclude
that any element of [g, g] acts by a strictly upper triangular matrix. Moreover, the
product of an upper triangular matrix with a strictly upper triangular matrix is strictly
upper triangular, and thus in particular tracefree, we see that BV (X, Y ) = 0 for any
X ∈ g and Y ∈ [g, g]. Passing to a complexification of the representation space, we
see that this holds for real representations, too. In particular, we get the result for the
Killing form.

Cartan’s criterion for solvability states, that this property of the Killing form actually
characterizes solvable Lie algebras. This will immediately lead to a nice characterization
of semisimple Lie algebras in terms of the Killing form.

2.7. Jordan decomposition. To prove Cartan’s criterion for solvability, we need
a lemma on Jordan decompositions. These are a weakening of the Jordan normal form
but stated in a basis independent way, and we briefly recall the background from linear
algebra.

Definition 2.7. Let V be a finite dimensional complex vector space and f : V → V
a complex linear map. Then a Jordan decomposition of f is an expression f = f1 + f2,
where f1, f2 : V → V are complex linear maps such that f1 is diagonalizable and f2 is
nilpotent and such that f1 ◦ f2 = f2 ◦ f1.

Proposition 2.7. Let V be a finite dimensional complex vector space and f : V →
V a complex linear map. Then there is a unique Jordan decomposition f = fS + fN of
f .

Sketch of proof. Existence: Since C is algebraically closed, the characteristic
polynomial pf of f can be written as pf (t) = (λ1 − t)n1 · · · (λk − t)nk , where λ1, . . . , λk
are the different eigenvalues of f and ni is the algebraic multiplicity of λi. The sum
n1 + · · · + nk of these multiplicities equals the dimension of V . Recall that for any
complex polynomial p(t) = a0 + a1t + · · · + aN t

N , one has the linear map p(f) =
a0 id +a1f+· · ·+aNfN . Obviously, if p and q are polynomials then p(f)◦q(f) = (pq)(f)
so in particular the two maps commute. Further, the Cayley–Hamilton theorem says
that pf (f) = 0.

Now for any eigenvalue λi the generalized eigenspace V(λi) of f with eigenvalue λi is
defined as the kernel of (λi id−f)ni . For v ∈ V(λi) we obviously have λiv − f(v) ∈ V(λi)

and since λiv lies in that subspace anyhow, we conclude that f(V(λi)) ⊂ V(λi).
Next, we claim that V = V(λ1)⊕· · ·⊕V(λk) and the projection V → V(λi) which takes

out the component in that space can be written as a polynomial in f . We prove this
by induction on the number k of different eigenvalues. For k = 1, the Cayley–Hamilton
theorem implies that (λ1 id−f)n1 = 0 and thus V = V(λ1) and the projection is the
identity map.

So let us assume k > 1 and that the statement has been proved for k − 1 different
eigenvalues. Define p1 := (λ1 − t)n1 and let p2 be the product of the other factors in
pf , so pf = p1p2 and thus p1(f) ◦ p2(f) = 0. Moreover, p1 and p2 are relatively prime,
i.e. if we have polynomials r, s1, s2 such that p1 = rs1 and p2 = rs2, then r is constant:
Suppose that r(z0) = 0. This implies that p1(z0) = 0 and p2(z0) = 0, which on the
one hand implies that z0 = λ1 and on the other hand z0 ∈ {λ2, . . . , λk} which is a
contradiction. Hence r has no zeros and thus must be constant.

Elementary theory of polynomials implies that there are polynomials q1, q2 such
that p1q1 + p2q2 = 1 and thus p1q1(f) + p2q2(f) = id. Now define πi := piqi(f) for
i = 1, 2, so by definition π1 + π2 = id, i.e. v = π1(v) + π2(v) for all v ∈ V . Moreover
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π1 ◦ π2 = p1q1p2q2(f) = p1(f) ◦ p2(f) ◦ q1q2(f), and p1(f) ◦ p2(f) = 0, so π1 ◦ π2 = 0 and
also the other composition vanishes. Hence π1(v) ∈ ker(π2) for all v ∈ V and similarly
π2(v) ∈ ker(π1) and from above we see that ker(π1)∩ ker(π2) = {0}. Hence we see that
V = ker(π1) ⊕ ker(π2), and the projections onto the two factors are just the maps πi
which are polynomials in f . Since π1 = q1(f)◦p1(f) we get V(λ1) = ker(p1(f)) ⊂ ker(π1).
Conversely, if π1(v) = 0, then v = π2(v) and then p1(f)(v) = p1(f)◦p2(f)◦q2(f)(v) = 0,
so we conclude that ker(π1) = V(λ1). The projection onto this summand is given by π2,
which is a polynomial in f .

Next, if v ∈ W := ker(π2), then π2(f(v)) = f(π2(v)) = 0 and hence f(W ) ⊂ W , so
the decomposition V = V(λ1) ⊕W is compatible with f . But this immediately implies
that pf is the product of pf1 and pf2 , where the fi are the restrictions of f to the
two summands. Hence pf2 = p2, so f2 has eigenvalues λ2, . . . , λk and it is easy to see
that the generalized eigenspace of f2 are exactly the generalized eigenspace of f with
respect to these k− 1 eigenvalues. Applying the induction hypothesis to f2, we see that
W = V(λ2) ⊕ · · · ⊕ V(λk) and the projections onto the summands are polynomials in f2,
hence polynomials in f ◦ π2 and the claim follows.

Now denote by πi the projection onto V(λi) and define fS :=
∑k

i=1 λiπi. Then of
course, fS is diagonalizable with eigenvalues λi and eigenspaces V(λi). Then both fS
and fN := f−fS are polynomials in f and thus commute with each other, so it remains
to show that fN is nilpotent. Since any v ∈ V can be written as a linear combination of
elements of the spaces V(λi), it suffices to verify this for v ∈ V(λi). But by construction,
for such elements we have fS(v) = λiv so (f−fS)(v) = (f−λi id)(v) and by construction
(f − λi id)ni(v) = 0, which completes the proof of existence.

Uniqueness: Suppose that f = f1 + f2 is any Jordan decomposition. Let Vµi be the f1–
eigenspace with eigenvalue µi. For v ∈ Vµi we have f1(f2(v)) = f2(f1(v)) = µi(f2(v)),
so f2(Vµi) ⊂ Vµi . By part (1) of proposition 2.2 we find a basis of each Vµi such that
the restriction of f2 to Vµi is represented by a strictly upper triangular matrix. Since
f1 is diagonalizable, the union of the bases obtained in that way is a basis for V . The
matrix representation of f = f1 + f2 with respect is block diagonal, with each block
upper triangular with all diagonal entries equal to one µi. Consequently, we see that
the eigenvalues of f are exactly the µi (including the multiplicities) and moreover Vµi
is exactly the generalized eigenspace of f corresponding to that eigenvalue. But this
implies that f1 equals the map fS from above and thus fS + fN = f = fS + f2 and so
f2 = fN . �

Remark 2.7. (1) The parts fS and fN in the Jordan decomposition of f are referred
to as the semisimple and the nilpotent part of f .
(2) The remaining step to get from this result to the Jordan normal form is to find the
normal form for nilpotent linear maps, which is a refinement of part (1) of proposition
2.2.

Now the result we will need to prove Cartan’s criteria is the following:

Lemma 2.7. Let V be a finite dimensional complex vector space and let X ∈ gl(V )
be a linear mapping with Jordan decomposition X = XS + XN . Then the Jordan de-
composition of ad(X) : gl(V )→ gl(V ) is given by ad(X) = ad(XS) + ad(XN).

Proof. For X1, X2 ∈ gl(V ) we have [ad(X1), ad(X2)] = ad([X1, X2]), so for com-
muting linear maps also the adjoint actions commute. In particular, ad(XS) and ad(XN)
commute, so it suffices to verify that ad(XS) is diagonalizable and ad(XN) is nilpotent.
The proof that nilpotency of XN implies nilpotency of ad(XN) is exactly as the argu-
ment for matrices done in the proof of Engel’s theorem in 2.2.
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To prove that ad(XS) is diagonalizable, we choose a basis of V consisting of eigen-
vectors for XS and work with matrix representations in that basis. By construction,
the matrix corresponding to XS is diagonal in that basis, and we denote by λi the (not
necessarily different) diagonal entries. Then let Eij be the elementary matrix introduced
in example (1) of 2.3, i.e. the only nonzero entry of Eij is a one in the jth column of
the ith row. Visibly, the product XSEij equals λiEij while EijXS = λjEij. Thus we see
that any elementary matrix is an eigenvector for ad(XS) with eigenvalue λi − λj, so in
particular we have obtained a basis for gl(V ) consisting of eigenvectors for ad(XS). �

Some basic results on semisimple Lie algebras

2.8. Cartan’s criteria for solvability and semisimplicity. The characteriza-
tion of semisimple Lie algebras via their Killing form is an essential tool, which will
quickly lead to the proofs of the main general results on semisimple Lie algebras. The
term “Cartan’s criterion” is used for all three parts of the following theorem.

Theorem 2.8. (1) Let V be a vector space and g ⊂ gl(V ) be a Lie subalgebra. If
BV is zero on g, then g is solvable.
(2) A Lie algebra g is solvable if and only if its Killing form satisfies B(g, [g, g]) = 0.
(3) A Lie algebra g is semisimple if and only if its Killing form is non–degenerate.

Proof. (1) Complexifying first V , we can view g as a subalgebra of the Lie algebra
of complex linear maps on VC, and then the complexification gC of g is a complex subal-
gebra in there. Since solvability of gC implies solvability of g (see 2.5) we may without
loss of generality assume that V is complex and that g is a complex Lie subalgebra of
gl(V ).

Now it suffices to show that [g, g] is nilpotent, see 2.2, and in view of part (1) of
Corollary 2.2 we can prove this by showing that any X ∈ [g, g] acts as a nilpotent linear
map on V . For X ∈ [g, g] let XS be the semisimple part in the Jordan decomposition.
This is diagonalizable, and we define X̄S : V → V to be the linear map which has the
same eigenspaces but conjugate eigenvalues, i.e. X̄S acts by multiplication by λ̄ on the
λ–eigenspace of XS. Choosing a basis of V with respect to which XS is diagonal and
XN is strictly upper triangular, we see that tr(X̄S ◦X) =

∑
i |λi|2, where the sum is over

all (not necessarily different) eigenvalues λi of X. Hence we may complete the proof
by showing that this trace has to vanish. The tricky point about this is that in general
neither XS nor X̄S lies in g.

By Lemma 2.7, ad(XS) is the semisimple part in the Jordan decomposition of the
linear map ad(X) : gl(V )→ gl(V ). This semisimple part can be written as a polynomial
in ad(X), which implies that ad(XS)(g) ⊂ g. On the other hand, from the proof of
Lemma 2.7 we see that starting from a basis of V consisting of eigenvectors of XS the
corresponding elementary matrices are eigenvectors for ad(XS) with eigenvalue given
as the difference of two eigenvalues of XS. This implies that ad(X̄S) is diagonalizable
with the same eigenspaces as ad(XS) but conjugate eigenvalues. Since the projections
onto the eigenspaces of ad(XS) are polynomials in ad(XS) we see that also ad(X̄S) is a
polynomial in ad(XS). Hence ad(XS)(g) ⊂ g implies that ad(X̄S)(g) ⊂ g.

Now since X ∈ [g, g], we can write it as a finite sum X =
∑

i[Yi, Zi]. But then

tr(X̄S ◦X) =
∑
i

tr(X̄S ◦ [Yi, Zi]) =
∑
i

tr([X̄S, Yi] ◦ Zi) =
∑
i

BV (ad(X̄s)(Yi), Zi) = 0.

(2) We have seen the necessity of the condition already in the end of 2.6. Conversely, we
show that even B([g, g], [g, g]) = 0 implies solvability of g. Indeed, by (1) this implies
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that the image of [g, g] under the adjoint representation is solvable. Since the kernel
of the adjoint representation of [g, g] is simply the center of [g, g], which is an Abelian
(and hence solvable) ideal, we conclude that [g, g] is solvable. Since the quotient of g
by the solvable ideal [g, g] is Abelian, we conclude that g is solvable.
(3) For semisimple g consider the null space h := {X ∈ g : B(X, Y ) = 0 ∀Y ∈ g} of
the Killing form. By invariance of the Killing form, this is an ideal in g, and by (1) the
image ad(h) ⊂ gl(g) is solvable. Since the kernel of the adjoint map is h∩ z(g) and thus
an Abelian ideal in h, we conclude that h is solvable, and thus h = {0}.

Conversely, let us assume that B is non–degenerate and that h ⊂ g is an Abelian
ideal. For X ∈ h and Y ∈ g, we see that ad(Y ) ◦ ad(X) maps g to h and h to zero, so
by part (1) of Proposition 2.2 this map is nilpotent and thus tracefree. Hence X lies in
the null space of B, so X = 0. Since g has no nontrivial Abelian ideal, we know from
2.3 that g is semisimple. �

Next we note several important consequences of this result. In particular, as promised
in 2.5 we show that semisimplicity is well behaved with respect to complexification and
we prove that the study of semisimple Lie algebras reduces to the study of simple Lie
algebras.

Corollary 2.8. (1) If g is a semisimple Lie algebra, then there are simple ideals
g1, . . . , gk in g such that g = g1⊕· · ·⊕gk as a Lie algebra. This decomposition is unique
and any ideal in g is equal to the sum of some of the gi. In particular, g = [g, g] and any
ideal in g as well as any image of g under a Lie algebra homomorphism is semisimple.
(2) A real Lie algebra g is semisimple if and only if its complexification gC is semisimple.
(3) If g is a complex simple Lie algebra and Φ : g × g → C is an invariant complex
bilinear form, then Φ is a multiple of the Killing form. In particular, if Φ is nonzero,
then it is automatically symmetric and non–degenerate.

Proof. (1) If h ⊂ g is an ideal, then the annihilator h⊥ := {Y ∈ g : B(X, Y ) =
0 ∀X ∈ h} is an ideal, too. Indeed for Y ∈ h⊥, Z ∈ g and X ∈ h we have
B([Y, Z], X) = B(Y, [Z,X]) which vanishes since [Z,X] ∈ h. Moreover, since the Killing
form restricts to zero on the ideal h ∩ h⊥, this ideal is solvable, so h ∩ h⊥ = {0}, and
thus g = h ⊕ h⊥. In particular, [h, h⊥] = {0}, and thus the Killing form of h is the
restriction of the Killing form of g and hence is non–degenerate. Thus h is semisimple
and the result follows by induction. The fact that g = [g, g] follows immediately, since
gi = [gi, gi] for any of the simple ideals.

Since we have seen that any ideal in g is semisimple, the statement about the ideals
follows now if we prove that any simple ideal h/g equals one of the gi. Since h∩gi is an
ideal both in h and in gi it must either equal h and gi or be zero. But if h∩gi = {0} for all
i, then [g, h] = {0}, but we know that [h, h] = h, so h = {0}. Thus the statement about
ideals as well as the uniqueness of the decomposition follows. If ϕ is a homomorphism
from g to some Lie algebra, then its kernel is an ideal and thus the sum of some of the
gi. But then the image is isomorphic to the sum of the remaining simple ideals and
hence semisimple.
(2) From 2.5 we know that g is semisimple if gC is semisimple. But the converse now
immediately follows from part (3) of the theorem and the fact that the Killing form of
gC is just the complex bilinear extension of the Killing form of g.
(3) The adjoint representation of g is a complex representation which is irreducible, since
a g–invariant subspace in g by definition is an ideal in g. Now a complex bilinear form
Φ : g × g → C induces a linear map Φ∨ : g → g∗ = L(g,C) defined by Φ∨(X)(Y ) :=
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Φ(X, Y ). Invariance of Φ reads as Φ([Z,X], Y ) = −Φ(X, [Z, Y ]) which means that
Φ∨(adZ(X)) = −(adZ)∗ ◦ Φ∨(X), i.e. that Φ∨ is a homomorphism of representations.
Non–degeneracy of B implies that B∨ is injective and thus an isomorphism. Hence
(B∨)−1 ◦ Φ∨ is a homomorphism from the irreducible representation g to itself. Now
the result follows from Schur’s Lemma in 2.4. �

2.9. Complete reducibility. The next essential application of the Killing form
is to prove that any finite dimensional representation of a semisimple Lie algebra is
completely reducible, so irreducible representations are the ones of central interest. We
have already observed in 2.4 that in order to prove this, it suffices to show that any
invariant subspace in a representation admits an invariant complement.

Theorem 2.9. Let ρ : g → gl(V ) be a finite dimensional representation of a
semisimple Lie algebra g. Then any invariant subspace W ⊂ V has an invariant com-
plement.

Proof. Let us first assume that ρ is a complex representation (so in particular V
is a complex vector space) and that W ⊂ V is a g–invariant complex subspace.

Since by corollary 2.8(1) ρ(g) ⊂ gl(V ) is semisimple, so we may assume that g ⊂
gl(V ). As in the proof of part (3) of theorem 2.8, the null space of the form BV would
be a solvable ideal in g, so BV is non–degenerate. Now let {X1, . . . , Xn} be a basis
of g, and let {Y1, . . . , Yn} be the dual basis with respect to BV , i.e. BV (Xi, Yj) = δij,
the Kronecker delta. By definition, any X ∈ g can be written as

∑
aiYi and then

BV (X,Xj) = aj, so we see that X =
∑
BV (X,Xi)Yi, and likewise X =

∑
BV (X, Yi)Xi.

Define the Casimir operator CV : V → V by CV :=
∑n

i=1 Yi ◦Xi. For X ∈ g, we di-
rectly get X◦CV −CV ◦X =

∑
i([X, Yi]◦Xi+Yi◦[X,Xi]). But by construction, [X, Yi] =∑

j BV ([X, Yi], Xj)Yj, which by invariance of BV equals −
∑

j BV (Yi, [X,Xj])Yj, while

[X,Xi] =
∑

j B(Yj, [X,Xi])Xj. Inserting these, we get X ◦ CV − CV ◦ X = 0, so CV
commutes with the action of any element of g. Moreover, by construction tr(CV ) =∑

i tr(Yi ◦Xi) =
∑

iBV (Yi, Xi) = n = dim(g), and by construction for any g–invariant
subspace W ⊂ V , we have CV (W ) ⊂ W .

Step 1: Assume that W is irreducible and has codimension one, i.e. dim(W ) =
dim(V ) − 1. In this case, the action of g on V/W must be trivial since g = [g, g].
So in particular, CV acts trivially on V/W . But this means that CV (V ) ⊂ W , and
thus CV must have non–trivial kernel. On the other hand, since W is irreducible,
Schur’s lemma (see 2.4) implies that CV acts by a scalar on W and this scalar must be
nonzero, since otherwise CV ◦CV = 0 which contradicts tr(CV ) 6= 0. Thus, ker(CV ) is a
complementary subspace to W , and since CV commutes with the action of any element
of g, this subspace is g–invariant.

Step 2: Assume that W is not irreducible but still of codimension one. Then we use
induction on dim(W ). If Z ⊂ W is a nontrivial invariant subspace, then either by step
1 (if W/Z is irreducible) or by the induction hypothesis we find a complement of W/Z
in V/Z, whose preimage in V we denote by Y . Then Y ⊂ V is a representation of g and
Z ⊂ Y is an invariant subspace of codimension one, and dim(Z) < dim(W ). Either by
step 1 (if Z is irreducible) or by induction hypothesis, we find an invariant subspace U
such that Y = U ⊕ Z and hence V = U ⊕W .

Step 3: Assume that W is irreducible but of arbitrary dimension. Consider the
set of all linear maps ϕ : V → W whose restriction to W is a scalar multiple of the
identity. Now L(V,W ) is naturally a representation of g with the action (X · ϕ)(v) =
Xϕ(v) − ϕ(Xv). If ϕ restricts to a multiple of the identity on W , then obviously
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X · ϕ restricts to zero on W , so these maps also form a representation of g. Moreover,
the subspace of all ϕ which restrict to zero on W is visibly invariant, and it clearly
has codimension one. From step 2 we know that there is a complementary invariant
subspace, which must be trivial by construction. Taking a nonzero element in this
complement, its restriction to W is a nonzero multiple of the identity, so dividing
by that factor we obtain a map π in the complement such that π|W = idW . Since
the complement is a trivial representation of g, we see that Xπ(v) = π(Xv) for all
X ∈ g, and in particular ker(π) ⊂ V is an invariant subspace. Since by construction
ker(π) ∩W = {0} and dim(ker(π)) = dim(V )− dim(W ), we see that V = ker(π)⊕W ,
so we have found an invariant complement.

The final step to deal with an arbitrary invariant subspace is now done by induction
exactly as step 2, and this finishes the proof in the case of a complex representation.

If V is real and W ⊂ V is a real invariant subspace, then we pass to the complexifi-
cation VC of V . Let us denote the conjugation v1 +iv2 7→ v1−iv2 on VC (which evidently
is g–equivariant) by v 7→ v̄. Now WC ⊂ VC is a complex subspace, which is g–invariant,
so by the first part of the proof, there is a g–invariant complex subspace U ⊂ VC such
that VC = WC ⊕ U . Then U ∩ Ū ⊂ VC is a g–invariant complex subspace of VC, which
is stable under conjugation. This easily implies that there is a g–invariant subspace
W ′ ⊂ V such that U ∩ Ū = W ′

C. In particular, the real dimension of W ′ coincides with
the complex dimension of U ∩ Ū and W ∩W ′ = {0}.

Now we can apply the complex result once again, this time to U ∩ Ū ⊂ U . This
leads to a g–invariant subspace U1 ⊂ U such that U = (U ∩ Ū)⊕ U1. By construction,
U1 ∩ Ū1 = {0} and this easily implies that W ′′ := {u+ ū : u ∈ U1} ⊂ V is a g–invariant
subspace. Moreover, the real dimension of W ′′ coincides with the complex dimension of
U1, so dim(V ) = dim(W )+dim(W ′)+dim(W ′′). Now an element of V can be viewed as
v ∈ VC such that v̄ = v. This easily implies that each such v can be written as the sum
of an element of W , an element of W ′ and an element of W ′′. Hence V = W ⊕W ′⊕W ′′,
so W ′ ⊕W ′′ is a g–invariant subspace complementary to W . �

As a corollary, we can clarify the structure of reductive Lie algebras and prove a
result on derivations of semisimple Lie algebras. A derivation of a Lie algebra g is a
linear map D : g → g such that D([X, Y ]) = [D(X), Y ] + [X,D(Y )] for all X, Y ∈ g.
The Jacobi identity exactly says that for any X ∈ g the map ad(X) is a derivation of g.
Derivations of this form are called inner derivations. One immediately verifies that the
commutator of two derivations is again a derivation, so the vector space der(g) of all
derivations of g is a Lie subalgebra of gl(g). Note that the derivation property can be
rewritten as [D, ad(X)] = ad(D(X)) (where the bracket is in gl(g)), which shows that
the inner derivations form an ideal ad(g) in der(g).

One of the reasons for the importance of derivations is their relation to automor-
phisms of g, i.e. Lie algebra isomorphisms from g to itself. Obviously, the set Aut(g)
of all automorphisms of g is a subgroup of the group GL(g) of all linear isomorphisms
from g to itself. By definition, an invertible linear map ϕ : g → g is an automorphism
if an only if ϕ([X, Y ]) = [ϕ(X), ϕ(Y )] for all X, Y ∈ g. This obviously implies that
Aut(g) is a closed subset of GL(g) and thus a matrix group as defined in 1.4. It turns
out that the Lie algebra of this matrix group is exactly der(g) ⊂ gl(g).

Corollary 2.9. (1) Let g be a reductive Lie algebra. Then [g, g] is semisimple and
g = z(g)⊕ [g, g] as a Lie algebra.
(2) For a semisimple Lie algebra g, the adjoint action is an isomorphism of Lie algebras
from g onto der(g). In particular, any derivation of a semisimple Lie algebra is inner.
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Proof. (1) Consider the image ad(g) of g under the adjoint representation. Since
the kernel of the adjoint representation is exactly the center z(g), we see that ad(g) ∼=
g/z(g). Suppose that a is a solvable ideal in ad(g), and let ã be its preimage in g. Since
ad([X, Y ]) = [ad(X), ad(Y )] this is an ideal in g and it is solvable since it contains
the Abelian ideal z(g) and ã/z(g) ∼= a is solvable. Since g is reductive, we must have
ã ⊂ z(g), so a = {0} and thus ad(g) is semisimple. Applying the above theorem to
the adjoint representation of g, we obtain a complementary subspace h to the invariant
subspace z(g). Invariance of h means [g, h] ⊂ h, so h is an ideal in g. Moreover h ∼= ad(g)
is semisimple and g = z(g)⊕ h as a Lie algebra.

By construction we have [g, g] = [g, h] ⊂ h, but since h is semisimple we must even
have [h, h] = h and thus also [g, g] = h.
(2) Since g is semisimple, we have z(g) = {0}, so the adjoint representation is faithful,
and g ∼= ad(g). From above we know that ad(g) ⊂ der(g) ⊂ gl(g) are g–subrepre-
sentations, so by the theorem there exists a g–invariant complement U to ad(g) in
der(g). But from above we know that ad(g) is an ideal in der(g), so this complementary
representation must be trivial. But for D ∈ U this implies 0 = [D, ad(X)] = ad(D(X))
for all X ∈ g and by injectivity of the adjoint action this gives D(X) = 0 for all X ∈ g,
so D = 0. �

Remark 2.9. There is a weaker analog of part (1) of the corollary for an arbitrary
Lie algebra g, which is called the Levi decomposition. The first step towards this is
to observe that any Lie algebra g contains a maximal solvable ideal rad(g), called the
radical of g. To see this, one first observes that if a and b are ideals in g, then the
subspace a + b spanned by the two ideals is an ideal in g, too. Moreover, a ∩ b is an
ideal in both a and b, and clearly (a+ b)/a ∼= b/(a∩ b). If a and b are solvable, then so
is a∩b, so we conclude from the above isomorphism that also a+b is solvable. Iterating
this argument, we see that the subspace spanned by all solvable ideals of g is itself a
solvable ideal, which by construction is maximal.

It is almost a tautology that the quotient g/rad(g) is a semisimple Lie algebra. (As
in the proof of part (1) of the corollary, the preimage in g of a solvable ideal in the
quotient is a solvable ideal and thus contained in the radical.) The Levi–decomposition
is then achieved by finding a subalgebra l ⊂ g which is complementary to the radical,
so g = l⊕ rad(g). The proof of existence of l is similar to a combination of part (1) of
the corollary and step 3 of the theorem, see [Fulton-Harris, Appendix E].

2.10. Examples of reductive and semisimple Lie algebras. We next describe
an general result which exhibits certain matrix Lie algebras as being reductive. Since
verifying triviality of the center of a Lie algebra is usually rather simple, this result
provides an efficient criterion for semisimplicity, too. Let K be either R or C. On R we
define the conjugation to be the identity, while on C we consider the usual conjugation
a+ ib = a − ib. In any case, we have xy = x̄ȳ and mapping (x, y) to the real part of
xȳ defines a positive definite real inner product on K. Next, for n ∈ N let us consider
the space Mn(K) of n× n–matrices with entries from K. For A ∈Mn(K) let A∗ be the
conjugate transpose of A, i.e. (aij)

∗ = (āji). Then (AB)∗ = B∗A∗ and we may consider
the bilinear map (A,B) 7→ Re(tr(AB∗)). For A = (aij) and B = (bij) the i–th diagonal
entry of AB∗ is just

∑
j aij b̄ij, and forming the trace we also have to sum over all i.

Hence (A,B) 7→ Re(tr(AB∗)) is just the standard extension to Mn(K) ∼= Kn2
of the

inner product on K from above and thus a positive definite inner product on Mn(K).

Proposition 2.10. Let g ⊂Mn(K) be a Lie subalgebra such that for all X ∈ g also
X∗ ∈ g. Then g is reductive.
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Proof. As above 〈X, Y 〉 := Re(tr(XY ∗)) defines a positive definite real inner prod-
uct on g. Now suppose that h is an ideal in g, and consider its orthogonal complement
h⊥. ForX ∈ h⊥, Y ∈ g and Z ∈ h, we then have 〈[X, Y ], Z〉 = Re(tr(XY Z∗−Y XZ∗)) =
Re(tr(X(Y Z∗ − Z∗Y ))), and the last expression can be rewritten as 〈X,−[Y ∗, Z]〉. By
assumption, Y ∗ ∈ g, so [Y ∗, Z] ∈ h, and hence the inner product is zero, which implies
that h⊥ is an ideal in g, too.

We now prove that if h is solvable, then h ⊂ z(g) by induction on the length k of
the derived series of h. Hence k is the largest number such that h(k) 6= {0}. If k=1,
then h is Abelian and we get [h, h⊥] ⊂ h ∩ h⊥ = {0}, while [h, h] = {0} by assumption.
Since g = h⊕ h⊥ this implies h ⊂ z(g). If k > 1, then we may by induction hypothesis
assume that h(2) ⊂ z(g). Moreover, since h(2) is an ideal in g, we get g = h(2) ⊕ (h(2))⊥,
which together with h(2) ⊂ h implies that h = h(2) ⊕ a, where a = h ∩ (h(2))⊥. From
above we know that (h(2))⊥ is an ideal in g so also a is an ideal in g. Since a∩ h⊥ = {0}
we conclude that [a, h⊥] = {0}. On the other hand, [a, h] ⊂ a ∩ h(2) = {0}, so a ⊂ z(g)
and thus h ⊂ z(g). �

Together with Corollary 2.9(1) this implies that a Lie subalgebra of Mn(K) which
is closed under conjugate transpose and has trivial center is semisimple. Observe that
triviality of the center can often deduced from Schur’s Lemma 2.4. For K = C, it suffices
to show that the obvious representation of g ⊂ gl(n,C) on Cn is irreducible to conclude
that z(g) coincides with the space of complex multiples of the identity matrix which are
contained in g. For K = R one can often use this after embedding g into Mn(C).

Using the proposition and the observation on irreducibility, we can now list a number
of examples of reductive and semisimple Lie algebras. The first obvious class of examples
are provided by skew symmetric matrices, i.e. matrices A such that AT = −A. These are
Lie subalgebras, since from (AB)T = BTAT one immediately concludes that [A,B]T =

−[AT , BT ]. For K = C we further have A∗ = (AT ) = −Ā = −(A∗)T . Consequently, we
see that so(n,K) = {X ∈ Mn(K) : XT = −X} is a reductive Lie algebra for K = R
and C. Obviously, so(1,K) = {0} while so(2,K) is one–dimensional and thus Abelian.

For n ≥ 3, the Lie algebras so(n,K) are actually semisimple: Let us first discuss the
case K = C. Obviously, any element from the standard basis of Cn can be mapped to
any other element of that basis by a matrix in so(n,C). On the other hand, a vector
with more than one nonzero components can be mapped first to a linear combination of
at most two of the basis vectors and then to a nonzero multiple of a basis vector. Thus
we see that Cn is the only nonzero so(n,C)–invariant subspace of Cn. Since so(n,C)
obviously contains no nonzero multiples of the identity, we see that it has trivial center
and thus is semisimple. Viewing so(n,R) as a subalgebra of gl(n,C), we see that any
complex subspace of Cn that is invariant under so(n,R) must also be invariant under
so(n,C) (which visibly is the complexification) so semisimplicity follows.

The other obvious (even simpler) idea is to directly work with skew Hermitian matri-
ces, i.e. matrices A such that A∗ = −A, in the complex case. As above, (AB)∗ = B∗A∗

implies that [A,B]∗ = −[A∗, B∗], so u(n) := {X ∈Mn(C) : X∗ = −X} is a Lie subalge-
bra. Since u(n) is obviously closed under conjugate transpose, it is reductive. Moreover,
u(n) obviously contains so(n,R), so we conclude that Cn is an irreducible representa-
tion of u(n). Hence the center of u(n) consists of all purely imaginary multiples of the
identity matrix. The subalgebra su(n) := {X ∈ u(n) : tr(X) = 0} is a codimension one
subspace and clearly [u(n), u(n)] ⊂ su(n). Since z(u(n)) is one–dimensional, the two
spaces have the same dimension ad hence coincide. In particular, the Lie algebra su(n)
is semisimple.



CHAPTER 3

Structure theory of complex semisimple Lie algebras

In this chapter we discuss the structure theory of complex semisimple Lie algebras,
which also forms the basis for the representation theory of these algebras. Most of the
theory can be reduced to the representation theory of sl(2,C), which therefore is of
fundamental importance.

Throughout the chapter we will emphasize those aspects of the theory which are
needed to deal with concrete examples and only loosely discuss the questions related to
the classification of complex semisimple Lie algebras.

Cartan subalgebras

3.1. Absolute Jordan decomposition. The first key point in the theory of com-
plex semisimple Lie algebras is the notion of semisimple elements. Recall from 2.7 that
the Jordan–decomposition of an endomorphism f of a finite dimensional complex vector
space V decomposes f into a sum fS + fN of a diagonalizable map fS and a nilpotent
map fN . Both these maps can be expressed as polynomials in f and thus commute with
f and with each other, and they are uniquely determined by this property. In terms of
a basis of V such that f is in Jordan normal form, fS is simply the diagonal part and fN
is the off–diagonal part. For semisimple Lie algebras, there is a universal version of the
Jordan decomposition, which gives the Jordan decomposition in any finite dimensional
representation. Before we can discuss this, we have to prove some background from
linear algebra.

Lemma 3.1. Let V be a finite dimensional vector space and W ⊂ V a linear sub-
space.
(1) If f : V → V is a diagonalizable linear map such that f(W ) ⊂ W , then the
restriction of f to W is diagonalizable, too.
(2) If f : V → V is any linear map with Jordan decomposition f = fS + fN such that
f(W ) ⊂ W , then the Jordan decomposition of the restriction f |W : W → W is given by
f |W = fS|W + fN |W .

Proof. (1) Let λi be the different eigenvalues of f and Vλi the corresponding
eigenspaces. Diagonalizability of f implies that V is the direct sum of these eigenspaces.
Thus any element w ∈ W may be uniquely written as a sum w = v1 + · · · + vk such
that each vi is an eigenvector of f with eigenvalue λi. In the proof of Proposition 2.7
we have observed that the projection πi onto the eigenspace Vλi can be written as a
polynomial in f . Thus f(W ) ⊂ W implies πi(W ) ⊂ W , so we conclude that vi = πi(w)
lies in W for each i = 1, . . . , k. Hence we conclude that W is the direct sum of the
subspaces W ∩Vλi , which are exactly the eigenspaces of the restriction f |W . But this of
course implies that we can find a basis of W consisting of eigenvectors for f |W , so fW
is diagonalizable.
(2) Since fS and fN are polynomials in f , they also map the subspace W to itself.
Moreover, by part (1), the restriction fS|W is diagonalizable, and since fN is nilpotent,
also fN |W is nilpotent. Since fS and fN commute, also their restrictions to W commute,

35
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so the claim follows from the uniqueness of the Jordan decomposition, see Proposition
2.7. �

Theorem 3.1. (1) Let V be a complex vector space, and g ⊂ gl(V ) be a semisimple
Lie subalgebra. Then for any X ∈ g the semisimple and nilpotent part of the Jordan
decomposition of X (viewed as a linear map V → V ) lie in g.
(2) [Absolute Jordan decomposition] Let g be any semisimple Lie algebra. Then for any
X ∈ g there are unique elements XS, XN ∈ g such that ad(X) = ad(XS) + ad(XN) is
the Jordan decomposition of ad(X) : g→ g.
(3) If g is any semisimple Lie algebra and ρ : g→ gl(V ) is a finite dimensional complex
representation, then for any element X ∈ g, the Jordan decomposition of ρ(X) : V → V
is given by ρ(X) = ρ(XS) + ρ(XN).

Proof. (1) This is done by writing g in a smart way as an intersection of Lie
subalgebras of gl(V ): First define n := {A ∈ gl(V ) : [A,X] ∈ g ∀X ∈ g} (the
normalizer of g in gl(V )). By the Jacobi identity, n is a Lie subalgebra of gl(V ) and
of course, g ⊂ n. Moreover, if A ∈ n and A = S + N is the Jordan decomposition
of the linear map A : V → V , then by Lemma 2.7 ad(A) = ad(S) + ad(N) is the
Jordan decomposition of ad(A) : gl(V ) → gl(V ). In particular, ad(S) and ad(N) are
polynomials in ad(A) so ad(A)(g) ⊂ g implies ad(S)(g) ⊂ g and ad(N)(g) ⊂ g. Thus
we see that A ∈ n implies S,N ∈ n.

Next, for any g–invariant subspace W ⊂ V define sW := {A ∈ gl(V ) : A(W ) ⊂
W and tr(A|W ) = 0}. Of course, X(W ) ⊂ W for each X ∈ g, and since g = [g, g] we
conclude that X|W can be written as a sum of restrictions of commutators to W , and
these are tracefree. Hence we conclude that g ⊂ sW , and obviously sW is a subalgebra
of gl(V ). Moreover, if A = S + N is the Jordan decomposition of A ∈ sW , viewed
as a linear map V → V , we have S(W ) ⊂ W and N(W ) ⊂ W since S and N are
polynomials in A. Since N is nilpotent also the restriction N |W is nilpotent and thus
tracefree, so N ∈ sW and thus also S = A−N ∈ sW .

Now let g′ denote the intersection of n and the subalgebras sW for all g–invariant
subspaces W ⊂ V . As an intersection of subalgebras, this is a Lie subalgebra of gl(V )
and from above we see that g ⊂ g′ and for A ∈ g′ with Jordan decomposition A = S+N
we have S,N ∈ g′. Thus we may conclude the proof by showing that g′ = g. Since g is a
subalgebra of g′ we have ad(X)(g′) ⊂ g′ for all X ∈ g, so g′ is a representation of g and
g ⊂ g′ is an invariant subspace. By Theorem 2.9 there is an invariant complement U ⊂ g′

to g. Moreover, since g′ ⊂ n we see that [g, g′] ⊂ g, so the g–action on U must be trivial.
Let Y ∈ U be any element. Since V is a direct sum of irreducible g–representations by
Theorem 2.9, it suffices to show that Y |W = 0 for any g–irreducible subspace W ⊂ V
to conclude that Y = 0. But if W is such a subspace, the by construction Y ∈ sW ,
so tr(Y |W ) = 0. On the other hand, since U is a trivial g–representation we see that
[X, Y ] = 0 for all X ∈ g, so Schur’s Lemma from 2.4 implies that Y |W must be a
multiple of the identity. But this together with tr(Y |W ) = 0 implies Y |W = 0, which
completes the proof.
(2) Consider the Lie subalgebra ad(g) ⊂ gl(g). For X ∈ g let ad(X) = ad(X)S +
ad(X)N be the Jordan decomposition of ad(X) : g → g. By part (1) of the Theorem
we have ad(X)S, ad(X)N ∈ ad(g). From 2.9 we know that ad : g → ad(g) is an
isomorphism, whence we obtain unique elements XS, XN ∈ g such that ad(XS) =
ad(X)S and ad(XN) = ad(X)N .

Notice that in the special case of a Lie subalgebra g ⊂ gl(V ) the absolute Jordan
decomposition X = XS + XN coincides with the Jordan decomposition of the linear
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map X : V → V . Indeed, if X = S + N is the Jordan decomposition of X : V → V ,
then by Lemma 2.7 ad(X) = ad(S) + ad(N) is the Jordan decomposition of ad(X) :
gl(V ) → gl(V ). Since ad(X)(g) ⊂ g, part (2) of the Lemma implies that this is also
the Jordan decomposition of ad(X) : g → g and injectivity of ad implies S = XS and
N = XN .
(3) In view of the last remark it suffices to show that if g is a semisimple Lie algebra
and ρ : g → g′ is a surjective homomorphism of Lie algebras (which implies that g′

is semisimple, too, see part (1) of corollary 2.8), then for X ∈ g the absolute Jordan
decomposition of ρ(X) is ρ(XS) + ρ(XN).

This is easy in the case that ρ is actually an isomorphism. In that case, ρ([X, Y ]) =
[ρ(X), ρ(Y )] may be written as ad(ρ(X)) = ρ◦ad(X)◦ρ−1 for each X ∈ g. In particular,
since ad(XS) is diagonalizable, the same is true for ad(ρ(XS)) and since ad(XN) is
nilpotent, also ad(ρ(XN)) is nilpotent. Moreover, since ad(XS) and ad(XN) commute,
we see that ad(ρ(XS)) and ad(ρ(XN)) commute. Hence we conclude that ad(ρ(X)) =
ad(ρ(XS)) + ad(ρ(XN)) is the Jordan decomposition of ad(ρ(X)), so ρ(X)S = ρ(XS)
and ρ(X)N = ρ(XN) follow from (2).

For a general homomorphism ρ, ker(ρ) ⊂ g is an ideal in g. From the proof of
Corollary 2.8 we know that h := ker(ρ)⊥ is an ideal in g, both ker(ρ) and h are also
semisimple and g = ker(ρ)⊕ h as a Lie algebra. Morover, ρ restricts to an isomorphism
h → g′ of Lie algebras. An element X ∈ g can then be written as X = X1 + X2 with
respect to this decomposition and ρ(X) = ρ(X2). Clearly, the Jordan decomposition of
X is then given by XS = X1

S +X2
S and XN = X1

N +X2
N so ρ(XS) = ρ(X2

S) and ρ(X2
N).

But then using the last step, we conclude that ρ(X)S = ρ(X2)S = ρ(X2
S) = ρ(XS) and

likewise for ρ(X)N . �

3.2. Cartan subalgebras.

Definition 3.2. Let g be a complex semisimple Lie algebra. An element X ∈ g
is called semisimple if the linear map ad(X) : g → g is diagonalizable. Otherwise put,
X ∈ g is semisimple if there is no nilpotent part in the absolute Jordan decomposition
of X.

Any semisimple Lie algebra g contains nonzero semisimple elements. In view of the
absolute Jordan decomposition, it suffices to show that there exist elements X ∈ g such
that XS 6= 0. If this would not be the case, then ad(X) : g → g would be nilpotent
for each X ∈ g which by Engel’s Theorem would imply that ad(g) ∼= g is nilpotent, see
Corollary 2.2.

Given a nonzero semisimple element X ∈ g, we can decompose g := ⊕λgλ(X) into
eigenspaces for ad(X). By the Jacobi identity, [gλ(X), gµ(X)] ⊂ gλ+µ(X). Moreover,
by part (3) of Theorem 3.1, for any finite dimensional complex representation ρ : g →
gl(V ) the map ρ(X) : V → V is diagonalizable. Let V = ⊕Vµ(X) be the resulting
decomposition into eigenspaces for the linear map ρ(X). Since

X · Y · v = [X, Y ] · v + Y ·X · v
we immediately conclude that for Y ∈ gλ(X) and v ∈ Vµ(X) we have Y · v ∈ Vλ+µ(X),
so we immediately get information on the possible eigenvalues.

Of course, we may try to refine this decomposition, by passing to a family of elements
X ∈ g which is simultaneously diagonalizable. First we have to recall a result from linear
algebra:

Lemma 3.2. Let V be a finite dimensional vector space and A ⊂ L(V, V ) be a family
of linear maps such that each f ∈ A is diagonalizable. Then there is a basis of V with
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respect to which all the elements of A are represented by diagonal matrices if and only
if f ◦ g = g ◦ f for all f, g ∈ A.

Proof. Since any two diagonal matrices commute, one direction is obvious. On the
other hand, since any linear combination of diagonal matrices is diagonal, we may pass
to a subset of A which is a basis for the linear subspace of L(V, V ) spanned by A to
conclude that simultaneous diagonalizability of this finite set implies simultaneous diag-
onalizability of all elements of this subspace. Hence it suffices to show that finitely many
commuting diagonalizable linear maps f1, . . . , fn are simultaneously diagonalizable, and
we do this by induction on n.

For n = 1, there is nothing to prove, so assume that n > 1 and we have found
a basis of V with respect to which f1, . . . , fn−1 are represented by diagonal matrices.
Consider the joint eigenspace V(λ1,...,λn−1) = {v ∈ V : fi(v) = λiv ∀i = 1, . . . , n − 1}.
By assumption, V is the direct sum of these joint eigenspaces. Now fn◦fi = fi◦fn for all
i = 1, . . . , n−1 and thus for v ∈ V(λ1,...,λn−1) we get fi(fn(v)) = fn(fi(v)) = λifn(V ), and
thus fn(v) ∈ V(λ1,...,λn−1). By part (1) of Lemma 3.1 the restriction of fn to V(λ1,...,λn−1)

is diagonalizable, so we find a basis of that space consisting of elements which are
eigenvectors for all the maps f1, . . . , fn. Taking the union of such bases as a basis of V ,
we obtain the result. �

Now for semisimple elements Xi of g, the maps ad(Xi) are simultaneously diago-
nalizable if and only if 0 = [ad(Xi), ad(Xj)] = ad([Xi, Xj]) for all i, j. In view of the
injectivity of ad, we are led to looking at commutative subalgebras of g, which consist of
semisimple elements. For X, Y in such a subalgebra [X, Y ] = 0 implies [ρ(X), ρ(Y )] = 0
for any representation ρ, so we see that these maps are again simultaneously diagonal-
izable, so we obtain a decomposition of any representation space into eigenspaces.

Of course, we obtain the finest possible decomposition if we use a maximal com-
mutative subalgebra which consists entirely of semisimple elements. Such a subalgebra
is called a Cartan subalgebra of g. It should be noted here that there is a more gen-
eral notion of Cartan subalgebras in arbitrary Lie algebras (defined as maximal nilpo-
tent subalgebras which coincide with their own normalizer), but we will restrict to the
semisimple case here.

To see that Cartan subalgebras in semisimple Lie algebra do exist, one considers the
centralizer c(H) := {X ∈ g : [X,H] = 0} of a semisimple element H. By construction,
this is a subalgebra of g. The minimal dimension of the subspace c(H) when H ranges
through all semisimple elements of g is called the rank of the semisimple Lie algebra g,
and elements H for which this minimal dimension is attained are called regular.

In the statement of uniqueness of Cartan subalgebras below, the notion of an inner
automorphism of g is used. We have already seen in 2.9 that for any Lie algebra g the
automorphism group Aut(g) is a closed subgroup of GL(g) and thus a matrix group in
the sense of 1.4. We also noted that the Lie algebra of this subgroup is der(g) which is
isomorphic to g if g is semisimple. One defines the group Int(g) of inner automorphisms
as the connected component of the identity of Aut(g). For any Lie group G with Lie
algebra g the adjoint action Ad (see 1.5) defines a smooth homomorphism G→ Aut(g),
which has values in Int(g) if G is connected. It turns out that this homomorphism
is always surjective onto Int(g). Hence given any G an inner automorphism of g can
always be realized in the form Ad(g) for some g ∈ G.

Finally, we have to recall some elementary facts on polynomial mappings for the
proof: Let V be a finite dimensional complex vector space. A map V → C is called a
polynomial if it can be written as a sum of functions of the form v 7→ ϕ1(v) · · ·ϕk(v),
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where each ϕi : V → C is a linear functional. For V = Cn this is equivalent to the usual
definition as maps of the form (z1, . . . , zn) 7→

∑
ai1...inz

i1
1 · · · zinn . Now let p : V → C

be a nonzero polynomial and consider the subset {v ∈ V : p(v) 6= 0}. Of course, this
is open and non–empty (since p 6= 0) but even more, it is dense, i.e. its closure is all
of V . Indeed, taking a point v ∈ V such that p(v) = 0 we can find an affine complex
line through v such that the restriction of p to this line is not identically zero. But
then this is a polynomial function on C and thus has only finitely many zeros. Hence
we can find points in which p is nonzero arbitrarily close to v. Now it is easy to see
that the intersection of two open dense subsets U1, U2 of V ∼= Cn is open and dense.
Indeed, if z ∈ Cn is arbitrary and ε > 0, then since U1 is dense we find a point a ∈ U1

whose distance to z is less than ε/2. Since U1 is open, it contains some ball of radius
δ around a and we may assume that δ ≤ ε/2. Since U2 is dense, this ball contains an
element of U2, which thus lies in U1 ∩ U2 and has distance < ε to z. As an intersection
of two open sets, U1 ∩ U2 is of course open. This immediately generalizes to finitely
many sets. (In fact, by Baire’s theorem, even the intersection of countable many dense
open subsets of the complete metric space Cn is non–empty.) In particular, we also
see that if W is another finite dimensional complex vector space and p : V → W is a
nonzero polynomial (which means that for each linear functional ϕ : W → C the map
ϕ ◦ p : V → C is a polynomial) the set {v ∈ V : p(v) 6= 0} is open and dense in V .

Armed with these observations we can now prove:

Theorem 3.2. Let g be a complex semisimple Lie algebra.
(1) If H ∈ g is a regular semisimple element, then c(H) ≤ g is a Cartan subalgebra.
(2) Any two Cartan subalgebras in g are conjugate by an inner automorphism of g.

Proof. (1) Assume that H is a regular semisimple element of g, and let g =
⊕gλ(H) be the decomposition of g according to eigenvalues of ad(H). In particular,
c(H) = g0(H). We first claim that c(H) is a nilpotent Lie subalgebra of g. If c(H)
would not be nilpotent, then by Engel’s theorem in 2.2, there is an element Z ∈ c(H)
such that the restriction of ad(Z) to c(H) is not nilpotent, i.e. (ad(Z)|c(H))

dim(c(H)) 6= 0.

Of course, mapping Z to (ad(Z)|c(H))
dim(c(H)) is a polynomial mapping, so if there is one

such Z then the subset of all those Z is open and dense in c(H).
On the other hand, we have observed before, that for any Z ∈ g0(H), the adjoint

action ad(Z) preserves the decomposition g = ⊕gλ(H), and we can look at those ele-
ments for which the restriction of ad(Z) to ⊕λ 6=0gλ(H) is invertible. Again this set is
the complement of the zeros of a polynomial mapping, it is non–empty since it contains
H, and thus it is open and dense. Since two dense open subsets of c(H) must have
a nontrivial intersection, we find an element Z ∈ c(H) whose generalized eigenspace
corresponding to the eigenvalue zero is strictly contained in c(H). But this generalized
eigenspace coincides with c(ZS), the semisimple part of Z, which contradicts regularity
of H. Hence c(H) is indeed nilpotent.

The second main ingredient is to observe the behavior of the Killing form with
respect to the decomposition g = ⊕gλ(H). Indeed for X ∈ gλ(H) and Y ∈ gµ(H) we
see that ad(X)◦ad(Y ) maps gν(H) to gλ+µ+ν(H), and thus is tracefree unless λ+µ = 0.
In particular, c(H) = g0(H) is perpendicular to ⊕λ 6=0gλ(H), and thus the restriction of
the Killing form B to c(H) is non–degenerate.

Now c(H) is nilpotent and thus solvable, so the image ad(c(H)) ⊂ gl(g) is solvable,
too. By Lie’s theorem from 2.2 there is a basis of g with respect to which all ad(X)
for X ∈ c(H) are represented by upper triangular matrices. But this implies that for
X, Y, Z ∈ c(H) the map ad([X, Y ]) = [ad(X), ad(Y )] is represented by a matrix that
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is strictly upper triangular, and thus ad([X, Y ]) ◦ ad(Z) is tracefree. But this implies
that B([X, Y ], Z) = 0 for all Z ∈ c(H) and thus [X, Y ] = 0 for all X, Y ∈ c(H) by
non–degeneracy of the restriction of the Killing form. Hence c(H) is an Abelian Lie
subalgebra of g. Moreover, c(H) is by definition a maximal Abelian Lie subalgebra,
since any element that commutes with H already lies in c(H). Hence we only have to
verify that all elements of c(H) are semisimple.

An arbitrary element Y ∈ c(H) by definition commutes with H and since H is
semisimple this implies that ad(Y ) preserves the decomposition g = ⊕gλ(H) into
ad(H)–eigenspaces. But then any polynomial in ad(Y ) preserves this decomposition
and hence commutes with ad(H). In particular, the nilpotent part and semisimple part
in the Jordan decomposition of ad(Y ) have this property, which implies that YN ∈ c(H).
For any X ∈ c(H), the maps ad(X) and ad(YN) commute, so since ad(YN) is nilpotent,
also ad(X) ◦ ad(YN) is nilpotent and thus in particular tracefree. Hence B(YN , X) = 0
for all X ∈ c(H), which implies YN = 0 by non–degeneracy of the restriction of the
Killing form, and hence Y is semisimple.
(2) This is proved using some elementary algebraic geometry, see [Fulton-Harris, Ap-
pendix D] or [Knapp, section II.3] �

Choosing a Cartan subalgebra h ⊂ g we have noted already above that for any finite
dimensional complex representation ρ : g → gl(V ) the operators ρ(H) : V → V for
H ∈ h are simultaneously diagonalizable. Moreover, on a simultaneous eigenspace, the
eigenvalue depends linearly on H, so it is described by a linear functional λ : h → C.
The functionals corresponding to nontrivial eigenspaces are called the weights of the
representation V , i.e. λ : h→ C is a weight of V if and only if there is a nonzero vector
v ∈ V such that ρ(H)(v) = λ(H)v for all H ∈ h. If λ is a weight then the weight space
Vλ corresponding to λ is defined by Vλ := {v ∈ V : ρ(H)(v) = λ(H)v ∀H ∈ h}. The
set of weights of V is a finite subset of h∗, that will be denoted by wt(V ).

In particular, we may consider the adjoint representation. The nonzero weights of
the adjoint representation are called the roots of the Lie algebra g with respect to h, and
the weight space gα corresponding to a root α is called a root space. We will denote the
set of all roots of g by ∆. The weight space corresponding to the weight zero is exactly
the Cartan subalgebra h, and we obtain the root decomposition g = h⊕

⊕
α∈∆ gα. For

X ∈ gα, Y ∈ gβ and H ∈ h we have

[H, [X, Y ]] = [[H,X], Y ] + [X, [H,Y ]] = (α(H) + β(H))[X, Y ].

Thus [gα, gβ] ⊂ gα+β for α, β ∈ ∆, where we agree that gγ = {0} if γ is not a root.
More generally, the definition of an action implies that if V = ⊕λ∈wt(V )Vλ is the

weight decomposition of a representation then for v ∈ Vλ, X ∈ gα, and H ∈ h we have

H ·X · v = [H,X] · v +X ·H · v = (α(H) + λ(H))X · v,
and thus X · v ∈ Vλ+α. Hence we immediately get information on the possible eigenval-
ues.

The root system of a complex semisimple Lie algebra

3.3. Example: sl(n,C). We know from example (1) of 2.3 that g := sl(n,C) is
a simple Lie algebra for n ≥ 2, and we have essentially already constructed the root
decomposition there. Let us redo this in the language introduced above. Let h ⊂ g
be the subspace of all tracefree diagonal matrices. Of course, this is a commutative
subalgebra of g. Moreover, for i 6= j, consider the elementary matrix Eij which by
definition has all entries equal to zero, except from a 1 in the jth column of the ith



THE ROOT SYSTEM OF A COMPLEX SEMISIMPLE LIE ALGEBRA 41

row. Let H ∈ h be a matrix with diagonal entries x11, . . . , xnn (so we know that
x11 + · · · + xnn = tr(H) = 0). Clearly, HEij = xiiEij and EijH = xjjEij, and thus
[H,Eij] = (xii − xjj)Eij. In particular, we can find some H ∈ h such that [H,Eij] 6= 0,
for example H = Eii − Ejj. Moreover, denoting by ei : h → C the linear functional
which extracts the i–th diagonal entry of a diagonal matrix, we see that Eij is a joint
eigenvector for the maps ad(H) with H ∈ h with eigenvalue ei − ej ∈ h∗.

This immediately shows that h is a maximal commutative subalgebra of g. Indeed,
any element X ∈ g can be written as the sum of some element H ′ ∈ h and the matrices
Eij with i 6= j. Vanishing of [H,X] for all H ∈ h then immediately implies that all the
coefficients of the Eij have to vanish. On the other hand, for any element H ∈ h the
map ad(H) : g → g is diagonalizable, so h is a Cartan subalgebra of g. Moreover, if
H0 ∈ h has the property that all its diagonal elements are different, then even vanishing
of [H0, X] implies X ∈ h, and thus h = c(H0). In particular, the rank of sl(n,C) is
n− 1.

It also follows immediately that the set of roots in this case is given by ∆ = {ei−ej :
i 6= j}. Each of the root spaces gei−ej is one dimensional and spanned by Eij. Moreover,
for any root α ∈ ∆ we also have −α ∈ ∆, and no other complex multiple of α is a root.
Suppose that H ∈ h has the property that α(H) = 0 for all α ∈ ∆. Then of course,
all the diagonal entries of H must be equal, but then tr(H) = 0 implies H = 0. This
exactly means that the roots span the dual space h∗. We also have a distinguished
real subspace h0 ⊂ h consisting of all real tracefree diagonal matrices and visibly h is
the complexification of h0. Suppose that H ∈ h has the property that α(H) ∈ R for
all α ∈ ∆. Then any two diagonal entries of H differ by a real number, so H must
be the sum of a purely imaginary multiple of the identity and a real diagonal matrix.
Vanishing of the imaginary part of the trace of H then implies that all diagonal entries
of H are real, so we can characterize h0 as the subspace of h on which all roots take real
values.

Our next task is to show that all these properties are true for arbitrary complex
semisimple Lie algebras. The basis for this will be to study the representation theory
of sl(2,C).

3.4. Digression on sl(2,C). In the special case n = 2 the root decomposition from
3.3 above becomes very simple. The Cartan subalgebra h has dimension one, and the

obvious choice for a basis is H :=

(
1 0
0 −1

)
∈ h0. For the two root spaces we take

E := E12 =

(
0 1
0 0

)
, and F := E21 =

(
0 0
1 0

)
as basis elements. This precisely gives

the basis from example 2.6 and we have already seen that the commutation relations
between these basis elements are [E,F ] = H, [H,E] = 2E and [H,F ] = −2F . Since we
have chosen the basis {H} for h we may view linear functionals on h simply as complex
numbers. In this picture ∆ = {2,−2} and the root decomposition is g = h⊕ g−2 ⊕ g2,
where g2 = C · E and g−2 = C · F .

Next, let ρ : g → gl(V ) be a finite dimensional irreducible representation of g with
weight decomposition V = ⊕Vλ, where λ ∈ C and Vλ = {v ∈ V : ρ(H)(v) = λv}. Let λ0

be the weight of V which has maximal real part, and let v0 ∈ Vλ0 be a nonzero element.
Then ρ(E)(v0) = 0, since if this were nonzero it would be a weight vector of weight λ0+2.
Then consider the subspace of V which is spanned by {vn := ρ(F )n(v0) : n ∈ N}. Of
course, if vn is nonzero, then it is an eigenvector for ρ(H) with eigenvalue λ0 − 2n,
so the nonzero elements in this set are linearly independent. Hence there must be a
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minimal index n such that vn+1 = 0. By construction, ρ(F )(vj) = vj+1, so our subspace
is invariant under ρ(F ). On the other hand, we can compute the action of ρ(E) on
these elements:

ρ(E)(v1) = ρ(E)(ρ(F )(v0)) = [ρ(E), ρ(F )](v0) + ρ(F )(ρ(E)(v0)) = λ0v0 + 0.

Similarly,

ρ(E)(v2) = ρ(E)(ρ(F )(v1)) = [ρ(E), ρ(F )](v1) + ρ(F )(ρ(E)(v1)) = (λ0 − 2 + λ0)v1.

Inductively, this immediately implies that ρ(E)(vj) = ajvj−1, where aj = aj−1 +λ0− 2j
and a1 = λ0, and we obtain aj = jλ0 − j(j − 1) = j(λ0 − j + 1). Thus we see that
our subspace is invariant, so it has to coincide with V by irreducibility, which implies
that {v0, . . . , vn} is a basis for V . Now it remains to find the relation between λ0 and n,
which however also is rather easy. On one hand, ρ(H) = [ρ(E), ρ(F )], so we know that
ρ(H) must be tracefree. On the other hand, since ρ(H) is diagonal with respect to the
basis above, we see that the trace of ρ(H) is given by

∑n
j=0(λ0− 2j) = (n+ 1)(λ0− n),

which shows that λ0 = n, so in particular, all weights showing up in finite dimensional
representations are integers.

In particular, these observations imply that an irreducible representation of sl(2,C)
is determined up to isomorphism by its dimension. Indeed, if we have two irreducible
representations V and V ′ of dimension n + 1, then we consider the bases {v0, . . . , vn}
and {v′0, . . . , v′n} as constructed above, and then the mapping defined by vj 7→ v′j is an
isomorphism of representations, since the actions of the three generators on each of the
basis elements are determined by the dimension.

To show that for each n ∈ N there exists an irreducible representation of sl(2,C)
one may consider the standard basis {e0, . . . , en} of Cn+1 and define ρ : sl(2,C) →
gl(n+ 1,C) by ρ(F )(ej) = ej+1, ρ(F )(en) = 0, ρ(H)(ej) = (n− 2j)ej, ρ(E)(e0) = 0 and
ρ(E)(ej) = j(n−j+1)ej−1, and verify directly that this indeed defines a representation.
A more conceptual way to obtain these representations will be discussed in 4.7. Thus
we obtain:

Proposition 3.4. For any n ∈ N there is a unique (up to isomorphism) irreducible
representation of sl(2,C) of dimension n + 1. The weights of this representation are
{n, n− 2, . . . ,−n + 2,−n} and all weight spaces are one–dimensional. More precisely,
there is a basis {v0, . . . , vn} of V such that H · vj = (n− 2j)vj, F · vj = vj+1 for j < n
and F · vn = 0 and E · vj = j(n− j + 1)vj−1.

3.5. The root system of a complex semisimple Lie algebra. Let us return
to a general complex semisimple Lie algebra g with a Cartan subalgebra h and the
corresponding root decomposition g = h⊕α∈∆gα. We already know that [gα, gβ] ⊂ gα+β.
In particular, this implies that for X ∈ gα and Y ∈ gβ the map ad(X) ◦ ad(Y ) maps
gγ to gα+β+γ, so this is tracefree unless β = −α. Hence B(gα, gβ) = 0 unless β = −α.
Non–degeneracy of B then implies that for α ∈ ∆ also −α ∈ ∆ and B induces a non–
degenerate pairing between gα and g−α. Moreover, the restriction of the Killing form
to h is non–degenerate.

Secondly, assume that H ∈ h is such that α(H) = 0 for all α ∈ ∆. Then H
commutes with any element of any root space, and since H ∈ h it also commutes with
any element of h, so H ∈ z(g). Since g is semisimple, this implies H = 0, which in turn
implies that the roots generate the dual space h∗.

Now consider an element X ∈ gα. From above we know that there is a Y ∈ g−α such
that B(X, Y ) 6= 0. On the other hand, we know that there is an element H ∈ h such that
α(H) 6= 0. But then B(H, [X, Y ]) = B([H,X], Y ) = α(H)B(X, Y ) 6= 0, so [X, Y ] 6=
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0. Now since the restriction of B to h is non–degenerate, there is a unique element
Hα ∈ h such that B(H,Hα) = α(H) for all H ∈ h. Since [X, Y ] ∈ h, the equation
B(H, [X, Y ]) = α(H)B(X, Y ) for all H ∈ h then implies that [X, Y ] = B(X, Y )Hα.

Next, we want to show that α(Hα) = B(Hα, Hα) 6= 0. To do this, we introduce an
idea which will be used frequently in the sequel. Let β ∈ ∆ be a root and consider the
subspace k := ⊕n∈Zgβ+nα, which is called the α–string through β. As above, we may
choose X ∈ gα and Y ∈ g−α such that [X, Y ] = Hα. Then k is invariant under ad(X)
and ad(Y ) and ad(Hα) = [ad(X), ad(Y )] on k. In particular, ad(Hα) is tracefree on k,
which implies that 0 =

∑
n∈Z(β(Hα) + nα(Hα)) dim(gβ+nα). In particular, α(Hα) = 0

implies β(Hα) = 0 for all β ∈ ∆ which leads to the contradiction Hα = 0. Moreover,
this equation shows that for any β ∈ ∆ the number β(Hα) is a rational multiple of
α(Hα).

This is the place where the representation theory of sl(2,C) comes into the game.
Namely, since B(Hα, Hα) = α(Hα) 6= 0, we may choose X ∈ gα and Y ∈ g−α such
that α([X, Y ]) = 2. But this implies that the elements X, Y and H := [X, Y ] we have
[H,X] = α(H)X = 2X and [H, Y ] = −α(H)Y = −2Y . Hence these three elements
span a Lie subalgebra sα ≤ g, which is obviously isomorphic to sl(2,C). Now consider
the (finite–dimensional) subspace h⊕

⊕
z∈C\{0} gzα, which obviously is invariant under

the action of sα. From complete reducibility and Proposition 3.4 we conclude that gzα
is trivial, unless z is half integer. Moreover, sα acts trivially on the codimension one
subspace ker(α) ⊂ h, and irreducible on sα, which adds a one–dimensional weight space
of weight zero spanned by H. Since we have used up all the zero weight space, we see
that apart from these two irreducible components no other irreducible components of
even highest weight can show up. In particular, 2α must not be a root. But this in
turn implies that 1

2
α cannot be a root, which shows that the weight space of weight

one is trivial. But this implies that there are no other irreducible components at all,
i.e. our space just has the form ker(α) ⊕ sα, which in particular implies that gα is
one–dimensional.

Let us formalize things a little more. Since the restriction of B to h is non–
degenerate, for any linear functional ϕ ∈ h∗ there is a unique element Hϕ ∈ h such
that B(H,Hϕ) = ϕ(H) for all H ∈ h. Using this, we can define a non–degenerate
complex bilinear form 〈 , 〉 on h∗ by putting 〈ϕ, ψ〉 := B(Hϕ, Hψ) = ϕ(Hψ) = ψ(Hϕ).
By construction, the distinguished element H ∈ [gα, g−α] from above is characterized
by α(H) = 2, which implies that H = 2

〈α,α〉Hα.

The next step is then to consider two roots α, β ∈ ∆ which are not proportional
to each other, and consider the α–string through β, i.e. the subspace ⊕n∈Zgβ+nα. By
construction, this subspace of g is invariant under the adjoint action of sα, so we may
again apply the representation theory of sl(2,C). By construction, the eigenvalue of

the action of the distinguished element 2
〈α,α〉Hα on gβ+nα is given by 2〈β,α〉

〈α,α〉 + 2n, so

these eigenvalues are all different. From above, we know that each of the spaces gβ+nα

is of dimension at most one. On the other hand, by complete reducibility we know
the we get a decomposition into a direct sum of irreducible representations. Using the
description of the irreducible representations of sl(2,C) in Proposition 3.4 above and
our information on the eigenvalues, we conclude that any irreducible component must
have the form of an unbroken string ⊕n1

n=n0
gβ+nα of 1–dimensional spaces. On the other

hand, we know that the eigenvalues of 2
〈α,α〉Hα must be symmetric around zero, which

implies that there is just one irreducible component. Thus, the α–string through β

must have the form ⊕qn=−pgβ+nα with p, q ≥ 0 and the maximal eigenvalue 2〈β,α〉
〈α,α〉 + 2q
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must equal p+ q, which implies p− q = 2〈β,α〉
〈α,α〉 . In particular 2〈β,α〉

〈α,α〉 ∈ Z for all α, β ∈ ∆.

Moreover, we see that for α, β ∈ ∆ such that α + β ∈ ∆, we have [gα, gβ] = gα+β.
This completes our information on the root decomposition of a complex semisimple

Lie algebra, which we collect in the following

Proposition 3.5. Let g be a complex semisimple Lie algebra, h ≤ g a Cartan
subalgebra ∆ ⊂ h∗ the corresponding set of roots and 〈 , 〉 the complex bilinear form on
h∗ induced by the Killing form. Then we have:
(1) For any α ∈ ∆ also −α ∈ ∆ and these are the only nonzero complex multiples of α
which are roots.
(2) For any α ∈ ∆ the root space gα is one–dimensional, and the subspace sα of g
spanned by gα, g−α, and [gα, g−α] ⊂ h is a Lie subalgebra isomorphic to sl(2,C).
(3) For α, β ∈ ∆ with β 6= −α we have [gα, gβ] = gα+β if α + β ∈ ∆ and [gα, gβ] = {0}
otherwise.
(4) For α, β ∈ ∆ with β 6= ±α and z ∈ C a functional of the form β + zα can only be a
root if z ∈ Z. The roots of this form are an unbroken string β−pα, β−(p−1)α, . . . , β+

qα, where p, q ≥ 0 and p− q = 2〈β,α〉
〈α,α〉 .

To proceed, we need a bit more information on the system ∆ of roots. Let V ⊂ h∗

be the real span of the set ∆ and let h0 ⊂ h be the real subspace spanned by the
elements Hα for α ∈ ∆. We claim that h is the complexification of h0, the real dual of
h0 is exactly V , and the Killing form B (respectively the inner product 〈 , 〉) is positive
definite on h0 (respectively on V ).

By definition, any element H ∈ h acts trivially on h and by multiplication by β(H)
on the one–dimensional space gβ. Thus we obtain B(H,H) = tr(ad(H) ◦ ad(H)) =∑

β∈∆ β(H)2. Specializing to H = Hα, we get β(Hα) = 〈α, β〉 for all β and B(Hα, Hα) =

〈α, α〉 by definition. Thus we obtain

(∗) 〈α, α〉 = 2〈α, α〉2 +
∑

β∈∆;β 6=±α

〈β, α〉2.

Dividing this equation by 〈α, α〉2, we see from above that each summand in the right
hand side becomes a rational number which implies that 〈α, α〉 = α(Hα) is a rational
number. From above we know that β(Hα) is a rational multiple of α(Hα), so this is a
rational number, too. But this implies that β(H) ∈ R for each β ∈ ∆ and H ∈ h0, so
B is positive definite on h0.

Choosing a complex basis of h∗ consisting of roots and considering the real span of
this basis, we see that the subspace of h on which all these forms are real contains all
Hα and hence h0. This implies that dimR(h0) ≤ dimC(h). On the other hand, the Hβ

for the elements β in the above basis are linearly independent, so dimR(h0) ≥ dimC(h),
so the two dimensions are equal. From this we conclude that the real subspace of h∗

constructed above must coincide with V .
This brings us the final idea in this context, which is to consider the reflections of

the real Euclidean vector space h∗0 in the hyperplanes orthogonal to roots. For α ∈ ∆

the root reflection sα : h∗0 → h∗0 on the hyperplane α⊥ is given by sα(ϕ) = ϕ − 2〈ϕ,α〉
〈α,α〉 α.

As a reflection on a hyperplane this is an orthogonal mapping of determinant −1, and
sα(α) = −α ∈ ∆. For a root β 6= ±α we have sα(β) = β− (p− q)α, where the α–string
through β has the form gβ−pα ⊕ · · · ⊕ gβ+qα. Since −p ≤ q − p ≤ q, we conclude that
sα(β) ∈ ∆.

Collecting our information about the set of roots we get:
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Theorem 3.5. Let g be a semisimple Lie algebra of rank r, let h ≤ g be a Cartan
subalgebra, ∆ ⊂ h∗ the corresponding set of roots, h∗0 ⊂ h∗ the real span of ∆ and let
〈 , 〉 be the complex bilinear form on h∗ induced by the Killing form. Then
(1) h∗0 has real dimension r and the restriction of 〈 , 〉 to h∗0 is positive definite.
(2) The subset ∆ ⊂ h∗0 is an abstract root system in the Euclidean vector space (h∗0, 〈 , 〉),
i.e. a finite set of nonzero elements which span the whole space, such that any reflection

sα for α ∈ ∆ maps ∆ to itself and such that for α, β ∈ ∆ we have 2〈β,α〉
〈α,α〉 ∈ Z.

(3) The abstract root system ∆ ⊂ h∗0 is reduced , i.e. α ∈ ∆ implies 2α /∈ ∆.

There is a final point to make here, which concerns simplicity of g. Note that there is
an obvious notion of direct sum of abstract root systems, by taking the orthogonal direct
sum of the surrounding Euclidean spaces and the union of the abstract root systems.
An abstract root system is called irreducible if and only if it does not decompose as a
direct sum in a nontrivial way.

Assume that g is a complex semisimple Lie algebra with a Cartan subalgebra h such
that the associated root system decomposes into a direct sum. Then h∗0 is an orthogonal
direct sum and ∆ is the disjoint union ∆ = ∆1 t∆2. Define h1 ⊂ h to be the subspace
on which all α ∈ ∆2 vanish and likewise for h2. Taking a basis for h∗ consisting of
elements of ∆ we immediately see that h = h1 ⊕ h2. Now define gi := hi ⊕⊕α∈∆i

gα for
i = 1, 2. Clearly we get g = g1 ⊕ g2 as a vector space, and by construction each gi is
a Lie subalgebra of g. Taking H ∈ h1, we see that [H, h2] = 0 and since any β ∈ ∆2

vanishes on H we conclude [H, g2] = 0. Similarly for α ∈ ∆1 and X ∈ gα we have
[h2, X] = 0. For β ∈ ∆2, if α+ β ∈ ∆ then this would have to be either in ∆1 or in ∆2

so it would have to vanish identically either on h1 or on h2 which would imply α = 0
respectively β = 0. Hence we conclude α+β /∈ ∆ which together with the above implies
that [g1, g2] = 0, so each gi is an ideal in g, so g is not simple.

Conversely, if g = g1⊕g2 is a direct sum of ideals, we can choose Cartan subalgebras
hi ⊂ gi. Then h := h1⊕h2 is a commutative subalgebra of g which consists of semisimple
elements, and one immediately verifies that h is a maximal commutative subalgebra
and thus a Cartan subalgebra. Moreover, we know from 2.8 that the decomposition
g = g1 ⊕ g2 is orthogonal with respect to the Killing form. Denoting by ∆i the set of
roots for (gi, hi) for i = 1, 2 we immediately conclude that the root system ∆ of (g, h) is
the direct sum of ∆1 and ∆2. Hence we conclude that a complex semisimple Lie algebra
g is actually simple if and only if its root system is irreducible.

3.6. Example: Two dimensional abstract root systems. The further steps to-
wards and efficient description and the classification of complex semisimple Lie algebras
can be entirely done in the general setting of abstract root systems. Notice that there
is a simple notion of isomorphism of abstract root system, namely (V,∆) ∼= (V ′,∆′)
if and only if there is a linear map ϕ : V → V ′ such that ϕ(∆) = ∆′ and such that
2〈ϕ(β),ϕ(α)〉
〈ϕ(α),ϕ(α)〉 = 2〈β,α〉

〈α,α〉 for all α, β ∈ ∆, where the first inner product is in V ′ and the second

is in V . As an example, we consider here reduced abstract root systems in R and R2.
For the case of ∆ ⊂ R, we must have a nonzero element α ∈ ∆, since ∆ spans R.

Of course, sα(α) = −α, so this must lie in ∆, too. Any other element β ∈ ∆ then

can be written as rα for some r ∈ R \ {0}. By definition, 2〈β,α〉
〈α,α〉 = 2r ∈ Z so r must

be half integer. Exchanging the roles of α and β we see that also 2r
r2

= 2
r

must be
an integer, which only leaves the possibilities r = ±1 and r = ±2. Since we want to
get a reduced root system, the case r = ±2 is impossible, since neither 2α nor 2(−α)
may be contained in ∆. Hence we have ∆ = {α,−α}. Since rescaling of α defines an
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isomorphism, we see that up to isomorphism the root system ∆ = {−2, 2} of sl(2,C)
is the only one–dimensional abstract root system. This root system is commonly called
A1 and it can be pictured as � -• .

We already know one abstract root system in R2, namely the root system ∆ =
{e1 − e2, e1 − e3, e2 − e3, e2 − e1, e3 − e1, e3 − e2} of sl(3,C), which is commonly called
A2. Putting α1 = e1 − e2 and α2 = e2 − e3 we clearly get two linearly independent
elements of ∆, and we immediately see that ∆ = {α1, α2, α1 +α2,−α1,−α2,−α1−α2}.
To picture this system, we have to determine the inner product on h∗0. Since a rescaling
of all elements clearly leads to an isomorphism of abstract root systems, it suffices to do
this up to some factor. Essentially, we therefore have to determine the angle between
α1 and α2. We will do this for sl(n,C) by observing that for two diagonal matrices H
and H ′ with diagonal entries xi and yi, we get tr(HH ′) =

∑
xiyi. From 2.6 we know

that this trace form is invariant on sl(n,C) and hence part (3) of corollary 2.8 implies
that it is a nonzero multiple of the Killing form. Thus we conclude that the element of h
which represents the functional ei has the ith diagonal entry equal to n−1

n
and all other

diagonal entries equal to −1
n

, and we can write this as the ith unit vector minus 1
n

id.
Since a functional of the form ej− ek obviously vanishes on multiples of the identity, we
conclude that 〈ei, ej − ek〉 = δij − δik. For sl(3,C), this immediately gives 〈αi, αi〉 = 2
for i = 1, 2 and 〈α1, α2〉 = −1. In particular, the angle between α1 and α2 is 2π

3
, and we

obtain the picture for A2 below.

Α2
A +A1 1

B2 G 2

The first root system A1 + A1 in this picture is just the direct sum of two copies of
A1. The hyperplanes orthogonal to the elements of the root systems are indicated, and
it is obvious that in each case the root system is invariant under the reflections in these

hyperplanes. The condition that 2〈β,α〉
〈α,α〉 ∈ Z can be checked directly for B2 and G2. We

shall see later on, that these are all abstract root systems in R2.

3.7. Positive and simple roots, Dynkin diagram. As remarked above, the
next steps in the analysis of the structure of complex semisimple Lie algebras can be
done entirely in the setting of abstract root systems. To do this, one first observes
that for any abstract root system ∆ ⊂ V and α ∈ ∆, one has sα(α) = −α and hence
−α ∈ ∆. Moreover, as in the example of A1 above, one concludes that in a reduced
abstract root system these are the only multiples of α which lie in ∆. Next, we claim

that for α, β in a reduced root system ∆, the only possible values for the integer 2〈β,α〉
〈α,α〉

are 0, ±1, ±2 and ±3. Recall that the Cauchy–Schwarz inequality states that for any
v, w ∈ V we have |〈v, w〉|2 ≤ 〈v, v〉〈w,w〉 and equality is only possible if v and w are
proportional. We may assume that α, β are not proportional (since otherwise β = ±α,

so we obtain ±2), and hence obtain
∣∣∣2〈β,α〉〈α,α〉

2〈β,α〉
〈β,β〉

∣∣∣ < 4, and since both factors are integers,

they both must have absolute value ≤ 3. Moreover, if the two numbers have different
absolute value, then the smaller absolute value must actually be at most one, so we

see that if |α| ≤ |β|, then 2〈β,α〉
〈β,β〉 must equal 0 or ±1. Finally, one can show that part



THE ROOT SYSTEM OF A COMPLEX SEMISIMPLE LIE ALGEBRA 47

(4) of proposition 3.5 continues to hold for abstract root systems, i.e. given α, β ∈ ∆
then the set of all elements of ∆ of the form β + nα for n ∈ Z is an unbroken string

of the form β − pα, β − (p − 1)α, . . . , β + qα, where p, q ≥ 0 and p − q = 2〈β,α〉
〈α,α〉 . In

particular, replacing β by the starting point β − pα of the string, we see that any such
string consists of at most four roots.

Since for any α ∈ ∆ also −α ∈ ∆, it is a natural idea is to split the set of roots into
positive and negative roots. It is better to use a slightly stronger concept, namely to
introduce a notion of positivity in V , i.e. selecting a subset V + ⊂ V \{0} such that V is
the disjoint union of V +, {0} and −V +, and such that V + is stable under addition and
multiplication by positive scalars. Once having chosen such a decomposition, we get a
total ordering on V , defined by v ≤ w if an only if w − v ∈ V + ∪ {0}. A simple way
to get such an ordering is to choose a basis ϕ1, . . . , ϕn for the dual space V ∗ and define
v ∈ V + if and only if there is an index j such that ϕi(v) = 0 for i < j and ϕj(v) > 0.
For example, taking the standard bases in R2 and in R2∗, the positive subset of R2 is
the open right half plane together with the positive y–axis. Otherwise put (x, y) > 0 if
either x > 0 or x = 0 and y > 0.

Having chosen V +, we define the set ∆+ of positive roots by ∆+ = ∆ ∩ V +, so ∆ is
the disjoint union of ∆+ and −∆+. Moreover, sums of positive roots are positive. We
will write α > 0 to indicate that the root α is positive. Further, we define the subset
∆0 ⊂ ∆+ of simple roots as the set of those positive roots, which cannot be written as
the sum of two positive roots.

Lemma 3.7. Let ∆ be an abstract root system in the Euclidean space (V, 〈 , 〉). Let
∆+ and ∆0 be the set of positive respectively simple roots associated to the choice of
V + ⊂ V . Then we have:
(1) For α, β ∈ ∆0, α− β is not a root and 〈α, β〉 ≤ 0.
(2) ∆0 is a basis for V and the coefficients in the expansion of any α ∈ ∆+ with respect
to this basis are non–negative integers.

Proof. (1) If α− β ∈ ∆, then it either lies in ∆+ or in −∆+. If α− β is positive,
then α = β + (α− β) contradicts α ∈ ∆0, in the other case β = α+ (β−α) contradicts
β ∈ ∆0. Consequently, the α–string through β must have the form β, β +α, . . . , β + qα

for some q ≥ 0 and −q = 2〈β,α〉
〈α,α〉 ≤ 0.

(2) The choice of V + gives us a total ordering on ∆, and let us enumerate the positive
roots as β1, . . . , βk such that β1 < · · · < βk. We show by induction on k, that any
βi can be written as a linear combination of simple roots with non–negative integral
coefficients. Observe that α = α1 + α2 for positive roots α, α1 and α2 implies that
α1, α2 < α since α− α1 = α2 ∈ V + and likewise for α2. In particular, the smallest root
β1 itself has to be simple. Assume inductively that i > 1 and βj has been written as
appropriate linear combinations for all j < i. Then either βi is simple and we are done,
or there are positive roots α1, α2 such that βi = α1 + α2. But then α1, α2 < βi, so they
both must equal some βj for j < i, and the claim follows by induction.

Of course, this implies that any element of ∆ can be written as an integral linear
combination of simple roots with all coefficients having the same sign. By definition,
the set ∆ spans V , so we see that also ∆0 spans V , and we only have to show that the
set is linearly independent. Suppose that we write 0 as a linear combination

∑
xiαi of

simple roots. Renumber the α′s in such a way that x1, . . . , xi ≥ 0 and xi+1, . . . , xn ≤ 0,
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and we put β := x1α1 + · · ·+ xiαi = −xi+1αi+1 − · · · − xnαn. Then we compute

〈β, β〉 = 〈
i∑

j=1

xjαj,−
n∑

k=i+1

xkαk〉 =
∑
j,k

−xjxk〈αj, αk〉

Of course, the left hand side is ≥ 0. On the other hand, xj ≥ 0 and xk ≤ 0, so
−xjxk ≥ 0 and by part (1) 〈αj, αk〉 ≤ 0 since j 6= k. Hence the right hand side is ≤ 0,
which implies that β = x1α1 + · · ·+ xiαi = 0 and also −xi+1αi+1 − · · · − xnαn = 0 and
in each expression all coefficients are ≥ 0. But if at least one of them would be really
positive then the result would lie in V + and thus be nonzero. �

The next step is to associate the Cartan matrix to ∆0 = {α1, . . . , αn}. This is

simply the n × n–matrix A = (aij) with aij :=
2〈αi,αj〉
〈αi,αi〉 . Clearly, this matrix depends

on the numbering of the simple roots, so it is as best unique up to conjugation with
permutation matrices. We already know that all aij are integers, the diagonal entries
are 2, while the off–diagonal ones are ≤ 0 by part (1) of the lemma. Obviously, if aij = 0
then also aji = 0. Finally, let D be the diagonal matrix whose ith diagonal entry equals
|αi| > 0. Then one immediately checks that the component sij of S := DAD−1 is given

by
2〈αi,αj〉
|αi||αj | . In particular, this matrix is symmetric. Moreover sij = 2〈vi, vj〉, where

for each i we put vi := αi
|αi| . But then for any x = (x1, . . . , xn) ∈ Rn the expression

xtSx =
∑

i,j xisijxj simply equals 2
∑

ij xixj〈vi, vj〉 = 2〈
∑
xivi,

∑
xjvj〉 so this is ≥ 0

and it only equals 0 if x = 0. Hence the symmetric matrix S is positive definite.
The final step associates to the Cartan matrix A a certain graph called the Dynkin

diagram of the root system. One simply takes one vertex for each of the simple roots αi,
and connects the vertices corresponding to αi and αj by nij := aijaji lines. Note that
nij is always a non–negative integer and nij = 0 if and only if αi and αj are orthogonal.
We have seen above that |αi| ≤ |αj| implies that aji equals 0 or −1, and hence in this
case aij = −nij. If nij = 1, this implies that aij = aji = −1 and hence |αi| = |αj|.
If nij > 1 (and hence equals 2 or 3), then we conclude that |αj| =

√
nij|αi|, and we

indicate the relation of the lengths by adding an arrow which points from the longer
root to the shorter root. Having done this, we conclude that we can read the relations
of the lengths of the various simple roots in each connected component of the Dynkin
diagram. Having these, we can of course recover the Cartan matrix from the Dynkin
diagram.

Let us finally discuss irreducibility in this picture. Consider a direct sum ∆ =
∆1t∆2 ⊂ V1⊕V2 of two abstract root systems. Having chosen V +, we use V +

i := V +∩Vi
for i = 1, 2 to define positivity on the two subspaces. Of course, this leads to the positive
roots ∆+ = ∆+

1 t∆+
2 , and since the sum of an element of ∆1 and an element of ∆2 never

is a root, we see that ∆0 = ∆0
1 t∆0

2. By construction the elements of these two sets are
mutually orthogonal, so numbering roots appropriately the resulting Cartan matrix of
∆0 is block diagonal with two blocks which equal the Cartan matrices of ∆0

1 and ∆0
2.

Clearly, this implies that the Dynkin diagram of ∆0 is the disjoint union of the Dynkin
diagrams of ∆0

1 and ∆2
0.

Conversely, a decomposition of the Dynkin diagram associated to ∆0 ⊂ ∆ ⊂ V into
two connected components leads to a block diagonal form of the Cartan matrix, possibly
after renumbering of the roots (i.e. conjugation by a permutation matrix). Hence the
simple system of the original root system decomposes into two subsets ∆0

1 and ∆0
2 of

mutually orthogonal roots. The linear spans of these subsets decompose the vector
space V into an orthogonal direct sum of two subspaces, we define ∆i to be the set of
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those roots which can be written as linear combinations of elements of ∆0
i for i = 1, 2.

Of course, these are disjoint subsets of ∆ and we claim that the union equals ∆. If not,
then there is a smallest root α ∈ ∆+ which is not contained in the union, which means
that expanding this into a linear combination of simple roots, one needs both roots from
∆0

1 and from ∆0
2. Writing α =

∑
aiαi for the expansion, all ai are nonnegative integers,

and we get 0 < |α|2 =
∑
ai〈α, αi〉 so there must be a simple root αi such that the inner

product is positive. Exchanging the two subsets if necessary, we assume that αi ∈ ∆0
2.

From the description of the αi–string through α we conclude that 〈α, αi〉 > 0 implies
that α−αi is a root, and since this is smaller than α, the only possibility is that ai = 1
and α−αi ∈ ∆1, i.e. αi was the only element of ∆0

2 which shows up in the expansion of
α. But then 〈α− αi, αi〉 = 0, and thus the αi–string through α− αi is symmetric. But
since α − αi − αi certainly cannot be a root, α = α − αi + αi cannot be a root either,
which is a contradiction. Hence we see that an abstract root system is irreducible if and
only if its Dynkin diagram is connected.

3.8. The classical examples. We next discuss the root systems, Cartan matrices
and Dynkin diagrams of the so called classical simple Lie algebras. As we shall later
see, these cover all but 5 irreducible abstract root systems.
(1) We have already described the root system of sl(n,C) in 3.3: Taking the subspace
of tracefree diagonal matrices as a Cartan subalgebra h, we get ∆ = {ei − ej : i 6=
j}, where ei : h → C extracts the ith entry of a diagonal matrix. In particular,
h0 is the subspace of all real diagonal matrices. To define positivity, we use the basis
{E11−Enn, . . . , En−1,n−1−Enn} of h0, where as before Eij denotes an elementary matrix.
This immediately leads to ∆+ = {ei − ej : i < j}. The corresponding set of simple
roots is then {α1, . . . , αn−1} with αi = ei − ei+1. In terms of this set of simple roots,
the positive roots are exactly all combinations of the form αi + αi+1 + · · · + αi+j for
i ∈ {1, . . . , n − 1} and 0 ≤ j ≤ n − 1 − i. We also have observed in 3.6 that the inner
product on h∗0 induced by the Killing form is given (up to a factor) by 〈ei, αi−1〉 = −1,
〈ei, αi〉 = 1 and 〈ei, αj〉 = 0 for j 6= i − 1, i. Consequently, we get 〈αi, αi〉 = 2 for
all i = 1, . . . , n − 1, so all simple roots have the same length, 〈αi, αi+1〉 = −1 and
〈αi, αj〉 = 0 for |j − i| > 1. Thus the Cartan matrix of sl(n,C) has each entry on the
main diagonal equal to 2, in the two diagonals above and below the main diagonal all
entries equal −1, while all other entries are zero. The Dynkin diagram has n−1 vertices,
and each of these vertices is connected to its (one or two) neighbors by one edge, i.e. we
get . . .◦ ◦ ◦ ◦. This Cartan matrix and the Dynkin diagram are usually called
An−1.
(2) The second series of classical examples of a complex simple Lie algebras is pro-
vided by the algebras so(n,C) of matrices which are skew symmetric with respect to
a non–degenerate complex bilinear form. Taking the standard from (z, w) 7→

∑
ziwi

one simply obtains the Lie algebra of skew symmetric complex n × n–matrices. This
subalgebra is reductive by 2.10 and since the standard representation Cn is irreducible
even for the subalgebra so(n,R), we conclude that so(n,C) is semisimple.

However, for structural purposes it is better to take a different non–degenerate bilin-
ear form, which by linear algebra is equivalent to the standard bilinear form. Moreover,
one has to distinguish between even and odd dimensions.

For even dimensions, the good choice is to use the form

b(z, w) :=
n∑
i=1

(ziwn+i + zn+iwi)
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on C2n. One easily verifies directly that a 2n × 2n–matrix is skew symmetric with

respect to this form if and only if it has the block form

(
A B
C −AT

)
with an arbitrary

n× n–matrix A and skew symmetric n× n–matrices B and C. Consider the subspace
h of all diagonal matrices contained in g, so these have diagonal entries of the form
a1, . . . , an,−a1, . . . ,−an, and we denote by ei (for i = 1, . . . , n) the functional which
takes out the ith diagonal element.

For block diagonal matrices (i.e. matrices with trivial B and C–part), the adjoint
action preserves this block decomposition, and explicitly we have[(

A 0
0 −At

)
,

(
A′ B′

C ′ −(A′)t

)]
=

(
[A,A′] AB′ +B′At

−AtC ′ − C ′A −[A,A′]t

)
.

for i 6= j, the elementary matrix Eij put in the A–block (i.e. the matrix Eij −En+i,n+j)
is an eigenvector corresponding to the eigenvalue ei − ej. For the other blocks, a basis
is given by the elements Eij − Eji (put into the appropriate block) for i < j. From
the description above it follows immediately that this element in the B–block is an
eigenvector for the eigenvalue ei + ej, while in the C–block it produces the eigenvalue
−ei − ej. In particular, we conclude that h ⊂ g is a Cartan subalgebra, so so(2n,C)
has rank n, and the set of roots is ∆ = {±ei ± ej : 1 ≤ i < j ≤ n}. As in (1), h0

is the space of real diagonal matrices and defining positivity using the basis {E11 −
En+1,n+1, . . . , Enn − E2n,2n}, we get ∆+ := {ei ± ej : i < j}. As for the simple roots,
the elements α1, . . . , αn−1, defined by αj = ej − ej+1 clearly are simple. A moment of
thought shows that among the roots ei + ej only αn = en−1 + en can be simple, so we
have found the set ∆0 = {α1, . . . , αn} of simple roots.

To express all positive roots as linear combinations of simple roots, one first may
use all expressions of the form αi + αi+1 + · · · + αj for i < j < n, which give the root
ei− ej+1. Next, the roots ei + en for i < n− 1 are obtained as αi + · · ·+αn−2 +αn. The
remaining positive roots ei + ej for i < j < n are obtained as αi + · · · + αj−1 + 2αj +
· · ·+ 2αn−2 + αn−1 + αn.

Next, we have to compute the Killing form, and as before we may equivalently use
the trace form of the standard representation. This visibly is twice the standard inner
product, so to determine the Cartan matrix and the Dynkin diagram we may assume
that the ei are orthonormal. In particular 〈αj, αj〉 = 2 for all j, so all simple roots have
the same length. As for the other inner products, we see that for j = 1, . . . , n − 2 we
have 〈αj, αj+1〉 = −1, but 〈αn−1, αn〉 = 0 and 〈αn−2, αn〉 = −1, while all other inner
products are zero. For the Cartan matrix, this means that the upper part looks like the

Cartan matrix An, while the bottom right 3 × 3–block has the form

 2 −1 −1
−1 2 0
−1 0 2

,

and for the Dynkin diagram we get ��
HH

◦ ◦ ◦
◦
◦

. . . , which is usually called Dn. For
n ≥ 3, this Dynkin diagram is connected (the case n = 2 will be discussed immediately)
which implies that so(2n,C) is simple for n ≥ 3.

For n = 1, the Lie algebra so(2,C) is isomorphic to C and thus not semisimple.
If n = 2, then the roots are just ±e1 ± e2, so this is simply an orthogonal direct
sum of two copies of A1. (In terms of the Dunking diagram only the upper and the
lower root, which are not connected, are there.) Indeed, this reflects an isomorphism
so(4,C) ∼= sl(2,C)× sl(2,C). Similarly, for n = 3 we obtain the same Dynkin diagram
as for sl(4,C), and again this reflects the fact that so(6,C) ∼= sl(4,C). Describing these
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isomorphisms explicitly is interesting, but would lead us too far away from the main
subject here.

(3) For the odd orthogonal algebras so(2n + 1,C) the situation is very similar to the
even orthogonal case. The good choice for the bilinear form on C2n+1 is b(z, w) =∑n

i=1(ziwn+i + zn+iwi) + z2n+1w2n+1. In particular, this implies that we have so(2n,C)
in the form presented above included as a subalgebra, with only one additional column
and line, which are negative transposes of each other. Denoting by h the intersection
of so(2n + 1,C) with the space of diagonal matrices we get the same subalgebra as in
(2). Elements of h have diagonal entries of the form a1, . . . , an,−a1, . . . ,−an, 0, and we
denote by ej the functional which extracts aj. From the subalgebra so(2n,C) we get
eigenspaces for the adjoint action of an element of h with eigenvalues ±ei±ej with i < j,
and the additional row and column are spanned by eigenvectors with eigenvalues ±ej
for j = 1, . . . , n. Hence we see that h is a Cartan subalgebra, so so(2n+ 1,C) has rank
n, and the set of roots is given by ∆ = {±ei ± ej : 1 ≤ i < j ≤ n} ∪ {±ej : 1 ≤ j ≤ n}.
Defining positivity as in (2), we get ∆+ = {ei ± ej : i < j} ∪ {ej}, and the simple
subsystem ∆0 = {α1, . . . , αn} is given by αj = ej − ej+1 for j = 1, . . . , n − 1 and
αn = en.

Replacing the Killing form by the trace form of the standard representation as
before, we again obtain the standard form, so for determining the Cartan matrix and
the Dynkin diagram we may assume that the ei are orthonormal. In particular, for j < n
we get 〈αj, αj〉 = 2 while 〈αn, αn〉 = 1, so the last simple root is shorter than the others.
On the other hand, for all j < n we have 〈αj, αj+1〉 = −1, and all other inner products
are zero. Thus, the Cartan matrix looks like the one for An, with the only exception

that the bottom right 2× 2–block has the form

(
2 −1
−2 2

)
instead of

(
2 −1
−1 2

)
. The

Dynkin diagram of so(2n + 1,C) thus is given by . . . >◦ ◦ ◦ ◦ and this diagram is
usually called Bn. Connectedness of this diagram shows that so(2n+ 1,C) is simple for
n ≥ 1.

For n = 1 we see that B1 = A1 and this reflects an isomorphism so(3,C) ∼= sl(2,C).
This comes from the adjoint representation of sl(2,C) (which has dimension three) for
which the Killing form is invariant.

(4) The final classical example of complex simple Lie algebras is provided by the so called
symplectic Lie algebras. These are defined as the matrices which are skew symmetric
with respect to a non–degenerate skew symmetric bilinear form. Linear algebra shows
that such forms only exist on spaces of even dimension, and there they are unique up
to isomorphism. We choose our form on C2n to be given by ω(z, w) :=

∑n
i=1(ziwn+i −

zn+iwi). One easily verifies that skew symmetry with respect to this form is equivalent

to a block form

(
A B
C −At

)
, with an arbitrary n × n–matrix A and symmetric n × n–

matrices B and C. One easily verifies directly that the matrices of this form form a Lie
subalgebra sp(2n,C) ⊂ sl(2n,C), and visibly this subalgebra is closed under conjugate
transposition. Hence from 2.10 we conclude that sp(2n,C) is reductive, and since the
standard representation C2n is easily seen to be irreducible, it is actually semisimple.

As before, we denote by h the space of diagonal matrices contained in sp(2n,C), so
these have diagonal entries (a1, . . . , an,−a1, . . . ,−an), and we denote by ej the linear
functional that extracts aj. The formula for the adjoint action of such an element from
(2) remains valid. Then off-diagonal elementary matrices in the A–block are eigenvectors
with eigenvalues ei− ej for i 6= j, elementary matrices of the form Eij +Eji (with i 6= j)
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are eigenvectors with eigenvalue ei + ej in the B–block and with eigenvalue −ei − ej in
the C–block. Finally, the elementary matrices Eii are eigenvectors with eigenvalue 2ei
in the B–block and with eigenvalue −2ei in the C–block.

Thus, we see that h is a Cartan subalgebra, so sp(2n,C) has rank n. Moreover, the
set of roots is given by ∆ = {±ei ± ej : 1 ≤ i < j ≤ n} ∪ {±2ej : 1 ≤ j ≤ n}. Defining
positivity as in (2), we get ∆+ = {ei ± ej : i < j} ∪ {2ej}. A moment of thought shows
that the set ∆0 = {α1, . . . , αn} of simple roots is given by αj = ej − ej+1 for j < n and
αn = 2en.

To get the Cartan matrix and Dynkin diagram we may proceed as before and assume
that the ei are orthonormal. This implies that for j < n we have 〈αj, αj〉 = 2, while
〈αn, αn〉 = 4, so this time there is one root longer than the others. The remaining
nontrivial inner products are 〈αj, αj+1〉 = −1 for j < n − 1 and 〈αn−1, αn〉 = −2.
Hence, the Cartan matrix is just the transpose of the Cartan matrix Bn, and the Dynkin
diagram is . . . <◦ ◦ ◦ ◦, which is usually called Cn. Connectedness of the Dynkin
diagram shows simplicity of sp(2n,C) for all n ≥ 1.

As for low dimensional special cases, for n = 1, sp(2,C) by our description coincides
with sl(2,C). For n = 2 the Dynkin diagrams B2 and C2 coincide which reflects an
isomorphism so(5,C) ∼= sp(4,C).

3.9. The Weyl group. The Weyl group is the last essential ingredient in the
structure theory of complex semisimple Lie algebras. This group can be introduced in
the setting of abstract root systems, and we will work in that setting. Our first use of
the Weyl group will be to show that the Dynkin diagram associated to an abstract root
system is independent of the choice of positivity. Having given a complex semisimple
Lie algebra g and a Cartan subalgebra h, the Weyl group of the corresponding abstract
root system is called the Weyl group W = W (g, h) of g (with respect to h).

If ∆ ⊂ V is an abstract root system, then for any root α ∈ ∆, we have the root
reflection sα : V → V , and we know from 3.5 that sα(∆) ⊂ ∆. Now we define the Weyl
group W = W (∆) of ∆ to be the subgroup of the orthogonal group O(V ) generated
by all the reflections sα. Then any element w ∈ W maps the root system ∆ to itself.
If w ∈ W fixes all elements of ∆, then w must be the identity map, since ∆ spans V .
Hence we may also view W as a subgroup of the permutation group of ∆, so W is finite.
For later use, we define the sign of an element w ∈ W as the determinant of w, viewed
as a linear automorphism of V . Since w is an orthogonal map, the sign really is either
1 or −1, depending on whether w is a product of an even or odd number of reflections.

Originally, we have first defined the positive roots ∆+ and then obtained the subset
∆0 of simple roots. Now one can turn around the game and define simple roots directly
and then use these to define positive roots. A simple subsystem ∆0 = {α1, . . . , αn} ⊂ ∆
is defined to be a basis of V consisting of roots such that any element of ∆ can be
written as a linear combination of the αj with all coefficients of the same sign. Having
given such a simple system, one defines the corresponding set of positive roots ∆+ ⊂ ∆
as consisting of those roots for which all coefficients are non–negative. Of course, ∆ is
the disjoint union of ∆+ and −∆+.

For a given simple system ∆0, we consider the subgroup W ′ ⊂ W generated by the
reflections sαj for αj ∈ ∆0. Now suppose that α ∈ ∆+ is not simple, i.e. α =

∑
j ajαj

and all aj ≥ 0. Since αj is the only positive multiple of αj that is a root, we conclude
that at least two of the coefficients ai are nonzero. Since 0 < 〈α, α〉 =

∑
j aj〈α, αj〉, we

see that there is a simple root αj such that 〈α, αj〉 > 0. Then sαj(α) = α − 2〈α,αj〉
〈αj ,αj〉αj

is a root. Expanding this as a linear combination of elements of ∆0, the coefficient of



THE ROOT SYSTEM OF A COMPLEX SEMISIMPLE LIE ALGEBRA 53

αi for i 6= j equals ai while the coefficient of αj is obtained by subtracting a positive
integer from aj. In particular, there still must be at least one positive coefficient, so
sαj(α) ∈ ∆+. Now we can iterate this, and in each step a positive integer is subtracted
from one of the coefficients while all other coefficents remain the same. Thereofore,
this process has to terminate, and multiplying up the reflections we obtain an element
w ∈ W ′ and a simple root αk ∈ ∆0 such that w(α) = αk, and thus α = w−1(αk). Since
sαk(αk) = −αk, we see that −α = (w−1 ◦ sαk)(αk), and thus ∆ = W ′(∆0). Hence we
can recover ∆ from the simple subsystem ∆0. Moreover, the above computation shows
that the coefficients in the expansion of α ∈ ∆+ as a linear combination of elements of
∆0 are non–negative integers.

On the other hand, if α = w(αj) then

sα(v) = v − 2〈α, v〉
〈α, α〉

α = w

(
w−1(v)− 2〈αj, w−1(v)〉

〈αj, αj〉
αj

)
and thus sw(αj) = w ◦ sαj ◦ w−1 ∈ W ′. Hence we conclude that W ′ = W , i.e. the Weyl
group is generated by the root reflections corresponding to elements of ∆0.

Now it is almost obvious that for a simple system {α1, . . . , αn} and some element
w ∈ W , also {w(α1), . . . , w(αn)} is a simple system. (To obtain a representation of α
in terms of the w(αj) use a representation of w−1(α) ∈ ∆ in terms of the αj.) Thus,
fixing some simple subsystem ∆0, we define a mapping from W to the set of all simple
subsystems of ∆ by mapping w to w(∆0). We claim, that this map is a bijection:

Let A ⊂ ∆ be any simple subsystem and let D+ ⊂ ∆ be the corresponding set
of positive roots. Suppose first that A ⊂ ∆+. Then of course D+ ⊂ ∆+, so the two
sets must actually be equal, and in particular ∆0 ⊂ D+. Hence any element of ∆0

can be written as a linear combination of elements of A with coefficients in N and vice
versa, and this immediately implies ∆0 = A. If A is not contained in ∆+, then take
α ∈ A ∩ −∆+. Of course, sα(α) = −α ∈ sα(D+) ∩∆+. On the other hand, the above
computation shows that if β ∈ D+ and β 6= α then sα(β) ∈ D+. Hence we conclude that
sα(D+) is obtained from D+ simply by replacing α by −α. Therefore, the intersection
of ∆+ and sα(D+), which is the positive system associated to the simple system sα(A),
is strictly larger than ∆+ ∩ D+. Inductively, this implies that we can find an element
w ∈ W such that w(D+) = ∆+, and we have seen that this implies w(A) = ∆0 and
thus A = w−1(∆0). Hence we conclude that the map w 7→ w(∆0) is surjective onto the
set of simple subsystems.

Since each w ∈ W is an orthogonal mapping and the Cartan matrix and the Dynkin
diagram are constructed from the mutual inner products of simple roots, this implies
that they are independent of the choice of the simple (or positive) subsystem.

For later use we also verify that the mapping w 7→ w(∆0) is injective: For ∆0 =
{α1, . . . , αn} let us temporarily write si for the reflection sαi . Take w ∈ W such that
w(∆0) = ∆0 and write w = sim · · · si1 as a product of simple reflections. By construction,
w(αi1) ∈ ∆0 ⊂ ∆+ but si1(αi1) = −αi1 ∈ −∆+. Therefore, we find an index r with 2 ≤
r ≤ m such that putting w′ := sir−1 · · · si1 we get w′(αi1) ∈ −∆+ but (sirw

′)(αi1) ∈ ∆+.
But since αir is the only positive root that becomes negative under sir we see that this
is only possible if w′(αi1) = −αir . But then sir = sw′(αi1 ) = w′si1(w

′)−1, and therefore
sirw

′ = w′si1 = sir−1 · · · si2 . But this implies that we can write w also as a product of
m− 2 simple reflections. If m is even, we come down to 0 reflections and thus w = id.
If m is odd we conclude that w is a simple reflection, which is a contradiction since
si(αi) = −αi /∈ ∆0.
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To conclude this section, let us briefly describe the Weyl groups for the classical
examples from 3.8:

For the root system An−1 of sl(n,C), the dual space h∗0 is the quotient of the space
of all

∑
ajej by the line generated by e1 + · · · + en, so we may view it as the space

of all
∑
ajej such that

∑
aj = 0. One immediately verifies that the root reflection

sei−ej : h∗0 → h∗0 is induced by the map which exchanges ei and ej and leaves the ek
for k 6= i, j untouched. This immediately implies that the Weyl group of An−1 is the
permutation group Sn of n elements.

For the root system Bn of so(2n+ 1,C), the reflections in ei− ej again exchanges ei
and ej, while the reflection in ej changes the sign of ej and leaves the other ek untouched.
Thus, we may view the Weyl group W as the subgroup of all permutations σ of the 2n
elements ±ej such that σ(−ej) = −σ(ej) for all j = 1, . . . , n. As a set, W is the product
of Sn and n copies of Z2, so in particular, it has 2nn! elements. Since from the point
of view of the induced reflections, there is no difference between ej and 2ej, we obtain
the same Weyl group for the root system Cn.

Finally for the even orthogonal root system Dn, the reflections in the roots ei − ej
again generate permutations of the ej, while the reflection in ei + ej maps ei to −ej and
ej to −ei while all other ek remain untouched. Consequently, W can be viewed as the
subgroup of those permutations σ of the elements ±ej which satisfy π(−ej) = −π(ej)
and have the property that the number of j such that π(ej) = −ek for some k is even.
In particular, the number of elements in W equals 2n−1n!.

The classification of root systems and complex simple Lie algebras

We have now developed all the ingredients of the structure theory of complex
semisimple Lie algebras, which also form the basis for studying representations. To
conclude this chapter we briefly discuss how one can obtain a complete classification
of complex simple Lie algebras from these data. In particular, this shows that apart
from the classical examples discussed in 3.8 there are (up to isomorphism) only 5 other
complex simple Lie algebras.

3.10. The classification of abstract root systems. We have already noted
in 3.9 that an abstract root system ∆ ⊂ V is completely determined by any simple
subsystem ∆0. More precisely, suppose that ∆i ⊂ Vi are abstract root systems for
i = 1, 2 with simple subsystems ∆0

i and we can find a linear isomorphism ϕ : V1 → V2

such that ϕ(∆0
1) = ∆0

2 and 〈ϕ(α),ϕ(β)〉
〈ϕ(α),ϕ(α)〉 = 〈α,β〉

〈α,α〉 for all α, β ∈ ∆0
1. Since ∆0

1 spans V , the

corresponding equation also holds with β replaced by any v ∈ V , which immediately
implies that sϕ(α) = ϕ ◦ sα ◦ ϕ−1. Since the simple reflections generate the Weyl group,
we conclude that w 7→ ϕ ◦w ◦ ϕ−1 defines a bijection between the Weyl groups W1 and
W2. In 3.9 we have observed that ∆1 = {w(α) : w ∈ W1, α ∈ ∆0

1}, and ϕ(w(α)) =
(ϕ ◦ w ◦ ϕ−1)(ϕ(α)) then immediately implies that ϕ(∆1) = ∆2. Finally, for α, β ∈ ∆0

1

and w,w′ ∈ W1 we have 2〈w(α),w′(β)〉
〈w(α),w(α)〉 = 2〈α,w−1w′(β)〉

〈α,α〉 . We have observed above, that this

equals 2〈ϕ(α),ϕ(w−1w′(β))〉
〈ϕ(α),ϕ(α)〉 , which in turn is immediately see to equal 2〈ϕ(w(α)),ϕ(w′(β))〉

〈ϕ(w(α)),ϕ(w(α))〉 . Thus

we conclude that ϕ is an isomorphism of root systems as defined in 3.6.
In conclusion, the classification of (irreducible) reduced abstract root systems boils

down to the classification of (connected) Dynkin diagrams:

Theorem 3.10. Let V be a finite dimensional Euclidean vector space and ∆ ⊂ V a
finite dimensional irreducible reduced abstract root system. Then the Dynkin diagram of
∆ is An for n ≥ 1, Bn for n ≥ 2, Cn for n ≥ 3 or Dn for n ≥ 4 or one of the following
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five exceptional diagrams: G2: ◦ ◦> , F4: ◦ ◦ ◦ ◦> , E6: ◦ ◦ ◦ ◦ ◦
◦

,

E7: ◦ ◦ ◦ ◦ ◦ ◦
◦

, E8: ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦

.

Sketch of proof. Although this result is very surprising, the proof is completely
elementary, but needs a certain amount of explicit verifications. It is only based on the
fact that the Dynkin diagram directly leads to an expression of the inner product on
V in terms of a certain basis: Consider the Cartan matrix A of ∆. We have observed
that there is a diagonal matrix D such that S := DAD−1 is the (symmetric) matrix
of mutual inner products of the elements of a certain basis of V . From the description
in 3.8 it follows immediately that the coefficients sij of S are given by sii = 2 and
sij = −√nij for i 6= j, where nij is the number of edges in the Dynkin diagram joining
the ith and jth node. In particular, this matrix can be immediately read off from the
Dynkin diagram, and the direction of arrows is irrelevant for the matrix S. Recall that
we have already verified that nij ≤ 3 for all i, j.

Now the condition that the inner product defined by S is positive definite means that
for all vi ∈ R, one has 0 ≤

∑
i,j sijvivj, which translates into

∑
i 6=j
√
nijvivj ≤ 2

∑
i v

2
i .

But since this has to hold for all choices of vi, we conclude that also∑
i 6=j
√
nijvivj ≤

∑
i 6=j
√
nij|vi||vj| ≤ 2

∑
i v

2
i .

This of course remains valid if some of the nij are replaced by smaller non–negative
numbers, so one still arrives at a positive definite inner product in that case.

On the other hand, a positive definite inner product can be restricted to any sub-
space, and defines a positive definite inner product there. Applying this to the subspace
spanned by some of the simple roots, we see that taking any block in S of the formsii . . . sij

...
...

sji . . . sjj

, we get a matrix with non–zero (in fact positive) determinant.

The upshot of this discussion is that if we have given some Diagram and we define
a subdiagram as one that is obtained by reducing the number of edges and then taking
a connected subgraph, then the result still has to give rise to the matrix of a positive
definite inner product.

Conversely, if we find a diagram such that the associated matrix S has zero deter-
minant, then this cannot occur as a subdiagram of the Dynkin diagram of any abstract
root system. There is a conceptual way to produce such a list: Suppose that S is the
matrix of a positive definite inner product in a basis {v1, . . . , vn}. Then let vn+1 be any
nonzero linear combination of the Basis vectors vi and consider the (n + 1) × (n + 1)
matrix S̃ associated to the system {v1, . . . , vn+1} in the same way as S is associated
to {v1, . . . , vn}. Then of course, the lines of S̃ are linearly dependent, so this has zero
determinant. In general, S̃ will not be associated to a diagram, but it turns out that
this is always the case if one starts with a root system ∆ corresponding to S and takes
as the additional element the largest root (in the given ordering). This leads to the
following diagrams (where the diagram with index k has k + 1 vertices):

Ãk, k ≥ 2: ◦ ◦
◦

�
�

@
@

. . . , B̃3: ◦
◦
◦ ◦

��
HH

, B̃k, k ≥ 4: ◦
◦
◦ ◦ ◦. . .

��
HH

, C̃2: ◦ ◦ ◦

C̃k, k ≥ 3: ◦ ◦ ◦. . . ◦, D̃4: ◦
◦
◦
◦
◦

��
HH

HH
��

, D̃k, k ≥ 5: ◦
◦
◦ ◦

◦
◦

. . .
��
HH

HH
��
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Ẽ6: ◦ ◦ ◦ ◦ ◦
◦
◦

, Ẽ7: ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦

, Ẽ8: ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦

, F̃4: ◦ ◦ ◦ ◦ ◦, G̃2: ◦ ◦ ◦.
As an alternative to the approach sketched above, one may of course verify directly

that the matrix associated to each of the above diagrams has zero determinant. The
fact that none of the above diagrams can be a subdiagram of the Dynkin diagram of
an abstract root system actually suffices to push through the classification: First, the
Dynkin diagram cannot contain any cycles, since otherwise it would contain a subdia-
gram of type Ãk. Next, at any point there may be at most three edges, since otherwise
get a subdiagram of type G̃2, C̃2, B̃3 or D̃4. In particular, if there is a triple edge, G2

is the only possibility. Let us call a point in which three single edges meet a branch
point. If there is a double edge, then there are no branch points, since otherwise some
B̃k would be a subdiagram. Moreover, there may be at most one double edge since
otherwise there is a subdiagram of type C̃k. Finally, apart from the case of F4, only one
of the two ends of a double edge may be connected to other points, since otherwise we
get F̃4 as a subdiagram. But this shows that in the case of a double edge, only Bn, Cn
and F4 are possible.

Hence we are left with the case that there are no multiple edges. If there is no
branch point, then we get a diagram of type An. On the other hand, there may be
at most one branch point since otherwise we get some D̃k as a subdiagram. Thus we
are left with the case of three chains meeting in one branch point. Since Ẽ6 cannot be
a subdiagram, one of these three chains can only consist of a single point. From the
remaining two chains at least one has to consist of at most two points, since otherwise
Ẽ7 is a subdiagram. If there is one chain with two points and one chain with one point,
then we only get the possibilities D5, E6, E7 and E8, since a longer third chain would
give a subdiagram of type Ẽ8. Finally, if two of the three chains meeting at the branch
point consists only of a single point, we get a diagram of type Dn. �

Remark 3.10. To obtain the diagrams of type Ẽ and F̃ as described in the proof
above, one has to know the existence of root systems of type F4, E6, E7, and E8. These
root systems can be constructed directly, but their existence will also follow from the
discussion below. There always is the possibility to verify directly that the associated
matrices have zero determinant.

3.11. The classification of complex simple Lie algebras. We have seen how to
pass from a Lie algebra to a root system and further to a Dynkin diagram. We also know
from 3.2 and 3.9 that this Dynkin diagram does not depend on the choices of a Cartan
subalgebra and a set of positive roots. In particular, this implies that isomorphic Lie
algebras lead to the same Dynkin diagram. Hence the remaining questions are on one
hand, whether there exist complex simple Lie algebras corresponding to the exceptional
Dynkin diagrams of type E, F and G from Theorem 3.10, and on the other hand,
whether two Lie algebras having the same Dynkin diagram must already be isomorphic.
These question can be answered (positively) at the same time by giving a universal
construction for a simple Lie algebra with a given Dynkin diagram, using the so called
Serre relations.

Let us start from a complex simple Lie algebra g with a chosen Cartan subalgebra h,
the corresponding set ∆ of roots and a chosen simple subsystem ∆0 = {α1, . . . , αn}. For
any j = 1, . . . , n choose elements Ej and Fj in the root spaces gαj respectively g−αj such

that B(Ej, Fj) = 2
〈αj ,αj〉 . Recall from 3.5 that this exactly means that Hj := [Ej, Fj]

satisfies αj(Hj) = 2, so {Ej, Fj, Hj} is a standard basis for the subalgebra sαj
∼= sl(2,C).

Moreover, the elements Hj for j = 1, . . . , n span the Cartan subalgebra h. On the other
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hand, we know from 3.5 that gα+β = [gα, gβ] for all α, β ∈ ∆, which together with the
above easily implies that {Ej, Fj, Hj : 1 ≤ j ≤ n} is a set of generators for the Lie
algebra g. Such a set of generators is called a set of standard generators for g.

Next, there are some obvious relations. Since all Hj lie in h, we have [Hi, Hj] = 0
for all i, j. By definition and the fact that the difference of two positive roots is not
a root, we further have [Ei, Fj] = δijHi. Next, by definition of the Cartan matrix
A = (aij) of g, we have [Hi, Ej] = aijEj and [Hi, Fj] = −aijFj. Finally the formula
for the length of the αi–string through αj from 3.5 implies that ad(Ei)

−aij+1(Ej) = 0
and ad(Fi)

−aij+1(Fj) = 0 for i 6= j. These six families of relations are called the Serre
relations for g. The essential point for our questions now is that this is a complete set
of relations.

To explain this, we need a short detour. There is a universal construction of free
Lie algebras. This means that to any set X, one may associate a Lie algebra L(X),
called the free Lie algebra generated by X. This Lie algebra comes with an injective
set map i : X → L(X) which has the following universal property: For any Lie algebra

g and any set map f : X → g there is a unique homomorphism f̃ : L(X) → g of Lie

algebras such that f̃ ◦ i = f . We will describe a construction for free Lie algebras in 4.9.
One may think of L(X) as the vector space spanned by all formal brackets of elements
of X with the only equalities between brackets being those which are forced by skew
symmetry and the Jacobi identity.

Now assume that g is any Lie algebra and X ⊂ g is a subset of elements which
generates g. Then the inclusion of X into g induces a Lie algebra homomorphism
ϕ : L(X) → g. Since the image of this homomorphism is a Lie subalgebra containing
X, the homomorphism ϕ is surjective. Hence putting I = ker(ϕ) we get an ideal in
L(X) such that g ∼= L(X)/I. A complete set of relations for the generating set X by
definition is a subset of I which generates I as an ideal. This can be used to obtain
presentations of Lie algebras by generators and relations.

The result on completeness of the Serre–relations can now be more precisely stated
as:

Theorem 3.11. Let A = (aij) be the Cartan matrix associated to one of the Dynkin
diagrams from Theorem 3.10 with n nodes. Let F be the free complex Lie algebra gen-
erated by 3n elements Ej, Fj and Hj for j = 1, . . . , n, and let R be the ideal generated
by the Serre–relations. Then g := F/R is a finite dimensional simple Lie algebra. The
elements Hj span a Cartan subalgebra of g, and the functionals αj ∈ h∗ defined by
αj(Hi) = aij are a simple subsystem of the corresponding root system. In particular g
has the given Dynkin diagram.

Proof. The proof is rather involved, see [Knapp, II.9–II.11]. Indeed, F comes
with a kind of root decomposition and it is easy to see that this descends to a root
decomposition of F/R. The most difficult part of the proof is to show that there are
only finitely many roots and any root space is finite dimensional, which in turn implies
that F/R is finite dimensional. �

Corollary 3.11. (1) Any irreducible reduced abstract root system is isomorphic
to the root system of some finite dimensional complex simple Lie algebra.
(2) Two complex simple Lie algebras are isomorphic if and only if their root systems
are isomorphic, i.e. if and only if they have the same Dynkin diagram.

Proof. (1) is obvious from the theorem in view of the bijective correspondence
between Cartan matrices and reduced irreducible abstract root systems.
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(2) Let g be any complex simple Lie algebra and let A be its Cartan matrix. Let F/R
be the Lie algebra constructed in the theorem. By the universal property of a free Lie
algebra choosing a set of standard generator for g gives a surjective homomorphism
F→ g, which factors to F/R since the Serre–relations hold in g. But from the theorem
we know that F/R is simple, which implies that this homomorphism must be injective,
and thus an isomorphism. �

Remark 3.11. While the theorem asserts the existence of the exceptional complex
simple Lie algebras, i.e. Lie algebras corresponding to the exceptional Dynkin diagrams
of types E, F , and G, it does not offer a good description of these. Also, the dimensions
of the exceptional algebras are high enough (14 for G2, 52 for F4, 78 for E6, 133 for E7,
and 248 for E8) to make explicit descriptions rather complicated.

There are various ways to explicitly construct the exceptional Lie algebras, which
are related to other exceptional objects in mathematics, in particular to the eight di-
mensional non–associative division algebra O of octonions or Cayley numbers and the
exceptional Jordan algebra of dimension 27, which can be constructed from O.

The exceptional simple Lie algebras also provide input for other branches of math-
ematics. For example, the compact real form of G2 is among the exceptional holonomy
groups of Riemannian manifolds. On the other hand, the Dynkin diagram E8 leads to
a Z–valued symmetric bilinear form on Z8, which turns out to be non–diagonalizable
over Z (although it has to be diagonalizable over R). This is related to the existence of
topological manifolds of dimension four which do not admit any smooth structure and
in turn to the existence of exotic smooth structures on R4.



CHAPTER 4

Representation theory of complex semisimple Lie algebras

Building on the structure theory of complex semisimple Lie algebras developed in
the last chapter, we will next study complex representations of complex semisimple Lie
algebras. Since we have enough background at hand, we will fairly quickly reach the
fundamental result that any irreducible representations is determined up to isomorphism
by its highest weight, which is a certain functional on a Cartan subalgebra. It is also
easy to describe the properties of such highest weights. The basic tool for this is the
representation theory of sl(2,C) that we have developed in the last chapter. A more
involved problem is to show that for any weight having these properties there actually
exists an irreducible representation having the given weight as its highest weight. We will
discuss two approaches to this problem. Both these approaches need some background
from multilinear algebra which we will develop.

The theorem of the highest weight

4.1. The weights of a finite dimensional representation. Let us fix a complex
semisimple Lie algebra g, a Cartan subalgebra h ≤ g and an order on h∗0. Let ∆, ∆+

and ∆0 be the corresponding sets of roots, positive roots, and simple roots, respectively.
Let ρ : g→ gl(V ) be a representation of g on a finite dimensional complex vector space
V . From 3.2 we know that the elements of h act simultaneously diagonalizable on V .
The eigenvalues, called the weights of V , are given by linear functionals λ : h→ C, and
the corresponding eigenspace Vλ = {v ∈ V : H · v = λ(H)v ∀H ∈ h} is called the
weight space of weight λ in V . Denoting by wt(V ) the set of all weights of V , we obtain
the decomposition V = ⊕λ∈wt(V )Vλ. The dimension of Vλ is called the multiplicity of
the weight λ in V . By definition of a weight space, for v ∈ Vλ and X ∈ gα, we have
X · v ∈ Vλ+α (so in particular X · v = 0 if λ+ α is not a weight of V ).

Consider a fixed positive root α ∈ ∆+ and let sα = g−α⊕ [gα, g−α]⊕gα ∼= sl(2,C) be
the corresponding subalgebra. For a weight λ ∈ wt(V ) consider the sum of all weight
spaces of the form λ+ nα for n ∈ Z. From above we see that this subspace is invariant
under the action of sα, so we may apply the representation theory of sl(2,C) as developed
in 3.4. Recall from 3.5 that the standard basis element in the Cartan subalgebra of sα
is given by 2

〈α,α〉Hα ∈ [gα, g−α]. By Proposition 3.4 this has integral eigenvalues on

any finite dimensional representation of sα. Thus, we conclude that 2〈λ,α〉
〈α,α〉 ∈ Z for any

weight λ of a finite dimensional representation and any root α ∈ ∆. Elements of h∗

having this property are called algebraically integral. In particular, any weight of a
finite dimensional representation of g takes real values on the elements Hα ∈ h, so it is
contained in the real subspace h∗0 ⊂ h∗ spanned by ∆.

Now suppose that
2〈λ,αj〉
〈αj ,αj〉 ∈ Z for some λ ∈ h∗0 and all simple roots αj. Consider the

reflection sαk corresponding to the simple root αk. Inserting the definition of the root
reflection, we see that

2〈sαk(λ), αj〉
〈αj, αj〉

=
2〈λ, αj〉
〈αj, αj〉

− 2〈λ, αk〉
〈αk, αk〉

2〈αk, αj〉
〈αj, αj〉

,

59
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so this is again an integer. Recalling from 3.9 that the Weyl group W of g is generated

by the reflections corresponding to simple roots, we conclude that
2〈w(λ),αj〉
〈αj ,αj〉 ∈ Z for all

w ∈ W and all αj ∈ ∆0. But now for an arbitrary root α ∈ ∆ we know from 3.9 that
there exists a simple root αj and an element w ∈ W such that α = w(αj). Since w is

an orthogonal map,
2〈w−1(λ),αj〉
〈αj ,αj〉 ∈ Z immediately implies 2〈λ,α〉

〈α,α〉 ∈ Z. Thus we see that

λ ∈ h∗0 is algebraically integral if and only if
2〈λ,αj〉
〈αj ,αj〉 is an integer for all αj ∈ ∆0.

If ∆0 = {α1, . . . , αn}, then we define the fundamental weights ω1, . . . , ωn ∈ h∗0 for g

by
2〈ωi,αj〉
〈αj ,αj〉 = δij. Then the set ΛW of all algebraically integral elements of h∗0 coincides

with the set of integral linear combinations of the fundamental weights. Since the simple
roots form a basis for h∗0, the fundamental weights form a basis, too. Thus ΛW is a lattice
(i.e. a subgroup isomorphic to Zn), the weight lattice of g.

From the above we conclude that any element λ ∈ h∗0 is uniquely determined by the

n numbers
2〈λ,αj〉
〈αj ,αj〉 for j = 1, . . . , n, which are exactly the coefficients in a presentation

of λ as a linear combination of the fundamental weights. Moreover, λ is algebraically
integral if and only if all these numbers are integers.

Let us return to the representation of sα ∼= sl(2,C) on the subspace ⊕n∈ZVλ+nα.
From 3.4 we know that any finite dimensional representation of sl(2,C) decomposes
into a direct sum of irreducible representations, and for these the eigenvalues form an
unbroken string of integers of difference two, which is symmetric around zero. So in

particular, since 2〈λ,α〉
〈α,α〉 is an eigenvalue, also its negative has to show up. Hence we

conclude that choosing k ∈ Z in such a way that 2〈λ−kα,α〉
〈α,α〉 = −2〈λ,α〉

〈α,α〉 , then λ− kα must

be a weight of V . But the left hand side equals 2〈λ,α〉
〈α,α〉 −2k, so we conclude that k = 2〈λ,α〉

〈α,α〉 ,

and thus λ− kα = sα(λ), where sα : h∗0 → h∗0 is the root reflection corresponding to the
root α.

Replacing α by −α if necessary, we may assume that 2〈λ,α〉
〈α,α〉 = k ≥ 0, and conclude

from the fact that the eigenvalues form an unbroken string that λ− 2`α is a weight of
V for all 0 ≤ ` ≤ k. Moreover, the multiplicity of this weight is at least as big as the
multiplicity of λ. In particular, we conclude that the weights λ and sα(λ) occur with
the same multiplicity. Of course, this immediately implies that for any element w of
the Weyl group W of g and any weight λ also w(λ) is a weight of g, which has the same
multiplicity as λ. Hence the set wt(V ) of weights (including multiplicities) is invariant
under the action of the Weyl group. Let us collect the information on the weights of
finite dimensional representations of g:

Proposition 4.1. Let V be a finite dimensional representation of a complex semisim-
ple Lie algebra g. Then we have:

(1) Any weight λ of V is algebraically integral, i.e. 2〈λ,α〉
〈α,α〉 ∈ Z for any root α of g.

(2) If λ is a weight of V and w is any element of the Weyl group W of g, then w(λ) is
a weight of V which occurs with the same multiplicity as λ.

(3) If λ is a weight of V and α is a root such that k := 2〈λ,α〉
〈α,α〉 ≥ 0, then for any ` ∈ N

such that 0 ≤ ` ≤ k the functional λ−2`α is a weight of V whose multiplicity is at least
as big as the multiplicity of λ.

4.2. Highest weight vectors. Let V be any representation of g such that the
action of any element of the Cartan subalgebra h is diagonalizable. A highest weight
vector in V is a weight vector v ∈ V such that X · v = 0 for any element X lying in a
root space gα with α ∈ ∆+.
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Consider a set {Ei, Fi, Hi : i = 1, . . . , n} of standard generators for g, see 3.11. For
any highest weight vector v ∈ V and each i we have Ei · v = 0 since Ei is an element of
the root space of a simple root. Conversely, recall from 3.5 that for roots α and β such
that also α + β is a root, we have gα+β = [gα, gβ]. This immediately implies that any
weight vector v ∈ V such that Ei · v = 0 for all i is a highest weight vector.

If v ∈ V is a highest weight vector, consider the subspace W of V generated by
all elements of the form Fi1 · Fi2 · · · · Fi` · v. By definition, W is invariant under the
action of all Fj, and any Hj acts by a scalar on v. From the Serre relations in 3.11 we
conclude that Hj · (Fi1 · · ·Fi` · v) is a linear combination of Fi1 · Hj · Fi2 · · ·Fi` · v and
Fi1 · · ·Fi` · v. By induction, we conclude that W is invariant under the action of all
Hj. Similarly, Ej · (Fi1 · · ·Fi` · v) is a linear combination of Fi1 · Ej · Fi2 · · ·Fi` · v and
Hj · Fi2 · · ·Fi` · v. Again by induction, we see that W is invariant under the action of
all the standard generators, and thus it is invariant under the action of the whole Lie
algebra g. In particular, if V is irreducible, then W = V , so any element of V may
be written in the above form. This implies on the one hand that the highest weight
vector is unique up to nonzero complex multiples. On the other hand, if λ is the weight
of v then Fi1 · Fi2 · · · · Fi` · v is a weight vector of weight λ − αi1 − · · · − αi` , so any
weight of V is obtained from λ by subtracting a linear combination of simple roots with
non–negative integral coefficients.

There is an important observation on invariant subspaces of a representation ρ of g
on V as considered above, which holds even in the infinite dimensional case: We have
assumed that h acts diagonalizably on V which means that V is a direct sum of weight
spaces. Thus any element v ∈ V may be written as a finite sum of weight vectors. Fix
H ∈ h, let v = v1 + · · · + vk be the decomposition of v into eigenvectors with different
eigenvalues for the action of ρ(H) and let ai be the eigenvalue of vi. Consider the
operator

∏
j 6=i

1
(ai−aj)(ρ(H)− aj id). Visibly, this is a polynomial in ρ(H) and it maps v

to vi. Doing this for all elements of a basis of h we conclude that if we write v as a sum of
weight vectors with different weights, then each of these weight vectors can be obtained
by applying a combination of actions of elements of h to v. The upshot of this is that
if V ′ ⊂ V is an h–invariant subspace, v ∈ V ′ is any element and v = v1 + · · ·+ v` is the
decomposition of v into weight vectors of different weights, then each vi is contained in
V ′.

Using this, we can now show that the subrepresentation V ′ ⊂ V generated by a
highest weight vector v0 ∈ V of weight λ as above is indecomposable. Suppose that
V ′ = V ′1⊕V ′2 as a g–representation. Then we can decompose v0 = v1+v2, and we look at
the decomposition of v1 and v2 into weight vectors of different weights. Of course, one of
the two elements must contain a nonzero component of weight λ, so let us assume that
v1 has this property. From above we see that this weight component itself lies in V ′1 .
But by construction the λ weight space of V ′ is one–dimensional and thus contained in
V ′1 , which implies v0 ∈ V ′1 and hence V ′ ⊂ V ′1 , since V ′ is generated by v0. Consequently,
V ′2 = {0} which implies that V ′ is indecomposable. Of course, if V is finite dimensional,
the by complete reducibility (Theorem 2.9) V ′ has to be irreducible.

Assume that V is finite dimensional. Recall that in order to define positive roots
we have chosen a total ordering on the space h∗0 (in which all the weights of V lie), see
3.7. Since V has only finitely many weights, there is a maximal weight λ0 ∈ wt(V ),
i.e. λ ≤ λ0 for all λ ∈ wt(V ). This is often called the highest weight of V , in particular
if V is irreducible. If v is any nonzero element of the weight space Vλ0 , then v must be a
highest weight vector. Indeed, if Ei · v 6= 0, then it is a weight vector of weight λ0 + αi,
which is strictly bigger than λ0.
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Finally, we claim that the highest weight λ0 must be dominant, i.e. that 〈λ, αi〉 ≥ 0
for all simple roots αi. Indeed, if 〈λ0, αj〉 < 0 for some simple root αj, then sαj(λ0) =

λ0 − 2〈λ0,αj〉
〈αj ,αj〉 αj is strictly bigger than λ0, but from above we know that this is a weight

of V which contradicts maximality of λ0. In particular we see that the (unique) highest
weight of a finite dimensional irreducible representation is a linear combination of the
fundamental weights in which all coefficients are non–negative integers. Collecting our
information we get

Theorem 4.2. Let g be a finite dimensional complex semisimple Lie algebra, h ≤ g
a fixed Cartan subalgebra and ∆ the corresponding set of roots. Fix an order on the real
span h∗0 of ∆, let ∆+ and ∆0 be the sets of positive and simple roots with respect to this
order, and let {Ei, Fi, Hi : i = 1, . . . , n} be a set of standard generators for g. Let V be
a representation of g such that any element of h acts diagonalizably.
(1) If v ∈ V is a highest weight vector of weight λ0 then the elements of the form
Fi1 · · ·Fi` · v span an indecomposable subrepresentation of V , and the weights occurring
in this subrepresentation have the form λ0 −

∑
niαi for αi ∈ ∆0 and non–negative

integers ni.
(2) If V is finite dimensional, then it has at least one highest weight vector, and the
weight of any highest weight vector is dominant and algebraically integral. Moreover,
the subrepresentation generated by a highest weight vector as in (1) is irreducible. If
V itself is irreducible, then up to nonzero complex multiples there is only one highest
weight vector in V .

Let us say a few more words on dominant weights: By definition, λ ∈ h∗0 is dominant
if 〈λ, α〉 ≥ 0 for all simple roots α. Of course, this is equivalent to the same condition
for all positive roots α. The set of all dominant elements of h∗0 is called the closed dom-
inant Weyl chamber. In general, one defines an open Weyl chamber to be a connected
component of the complement of the hyperplanes perpendicular to the roots. Otherwise
put, a functional lies in some open Weyl chamber if and only if its inner product with all
roots are nonzero, and two such functionals lie in the same open Weyl chamber if and
only if all these inner products have the same signs for both functionals. By definition,
the open Weyl chambers are disjoint and the intersection of the closures of two Weyl
chambers is contained in the union of the hyperplanes perpendicular to the roots.

It is easy to see that the set of open Weyl chambers is in bijective correspondence
with the set of positive subsystems of ∆ and thus also with the set of simple subsystems
of ∆. This is achieved by assigning to an open Weyl chamber the positive subsystem
consisting of those roots whose inner products with the elements of the given chamber
are positive and then passing to the simple subsystem as usual. Finally, if λ ∈ h∗0 is
perpendicular to α ∈ ∆ and w is any element of the Weyl group W , then w(λ) is
perpendicular to the root w(α). This immediately implies that the action of the Weyl
group maps open Weyl chambers to open Weyl chambers. From 3.9 we know that the
Weyl group is in bijective correspondence with the set of simple subsystems of ∆ and
thus we conclude that W is also in bijective correspondence with the set of open Weyl
chambers. Otherwise put, for any functional λ ∈ h∗0 there is an element w ∈ W such
that w(λ) is dominant.

4.3. The theorem of the highest weight. If V is a finite dimensional irreducible
representation of a semisimple Lie algebra g, then from above we know that there is
exactly one weight space Vλ which contains a highest weight vector (and the highest
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weight vectors of V are exactly the nonzero elements of Vλ), and the weight λ is dominant

and algebraically integral, i.e.
2〈λ,αj〉
〈αj ,αj〉 is a non–negative integer for any simple root αj.

Next, if V and V ′ are irreducible representations with the same highest weight λ,
then we choose highest weight vectors v ∈ V and v′ ∈ V ′. Then (v, v′) is a highest
weight vector in the finite dimensional representation V ⊕ V ′ of g, so it generates an
irreducible subrepresentation Ṽ ⊂ V ⊕ V ′. The restrictions of the two projections to Ṽ
define homomorphisms Ṽ → V and Ṽ → V ′. The homomorphism Ṽ → V is nonzero,
since v lies in the image. By irreducibility it must be an isomorphism, since the kernel is
an invariant subspace of Ṽ and the image is an invariant subspace of V . Similarly, the
other homomorphism Ṽ → V ′ is an isomorphism, so V ∼= V ′. Conversely, isomorphic
irreducible representations obviously have the same highest weight.

Thus, to get a complete hand on the finite dimensional irreducible representations
(and thus by complete reducibility, see 2.9, on all finite dimensional representations), the
remaining question is for which dominant algebraically integral weights λ there exists a
finite dimensional irreducible representation with highest weight λ:

Theorem 4.3 (Theorem of the highest weight). If g is a finite dimensional complex
semisimple Lie algebra, then for any dominant algebraically integral weight λ ∈ h∗0
there is a (up to isomorphism) unique finite dimensional irreducible representation with
highest weight λ.

We will next discuss two ways to prove the existence part of this theorem. One of
these ways provides a universal construction for all the representations but is technically
more involved. The other way is on a case by case basis, but has the advantage that it
offers a more concrete description of the representations, which is useful for dealing with
examples. Both these approaches need a bit of background from multilinear algebra,
which we will discuss next.

Some multilinear algebra

4.4. Tensor products. Let V and W be two vector spaces over some field K. A
tensor product of V and W is a vector space Z together with a bilinear map b : V ×W →
Z such that for any vector space U and any bilinear map ϕ : V ×W → U there exists
a unique linear map ϕ̃ : Z → U such that ϕ = ϕ̃ ◦ b. Hence a tensor product can be
thought of as a universal way to “linearize” bilinear mappings.

It follows immediately from the definition by a universal property that if tensor
products exist, then they are unique up to canonical isomorphism. Indeed, suppose
that (Z, b) and (Z ′, b′) are two tensor products. Applying the universal property of

(Z, b) to b′ : V × W → Z ′ we obtain a unique linear map b̃′ : Z → Z ′ such that

b′ = b̃′ ◦ b. Exchanging the roles of Z and Z ′ we obtain a unique linear map b̃ : Z ′ → Z

such that b = b̃ ◦ b′. Then b̃ ◦ b̃′ : Z → Z is a linear map such that b̃ ◦ b̃′ ◦ b = b̃ ◦ b′ = b.
Since the identity idZ has the same property, we conclude from the uniqueness part of

the universal property that b̃ ◦ b̃′ = idZ . In the same way b̃′ ◦ b̃ = idZ′ , so these are
inverse isomorphisms which are compatible with the maps b and b′.

In view of this uniqueness, we can speak of “the tensor product” of V and W (if
it exists) and we denote the space by V ⊗W and the bilinear map V ×W → V ⊗W
by (v, w) 7→ v ⊗ w. Once we find a way to construct a tensor product, we may then
forget about the construction and view the tensor product simply as being defined by
the universal property.
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There is a (rather boring) general construction of a tensor product as follows: Take
the free vector space F generated by the set V ×W , which can be thought of as the
set of all formal linear combinations of elements (v, w) with v ∈ V and w ∈ W . This
is endowed with an obvious set map i : V ×W → F and it has the universal property
that any set map f : V ×W → U to some vector space U induces a unique linear map
f̃ : F → U such that f̃ ◦ i = f . Then consider the linear subspace of F generated by all
elements of the form (v1 +tv2, w)−(v1, w)−t(v2, w) and (v, w1 +tw2)−(v, w1)−t(v, w2).
Define V⊗W as the quotient of F by this subspace, and v⊗w as the class of (v, w) in that
quotient. Of course, the subspace is chosen precisely in such a way that (v, w) 7→ v⊗w
becomes bilinear. Given a bilinear map ϕ : V ×W → U , we obtain a unique linear
map ϕ̃ : F → U which factorizes to the quotient since ϕ is bilinear. From this it follows
immediately that we have really constructed a tensor product. One important thing to
note is that if {vi : i ∈ I} is a basis for V and {wj : j ∈ J} is a basis of W , then visibly
{vi ⊗ wj : (i, j) ∈ I × J} is a basis for V ⊗W . In particular, if V and W are finite
dimensional, then dim(V ⊗W ) = dim(V ) dim(W ).

The tensor product has simple functorial properties. Consider linear maps ϕ :
V → V ′ and ψ : W → W ′, and the map V × W → V ′ ⊗ W ′ defined by (v, w) 7→
ϕ(v)⊗ ψ(w). This map is obviously bilinear, so by the universal property of the tensor
product we get a linear map ϕ ⊗ ψ : V ⊗ W → V ′ ⊗ W ′ which is characterized by
(ϕ ⊗ ψ)(v ⊗ w) = ϕ(v) ⊗ ψ(w). One immediately verifies that this construction is
compatible with compositions, i.e. (ϕ2 ◦ ϕ1)⊗ (ψ2 ◦ ψ1) = (ϕ2 ⊗ ψ2) ◦ (ϕ1 ⊗ ψ1).

For any vector space U , one may identify bilinear maps V ×W → U with linear
maps V → L(W,U), so we may rewrite the universal property of the tensor product
as having given a natural isomorphism L(V ⊗W,U) ∼= L(V, L(W,U)) for any space U .
Taking U = K, this immediately gives (V ⊗W )∗ ∼= L(V,W ∗).

Next, for any V and W , we have an obvious bilinear map V ∗×W → L(V,W ), which
maps (λ,w) to the map v 7→ λ(v)w. This induces a linear map V ∗ ⊗W → L(V,W ).
We claim that this map is always injective and it is a linear isomorphism provided that
V is finite dimensional. Indeed, any element of V ∗ ⊗W can be written as a finite sum
of elements of the form λi ⊗ wi, and we may assume that the element wi showing up
in this sum are linearly independent. But then we can obviously only get the zero map
if λi(v) = 0 for all i and all v ∈ V , so injectivity follows. On the other hand, if V is
finite dimensional, then take a basis {v1, . . . , vn} of V and the dual basis {λ1, . . . , λn}
of V ∗. By definition, any v ∈ V can be written as v =

∑
λi(v)vi, so for a linear map

f : V → W we get f(v) =
∑
λi(v)f(vi), which shows that f lies in the image of our

map. Thus V ∗ ⊗W ∼= L(V,W ) if V is finite dimensional. Hence L(V,W ∗) ∼= V ∗ ⊗W ∗,
so from above we conclude that (V ⊗W )∗ ∼= V ∗ ⊗W ∗ if V is finite dimensional.

Let V be any vector space with dual V ∗. Then we have an obvious bilinear map
V ∗ × V → K defined by (λ, v) 7→ λ(v). This induces a linear map V ∗ ⊗ V → K called
the contraction. If V is finite dimensional, then V ∗⊗V ∼= L(V, V ), and one immediately
sees that under this isomorphism the contraction corresponds to the trace. In this case,
we also have a natural map K → V ∗ ⊗ V , namely the one corresponding to t 7→ t idV .
This may be realized explicitly by t 7→

∑
λi⊗ vi, where {vi} is any basis of V and {λi}

is the dual basis of V ∗.
From the universal property it follows easily that the tensor product is compatible

with direct sums, i.e. V ⊗(W1⊕W2) is naturally isomorphic to (V ⊗W1)⊕(V ⊗W2). On
the other hand, since L(K, U) = U for any vector space, we immediately conclude that
K⊗W ∼= W . Exchanging the two factors defines a natural isomorphism V ⊗W ∼= W⊗V .
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4.5. Tensor powers, symmetric and exterior powers. Of course, we may form
iterated tensor products, and one easily shows that (U⊗V )⊗W is naturally isomorphic
to U ⊗ (V ⊗W ), so one may forget about brackets. The tensor product V1 ⊗ · · · ⊗ Vk
of k vector spaces is characterized by a universal property for maps V1 × . . .× Vk → U
which are linear in each entry. In particular, for any space V and any k ∈ N we may
form the kth tensor power ⊗kV defined as the tensor product of k copies of V . It is
convenient to define ⊗0V := K and ⊗1V := V .

Next, suppose that σ ∈ Sk is a permutation of the set {1, . . . , k}. Then for any
vector space V we can take the kth tensor power ⊗kV and consider the map V k → ⊗kV
defined by (v1, . . . , vk) 7→ vσ1 ⊗ · · · ⊗ vσk . By the universal property of the tensor power
we obtain a linear map fσ : ⊗kV → ⊗kV , which is characterized by fσ(v1 ⊗ · · · ⊗ vk) =
vσ1 ⊗ · · · ⊗ vσk .

Recall that to any permutation σ ∈ Sk one may associate the sign sgn(σ) = ±1,
which may be defined as the determinant of the linear map ϕ : Rk → Rk defined by
ϕ(ei) = eσi , where {e1, . . . , ek} is the standard basis of Rk. Alternatively, one may
write σ ∈ Sk as a composition of transpositions (i.e. permutations which exchange two
elements and leave all others fixed) and define the sign to be 1 even the number of
factors is even and −1 if the number of factors is odd. Using this we now define:

Definition 4.5. Let V be a vector space over K.
(1) The kth symmetric power SkV of V is defined as the linear subspace formed by all
elements x ∈ ⊗kV such that fσ(x) = x for all σ ∈ Sk.
(2) The kth exterior power ΛkV of V is defined as the linear subspace formed by all
elements x ∈ ⊗kV such that fσ(x) = sgn(σ)x for all σ ∈ Sk.

The fact that SkV and ΛkV are really linear subspaces of ⊗kV follows immediately
from the fact that they are the common kernels of the maps fσ − id (respectively
fσ − sgn(σ) id) for all σ ∈ Sk.

Next, we can construct natural projections onto the subspaces SkV and ΛkV of
⊗kV , which in turn allow us to view these two spaces also as quotients of ⊗kV . Define
Symm = Symmk : ⊗kV → ⊗kV to be the linear map induced by (v1, . . . , vk) 7→
1
k!

∑
σ∈Sk vσ1⊗· · ·⊗vσk . Otherwise put, Symm = 1

k!

∑
σ∈Sk fσ. Obviously, Symm(x) = x

for x ∈ SkV , while fτ ◦ Symm = Symm for all τ ∈ Sk, so we may view Symm as a
projection⊗kV → SkV . On the one hand, this shows that SkV ∼= ⊗kV/ ker(Symm). On
the other hand, for v1, . . . , vk ∈ V , we define v1∨· · ·∨vk := Symm(v1⊗· · ·⊗vk) ∈ SkV .

Now suppose that V is finite dimensional and {v1, . . . , vn} is a basis for V . Then
the elements vi1⊗· · ·⊗vik for i1, . . . , ik ∈ {1, . . . , n} form a basis for ⊗kV . Since Symm
is a projection onto SkV , we conclude that the elements vi1 ∨ · · · ∨ vik generate SkV .
By construction, permuting the elements does not change this product, so we conclude
that the elements of that form with i1 ≤ i2 ≤ · · · ≤ ik still generate SkV . It is also
easy to show that the set {vi1 ∨ · · · ∨ vik : i1 ≤ · · · ≤ ik} is linearly independent, so this
forms a basis for SkV .

Another way to enumerate the above basis elements is as vi11 . . . v
in
n such that i1 +

· · · + in = k, where this elements denotes the ∨–product of i1 copies of v1, i2 copies
of v2, and so on. One easily verifies that the set of these basis elements is in bijective
correspondence with the set of all n−1–element subsets of {1, . . . , n+k−1}. Explicitly,
this bijection associates to the n–tuple (i1, . . . , in) with i1 + · · · + in = k the subset
{i1 + 1, i1 + i2 + 2, . . . , i1 + · · ·+ in−1 + n− 1}. Conversely, to the subset {j1, . . . , jn−1}
with j1 < · · · < jn−1, one associates the n–tuple

(j1 − 1, j2 − j1 − 1, . . . , jn−1 − jn−2 − 1, n+ k − jn−1 − 1).
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Thus we see that dim(V ) = n implies dim(SkV ) =
(
k+n−1
n−1

)
.

The analogous construction for ΛkV is very similar. One defines Alt = Altk :
⊗kV → ⊗kV by Altk =

∑
σ∈Sk sgn(σ)fσ. Obviously, Altk restricts to the identity on

ΛkV , and one immediately verifies that it has values in ΛkV . Similarly as above, we
define v1∧ · · · ∧ vk = Alt(v1⊗· · ·⊗ vk) for vj ∈ V . It is easy to see that v1∧ · · · ∧ vk = 0
if two of the vi are equal. This in turn implies that v1 ∧ · · · ∧ vk vanishes if the vectors
are linearly dependent. Consequently, if V is finite dimensional, then ΛkV = 0 for
k > dim(V ). Given a basis {v1, . . . , vn} of V one concludes as above that the elements
vi1 ∧ · · · ∧ vik with i1 < i2 < · · · < ik form a basis of ΛkV . In particular, dim(V ) = n
implies dim(ΛkV ) =

(
n
k

)
.

For k = 2, we have v1 ⊗ v2 = v1 ∨ v2 + v1 ∧ v2, which easily implies ⊗2V =
V ⊗ V = S2V ⊕ Λ2V . For k > 2, we still have SkV ⊕ ΛkV ⊂ ⊗kV , but this is a
proper subspace. Describing further subspaces in ⊗kV is an important ingredient for
understanding representations of GL(V ) and SL(V ).

The symmetric and exterior powers can also be characterized by universal properties.
Suppose that ϕ : V k → W is a k–linear map which is symmetric, i.e. has the property
that ϕ(vσ1 , . . . , vσk) = ϕ(v1, . . . , vk) for all vj ∈ V and all σ ∈ Sk. By the universal
property of the tensor power, we obtain a linear map ⊗kV → W . This map visibly
vanishes on the kernel of Symmk, so it factorizes to a unique linear map ϕ̃ : SkV → W ,
which is characterized by ϕ̃(v1 ∨ · · · ∨ vk) = ϕ(v1, . . . , vk). Similarly, if ϕ is alternating,
i.e. ϕ(vσ1 , . . . , vσk) = sgn(σ)ϕ(v1, . . . , vk) for all vj ∈ V and all σ ∈ Sk, then we get a
unique linear map ϕ̃ : ΛkV → W such that ϕ̃(v1 ∧ · · · ∧ vk) = ϕ(v1, . . . , vk).

In particular, given a linear map f : V → W , we may use that k–linear symmetric
map (v1, . . . , vk) 7→ f(v1) ∨ · · · ∨ f(vk), to obtain a linear map Skf : SkV → SkW
characterized by Skf(v1∨ · · · ∨ vk) = f(v1)∨ · · · ∨ f(vk). Clearly, Sk(g ◦ f) = Skg ◦Skf ,
so this has functorial properties. In the same way, we obtain Λkf : ΛkV → ΛkW , which
also is functorial. An interesting special case of the latter construction is to consider an
endomorphism f : V → V of an n–dimensional vector space V , and the induced map
Λnf : ΛnV → ΛnV . From above, we know that ΛnV is one–dimensional, so Λnf is given
by multiplication by an element of K, which is easily seen to equal the determinant of
f . More general, the expressions tr(Λkf) turns out to be up to a sign the coefficient of
tn−k in the characteristic polynomial of f .

Finally, we note that forming symmetric and exterior powers is nicely compatible
with dualities, i.e. for a vector space V with dual V ∗ we have natural isomorphisms
SkV ∗ ∼= (SkV )∗ and ΛkV ∗ ∼= (ΛkV )∗ for all k.

4.6. Tensor products and powers of representations. From the functorial
properties of tensor products and symmetric and exterior powers it follows that these
constructions can be carried out for representations. Indeed, suppose that we have
given representations of a group G on two vector spaces V and W . Then we define a
representation of G on V ⊗W by g · (v ⊗ w) = (g · v) ⊗ (g · w). Otherwise put, if we
denote the representations by ρ : G → GL(V ) and ρ′ : G → GL(W ), then the action
of g on V ⊗W is given by ρ(g)⊗ ρ′(g). Therefore, the tensor product representation is
often denoted by ρ⊗ ρ′. That this is indeed a representation follows immediately from
the functorial properties of the tensor product.

If V and W are finite dimensional, then we can choose bases of the two spaces and
use them to construct a basis of V ⊗W . For linear maps f : V → V and g : W → W
we see immediately that the matrix coefficients of f ⊗ g : V ⊗W → V ⊗W depend
smoothly (even polynomially) on the matrix coefficients of f and g. Hence if we start
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with a Lie group G and smooth homomorphisms ρ : G→ GL(V ) and ρ′ : G→ GL(W ),
then the homomorphism ρ ⊗ ρ′ : G → GL(V ⊗W ) is smooth, too. Hence we can also
form tensor products of (finite dimensional) representations of a Lie group.

To pass to the Lie algebra, one has to differentiate homomorphisms and concludes
that given representations of a Lie algebra g on V and W , then the natural action on
V ⊗W is given by X · (v⊗w) = (X · v)⊗w+ v⊗X ·w. Alternatively, one may use this
as the definition of the tensor product of two representations and verify directly that it
indeed defines a representation. This follows immediately from the fact that

X · (Y · (v⊗w)) = (X · (Y ·v))⊗w+(Y ·v)⊗ (X ·w)+(X ·v)⊗ (Y ·w)+v⊗ (X · (Y ·w)),

and the middle two terms cancel with the corresponding terms in −Y · (X · (v ⊗ w)).
If we have given a third representation U , then the isomorphism L(V ⊗W,U) ∼=

L(V, L(W,U)) from 4.4 is actually an isomorphism of representations. Let us verify this
for the Lie algebra representations: For ϕ : V ⊗W → U and X ∈ g, we by definition
have (X · ϕ)(v ⊗ w) = X · (ϕ(v ⊗ w)) − ϕ(X · (v ⊗ w)), and the second summand
gives −ϕ((X · v)⊗ w)− ϕ(v ⊗ (X · w)). The linear map Φ : V → L(W,U) is given by
Φ(v)(w) = ϕ(v ⊗ w). The action there is given by (X · Φ)(v) = X · (Φ(v))− Φ(X · v).
Moreover, (X·(Φ(v)))(w) = X·(Φ(v)(w))−Φ(v)(X·w), which proves our claim. As in 4.4
we can put U = K with the trivial representation to conclude that (V ⊗W )∗ ∼= L(V,W ∗)
as representations of g.

Similarly, the map V ∗ ⊗ W → L(V,W ) constructed in 4.4 is a homomorphism
of representations. For X ∈ g we have X · (λ ⊗ w) = (X · λ) ⊗ w + λ ⊗ (X · w).
Since by definition (X · λ)(v) = −λ(X · v) we see that X · (λ ⊗ w) corresponds to the
map v 7→ −λ(X · v)w + λ(v)(X · w). Again by definition, this equals the action of
X on the linear map v 7→ λ(v)w. Thus we see that if V is finite dimensional, then
V ∗ ⊗W ∼= L(V,W ) as representations of g. Together with the above, we see that for
finite dimensional V we have (V ⊗W )∗ ∼= V ∗ ⊗W ∗ as representations.

Of course, we can also form iterated tensor products of representations. In particular,
given a representation of g on V , we obtain a representation on ⊗kV , which is given by

X · (v1 ⊗ · · · ⊗ vk) =
k∑
i=1

v1 ⊗ · · · ⊗X · vi ⊗ · · · ⊗ vk.

From this it is obvious that the action of X commutes with the map fσ for any σ ∈ Sk,
and thus in particular with the maps Symmk and Altk. Hence we conclude that for
a ∈ SkV and X ∈ g we have X · a = X · Symmk(a) = Symmk(X · a) ∈ SkV , and
similarly for ΛkV . Thus we conclude that SkV and ΛkV are invariant subspaces of
⊗kV , so we can also form symmetric and exterior powers of representations. Again, the
isomorphisms SkV ∗ ∼= (SkV ∗) and ΛkV ∗ ∼= (ΛkV )∗ are isomorphisms of representations.

Existence of irreducible representations

4.7. Fundamental representations. Having the construction of tensor products
of representations at hand, we can now describe the case by case approach to the proof of
existence of finite dimensional irreducible representations. This is based on the following
simple observation: Suppose that V and W are irreducible representations with highest
weights λ and µ respectively. Take highest weight vectors v0 ∈ V and w0 ∈ W , and
consider v0 ⊗ w0 ∈ V ⊗ W . For any element X of a positive root space gα we by
definition have X · v0 = 0 and X · w0 = 0, and thus X · (v0 ⊗ w0) = 0, so this is
again a highest weight vector. For H in the Cartan subalgebra h we have by definition
H · (v0 ⊗ w0) = (λ + µ)(H)v0 ⊗ w0, so this highest weight vector has weight λ + µ.
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Moreover, since v0 and w0 are the unique weight vectors of weight λ and µ up to scale,
we immediately conclude that the weight space (V ⊗W )λ+µ has dimension one. In view
of Theorem 4.2 this implies that V ⊗W contains a unique irreducible subrepresentation
with highest weight λ+ µ.

Similarly, the vector v0 ∨ · · · ∨ v0 ∈ SkV is a highest weight vector of weight kλ for
each k ∈ N, which is unique up to scale. Together with the above, this implies that
SkV ⊗ S`W contains a unique irreducible subrepresentation of highest weight kλ+ `µ.

Now recall from 4.1 that we have the fundamental weights ω1, . . . , ωn for g (where n is
the rank of g). Any dominant integral weight λ for g can be written as a1ω1 + · · ·+anωn,
where the ai are non–negative integers. Suppose that for each i = 1, . . . , n we are able
to construct an irreducible representation Vi of g with highest weight ωi. Then this
is called the ith fundamental representation of g, or the fundamental representation
corresponding to the simple root αi. In view of the above, the representation Sa1V1 ⊗
· · · ⊗ SanVn then contains a unique irreducible subrepresentation of highest weight λ =
a1ω1 + · · ·+ anωn. Thus constructing the fundamental representations leads to a proof
of existence of finite dimensional irreducible representations with arbitrary dominant
integral highest weight.

Let us carry this out in the case g = sl(n,C). Recall that in this case we have chosen
the Cartan subalgebra h to be the space of tracefree diagonal n × n–matrices. Thus g
has rank n − 1 and therefore we have to construct n − 1 fundamental representations.
To do this, we first have to determine the fundamental weights. From 3.6 we know
that 〈ei, αi−1〉 = −1, 〈ei, αi〉 = 1 and 〈ei, αj〉 = 0 for j 6= i − 1, i. This immediately
implies that the fundamental weights are given by ω1 = e1, ω2 = e1 + e2, . . . , ωn−1 =
e1 + · · ·+ en−1.

Now consider the standard representation of g on Cn and let {v1, . . . , vn} be the
standard basis of Cn. A diagonal matrix acts on vi by multiplication with the ith
diagonal entry, so we see that each vi is a weight vector of weight ei. In the ordering
introduced in 3.8, we have e1 > · · · > en, so the highest weight of Cn is e1. Since Cn is
obviously irreducible, we have found the first fundamental representation.

Getting the other fundamental representations is not difficult either: For 2 ≤ k ≤
n− 1 the exterior power ΛkCn contains the vector v1∧ · · · ∧ vk, which is a weight vector
of weight e1 + · · · + ek. The positive root spaces of g are generated by the elementary
matrices Eij with i < j, so all these matrices are strictly upper triangular. This means
that they map each vi to a linear combination of the vj for j < i. This immediately
implies that v1 ∧ · · · ∧ vk is a highest weight vector, so ΛkCn contains an irreducible
subrepresentation isomorphic to the kth fundamental representation. It is however easy
to show that the subrepresentation of ΛkCn generated by the highest weight vector is
all of ΛkCn, so this representation is irreducible and it gives the required fundamental
representation: Indeed, acting on v1 ∧ · · · ∧ vk with an element Eikk with ik > k, we
obtain v1∧ · · · ∧ vk−1∧ vik . Acting on this with Eik−1,k−1 for k− 1 < ik−1 < ik we obtain
v1 ∧ · · · ∧ vk−2 ∧ vik−1

∧ vik . Iterating this, we see that we obtain all elements of the
standard basis {vi1 ∧ · · · ∧ vik : i1 < · · · < ik} of ΛkCn.

Thus we have proved existence of finite dimensional irreducible representations with
arbitrary dominant integral highest weights for g = sl(n,C). We moreover know that
the irreducible representation of highest weight a1ω1+· · ·+an−1ωn−1 can be realized as a
subrepresentation in Sa1Cn⊗· · ·⊗San−1(Λn−1Cn), and thus also as a subrepresentation
in ⊗`Cn, where ` = a1 + 2a2 + · · · + (n − 1)an−1. We will return to a more explicit
description of these representations later on.
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Of course, we can also consider the dual Cn∗ of the standard representation and its
exterior powers ΛkCn∗. Consider the basis of Cn∗ which is dual to the standard basis of
Cn. From the definition of the dual action of a Lie algebra it follows immediately that
this is a basis consisting of weight vectors of weights −e1, . . . ,−en, so the highest weight
is −en. Recall however, that as functionals on h, we have the relation e1 + · · ·+ en = 0,
so the highest weight is actually given by e1 + · · · + en−1. Hence we conclude that
Cn∗ ∼= Λn−1Cn. Similarly one sees that ΛkCn∗ has the same highest weight as Λn−kCn,
so these two representations are isomorphic.

These isomorphisms are actually easy to see directly: Since ΛnCn is a one–di-
mensional representation of the Lie algebra g, it must be trivial. (Alternatively, one
may observe that the Lie algebra action of a matrix A ∈ Mn(C) on ΛnCn is given
by multiplication with tr(A).) Now for k = 1, . . . , n − 1 one defines a bilinear map
ΛkCn×Λn−kCn → ΛnCn by (a1∧· · ·∧ak, b1∧· · ·∧bn−k) 7→ a1∧· · ·∧ak∧b1∧· · ·∧bn−k for
all ai, bj ∈ V . This is easily seen to be well defined, non–degenerate and g–equivariant,
and thus identifies Λn−kCn with the dual of ΛkCn as a representation of g.

Let us proceed a bit further in the discussion of representations of g. For any k ≥ 2
we can form the kth symmetric power SkCn of the standard representation. Of course,
v1 ∨ · · · ∨ v1 = vk1 is a highest weight vector of weight ke1 in this representation. Hence
SkCn contains an irreducible component of highest weight ke1. Similar arguments as
for the exterior powers show that SkCn is irreducible. By definition, the action of Eik1

on this element gives k(vk−1
1 ∨ vik). Acting once more with the same element we obtain

k(k−1)vk−1
1 ∨v2

ik
. Iterating this, we see that we again obtain all elements of the standard

basis from vk1 .
In particular, in the case of sl(2,C) the representation SkC2 is the irreducible rep-

resentation of dimension k + 1, so this gives a non–computational way to explicitly
describe all the irreducible representations of sl(2,C).

Another simple consequence of this is that⊗2Cn = S2Cn⊕Λ2Cn is the decomposition
into irreducible representations. Suppose that V is an irreducible representation with
dual V ∗. Then also V ∗ is irreducible, since for an invariant subspace W ⊂ V ∗ the
subspace {v ∈ V : ϕ(v) = 0 ∀ϕ ∈ W} is invariant in V . Thus we see that ⊗2Cn∗ =
S2Cn∗ ⊕ Λ2Cn∗ is the decomposition into irreducibles.

We can use this, to describe a very simple but typical application of representation
theory: The elements of ⊗2Cn∗, S2Cn∗ and Λ2Cn∗ are by definition bilinear, symmetric
bilinear, and skew symmetric bilinear maps Cn×Cn → C, respectively. Given a bilinear
map b : Cn × Cn → C, we of course can form the symmetric part bs := 1

2
(b + b̃) and

the alternating part ba := 1
2
(b − b̃), where b̃(x, y) := b(y, x), and b = bs + ba. Now

suppose that Φ : ⊗2Cn∗ → ⊗2Cn∗ is an sl(n,C)–equivariant map. Since S2Cn∗ and
Λ2Cn∗ are non–isomorphic irreducible representations of g, we conclude that Φ has to
preserve the decomposition ⊗2Cn∗ = S2Cn∗⊕Λ2Cn∗. Moreover, by Schur’s lemma from
2.4, the restriction of Φ to each of the irreducible components must be a multiple of
the identity. Hence we conclude that there are unique numbers z, w ∈ C such that
Φ(b) = Φ(bs + ba) = zbs +wba. Inserting the definitions, we obtain Φ(b) = z+w

2
b+ z−w

2
b̃.

Hence we conclude that the space of g–homomorphisms Φ as above is two dimensional,
with the identity and b 7→ b̃ as a basis. Otherwise put, the only basis–independent linear
maps on bilinear forms are given by linear combinations of the identity and exchanging
the arguments.

4.8. Fundamental representations for the other classical simple Lie alge-
bras. For the other classical simple Lie algebras one may proceed similarly, and we
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just sketch briefly how this looks. Lots of details about this approach can be found in
[Fulton-Harris].

Let us first discuss the symplectic Lie algebra g = sp(2n,C) from part (4) of 3.8.
We have the basic functionals ei (which this time are linearly independent) and in terms
of these we have ∆ = {±ei ± ej} ∪ {±2ei}. The simple roots are αj = ej − ej+1 for
j < n and αn = 2en. Up to a multiple, the ei are orthonormal for the inner product
〈 , 〉. As in the case of sl(n,C), this implies that the fundamental weight ωj equals
e1 + · · ·+ ej for j = 1, . . . , n− 1. Finally, e1 + · · ·+ en has trivial inner product with the
αj for j < n, while with αn we get inner product 2, which is exactly half of 〈αn, αn〉, so
ωn = e1 + · · ·+ en.

As before, the standard basis {v1, . . . , v2n} of C2n consists of weight vectors, and the
weight of vi is ei for i ≤ n and −ei−n for i > n. Hence the highest weight vector of the
standard representation is v1, and the standard representation is the first fundamental
representation. From the description in 3.8 one sees immediately that elements of
positive root spaces map each vi with i ≤ n to a linear combination of vj with j < i.
This implies as above that for k = 2, . . . , n the element v1 ∧ · · · ∧ vk is a highest weight
vector in ΛkC2n of weight e1 + · · · + ek. Hence the kth fundamental representation is
contained as an irreducible subrepresentation in ΛkC2n for all k = 1, . . . , n.

The main difference to the sl(n,C) case is that the exterior powers of the standard
representation are not irreducible any more. Indeed, this is clear already for Λ2C2n:
By definition of g, there is a skew symmetric g–invariant bilinear form b on C2n. Of
course, this corresponds to a g–homomorphism b : Λ2C2n → C, whose kernel we denote
by Λ2

0C2n. More generally, for 2 < k ≤ n we can consider the map (C2n)k → Λk−2Cn

defined by

(a1, . . . , ak) 7→
∑
σ∈Sk

sgn(σ)b(aσ1 , aσ2)aσ3 ∧ · · · ∧ aσk .

This is immediately seen to be skew symmetric and g–equivariant, so it induces a g–
homomorphism ΛkC2n → Λk−2C2n. The kernel Λk

0C2n is a subrepresentation which
visibly contains the highest weight vector v1 ∧ · · · ∧ vk. With a bit more effort than in
the sl(n,C)–case one shows that Λk

0C2n is irreducible for 2 ≤ k ≤ n and thus the kth
fundamental representation of g.

Let us note two more facts on the symplectic Lie algebras. On the one hand, the g–
invariant non–degenerate bilinear form b on C2n induces an isomorphism C2n ∼= C2n∗ of
representations of g. Hence for any k we obtain ΛkC2n ∼= ΛkC2n∗ as g–representations.
Since g ⊂ sl(2n,C), we also get an isomorphism ΛkC2n ∼= Λ2n−kC2n∗ and the latter rep-
resentation is isomorphic to Λ2n−kC2n. Hence, we also get a description of the remaining
exterior powers. On the other hand, the space S2C2n contains the vector v1 ∨ v1, which
is a highest weight vector of weight 2e1, which coincides with the highest root of g.
Since g is simple, the adjoint representation is irreducible. Consequently, S2C2n con-
tains the adjoint representation g as an irreducible subrepresentation. From the explicit
description of g, we see that dim(g) = n2 +n(n+1) = 2n2 +n, which coincides with the
dimension

(
2n+1
2n−1

)
of S2C2n. Thus we conclude that S2C2n is irreducible and isomorphic

to the adjoint representation. This isomorphism is given explicitly by mapping w1 ∨w2

to the map v 7→ b(v, w1)w2 + b(v, w2).
For the orthogonal algebras, a new phenomenon arises. Let us start with the odd

case, i.e. g = so(2n + 1,C) as treated in part (3) of 3.8. As before, we have the basic
functionals ei for i = 1, . . . , n, which are orthonormal with respect to (a multiple of) the
Killing form. The set of roots is given by ∆ = {±ei± ej}∪ {±ei}, and the simple roots
are αj = ej−ej+1 for 1 ≤ j < n and αn = en. Hence one may compute the fundamental
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weights as in the case of sp(2n,C) and ωj = e1 + · · ·+ ej for j < n. However, this time
the last fundamental weight ωn is given by 1

2
(e1 + · · ·+en). The weights of the standard

representation C2n+1 in this case are ±ei for i = 1, . . . , n and 0.
As before, this shows that for k = 1, . . . , n − 1 the exterior power ΛkC2n+1 con-

tains the kth fundamental representation. One proves that these exterior powers are
themselves irreducible, and thus give all but the last fundamental representations. In
particular, the representation Λ2C2n+1 has highest weight e1 + e2, which coincides with
the highest root of g. Since both representations are irreducible (or by observing that
g is irreducible and has the same dimension as Λ2C2n+1), we conclude that Λ2C2n+1

is isomorphic to the adjoint representation. Explicitly, this isomorphism is given by
assigning to w1 ∧ w2 the map v 7→ b(v, w1)w2 − b(v, w2)w1.

The last fundamental representation however is more mysterious. The point here is
that visibly the fundamental weight ωn cannot be a weight of any tensor power of the
standard representation. Indeed, it turns out that this last fundamental representation
does not come from a representation of the group SO(2n+1,C). The point here is that
this group is not simply connected, so there are Lie algebra homomorphism on g which
do not integrate to group homomorphisms on SO(2n+ 1,C).

The fundamental representation ωn of g is called the spin–representation S. Cor-
respondingly, the simply connected group with Lie algebra g is called the spin group
Spin(2n + 1,C). It turns out that this spin group is an extension of SO(2n + 1,C)
with kernel Z2 = {±1}, i.e. there is a surjective homomorphism Spin(2n + 1,C) →
SO(2n + 1,C) whose kernel consists of two elements. One can construct both the
spin representation S and the spin group Spin(2n + 1,C) using the Clifford algebra
Cl(2n + 1,C) of C2n+1. This is an associative algebra of dimension 22n+1, which is
canonically associated to the non–degenerate complex bilinear form on C2n+1. One
shows that g may be realized as a subspace in Cl(2n+ 1,C) with the bracket given by
the commutator in the algebra, while the spin group may be realized as a subgroup of
the group of invertible elements in Cl(2n+1,C). Both objects turn out to be contained
in a subalgebra which has a natural representation S with dim(S) = 2n, which restricts
to the last fundamental representation of g as well as to a representation of the spin
group.

What we can read off from the highest weights immediately is that the tensor product
S⊗S contains a unique irreducible subrepresentation with highest weight e1+· · ·+en and
this is isomorphic to ΛnC2n+1. More precisely, one can show that the decomposition of
S⊗S into irreducibles is given by S⊗S = ⊕nk=0ΛkC2n+1. Details about the constructions
of the spin groups and spin representations can be found in [Fulton-Harris, chapter
20]. It should also be mentioned that the spin representations play an important role
in theoretical physics and in differential geometry.

Let us finally turn to the even orthogonal algebra g = so(2n,C) with n ≥ 4. From
example (2) of 3.8 we again have the basic functionals ei which are orthonormal, and
∆ = {±ei ± ej : i 6= j}. The simple roots α1, . . . , αn are given by αj = ej − ej+1

for j < n and αn = en−1 + en. As before, we see that the first fundamental weights
are given by ωj = e1 + · · · + ej for j ≤ n − 2, while ωn−1 = 1

2
(e1 + · · · + en−1 − en)

and ωn = 1
2
(e1 + · · · + en). The weights of the standard representation C2n are ±ei.

Similarly as before we conclude that the first n − 2 fundamental representations are
given by the exterior powers ΛkC2n for k = 1, . . . , n − 2, and these again turn out
to be irreducible. The last two fundamental representations are realized by two non–
isomorphic spin representations S+ and S− which both turn out to have dimension
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2n−1. As in the odd case, these representations and the spin group (which is again the
universal covering of SO(2n,C)) can be constructed using Clifford algebras.

As before, we have C2n∗ ∼= C2n as a g–representation and ΛkC2n∗ ∼= Λ2n−kC2n, so
it remains to understand the exterior powers Λn−1C2n and ΛnC2n. The representation
Λn−1C2n turns out to be irreducible, and of course its highest weight is e1 + · · ·+en−1 =
ωn−1 + ωn. On the other hand, ΛnC2n is not irreducible, but a direct sum of two non–
isomorphic irreducible representations Λn

+C2n and Λn
−C2n, called the self–dual and the

anti–self–dual part. This can be seen as follows: Looking at the explicit description
of g in 3.8 we see that any element in a positive root space has the property that it
maps each element vi of the standard basis of C2n with i ≤ n to a linear combination
of elements vj with j < i. Therefore, v1 ∧ · · · ∧ vn ∈ ΛnC2n is a highest weight vector of
weight e1 + · · ·+ en = 2ωn. But such an element also has the property that it maps v2n

to a linear combination of v1, . . . , vn−1. Thus we conclude that also v1 ∧ · · · ∧ vn−1 ∧ v2n

is a highest weight vector, and its weight is e1 + · · ·+ en−1− en = 2ωn−1. Hence we have
found two irreducible subrepresentations of ΛnC2n, which turn out to be irreducible and
each have half the dimension of ΛnC2n. From the highest weights we can read off that
S+⊗S− contains an irreducible subrepresentation isomorphic to Λn−1C2n, while Λn

±C2n

are isomorphic to irreducible subrepresentations of S2S+ respectively S2S−.
The counterpart of the fact that the exterior powers of the standard representation

are not irreducible as representations of the symplectic algebra is that symmetric powers
of the standard representation are not irreducible as representations of the orthogonal
algebras. The situation is the same for the even and odd orthogonal algebras, so let
us look at the standard representation Cn of g = so(n,C). Of course, the g–invariant
symmetric bilinear form b induces a homomorphism S2Cn → C, whose kernel we denote
by S2

0Cn. This is called the tracefree part of S2Cn. More generally, for each k we may
consider the map (Cn)k → Sk−2Cn defined by

(v1, . . . , vk) 7→
∑
σ∈Sk

b(vσ1 , vσ2)vσ3 ∨ · · · ∨ vσk .

Of course, this induces a linear map SkCn → Sk−2Cn, which is easily seen to be a sur-
jective g–homomorphism. The kernel of this map is a subrepresentation Sk0Cn ⊂ SkCn

which is called the totally tracefree part of SkCn. It turns out that these representations
are all irreducible, so they are the irreducible representations with highest weight ke1.

It is also possible to describe the fundamental representations of the exceptional
simple Lie algebras, but for the larger ones, this becomes rather difficult. Indeed,
the fundamental representation of lowest dimension of E8 turns out to be the adjoint
representation, which has dimension 248. The largest among the dimensions of the
fundamental representations of E8 happens to be 6899079264.

The universal enveloping algebra and Verma modules

To conclude this chapter, we briefly discuss an approach which allows to prove the
existence of irreducible representations with any dominant integral weight for arbitrary
complex semisimple Lie algebras. This is based on the universal enveloping algebra of
a Lie algebra, which is an important tool in deeper aspects of representation theory.

4.9. The universal enveloping algebra. Recall that a associative algebra over
a field K is a K–vector space A endowed with a bilinear associative multiplication
µ : A× A→ A. The algebra (A, µ) is called unital if there is a unit element 1 ∈ A for
µ. We will usually simply write ab for µ(a, b). A homomorphism of unital associative
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algebras is simply a linear map which is compatible with the multiplication and maps
the unit element to the unit element. A representation of a unital associative algebra
A on a vector space V is a homomorphism A→ L(V, V ) of unital associative algebras.

Given an associative algebra A, we define the commutator [a, b] := ab−ba. Of course,
this is skew symmetric and bilinear, and one immediately verifies that it satisfies the
Jacobi identity, so (A, [ , ]) is a Lie algebra over K. In particular, for any K–vector
space V , the basic example gl(V ) of a Lie algebra is obtained by this construction
starting from the unital associative algebra (L(V, V ), ◦). Hence studying representations
of a Lie algebra g is a special case of studying Lie algebra homomorphisms from g to
unital associative algebras, and the universal enveloping algebra of g is a universal
homomorphism of this type.

To construct the universal enveloping algebra, we have to return to multilinear
algebra and first construct the tensor algebra T (V ) of a K–vector space V . For k ∈ N
define Tk(V ) to be the kth tensor power ⊗kV , so in particular, T0(V ) = K and T1(V ) =
V . Then define T (V ) := ⊕k∈NTk(V ), so this is an infinite dimensional K–vector space,
whose elements are finite linear combinations of elements of some ⊗kV . Next, one
defines a bilinear map ⊗ : Tk(V )× T`(V )→ Tk+`(V ) simply by

(v1 ⊗ · · · ⊗ vk)⊗ (vk+1 ⊗ · · · ⊗ vk+`) := v1 ⊗ · · · ⊗ vk+`.

These piece together to a bilinear map T (V ) × T (V ) → T (V ) which is easily seen to
make T (V ) into a (non–commutative) associative algebra with unit element 1 ∈ K =
T0(V ).

The tensor algebra T (V ) has a simple universal property. Note first that we have
an obvious inclusion i : V = T1(V )→ T (V ). Now suppose that A is a unital associative
algebra and that ϕ : V → A is any linear map. Then we define a linear map ϕ̃ :
T (V ) → A as follows: On T0(V ) we fix ϕ̃ by requiring that it maps 1 ∈ K to the unit
element of A, and on T1(V ) = V we put ϕ̃ = ϕ. For k > 1, we consider the map
(v1, . . . , vk) 7→ ϕ(v1) · · ·ϕ(vk), where on the right hand side we use the multiplication in
A. Of course, this map is k–linear, so is induces a linear map ϕ̃ : Tk(V )→ A. All these
maps together define ϕ̃ : T (V )→ A, and of course, ϕ̃ ◦ i = ϕ. From the construction it
follows immediately that ϕ̃ is a homomorphism of unital associative algebras. On the
other hand, any element of T (V ) can be written as a linear combination of elements
from some Tk(V ) which in turn can be written as linear combinations of products of
elements of T1(V ). Thus we conclude that any homomorphism from T (V ) to a unital
associative algebra is determined by its composition with i.

Hence we see that T (V ) has the universal property that for any linear map ϕ :
V → A into a unital associative algebra, there is a unique algebra homomorphism
ϕ̃ : T (V ) → A such that ϕ̃ ◦ i = ϕ. Similarly as in the case of the tensor product, it
is easy to see that the pair T (V ) is uniquely determined up to natural isomorphism by
this universal property.

Next, recall that a (two–sided) ideal in an associative algebra A is a linear subspace
I ⊂ A such that for each a ∈ A and b ∈ I the products ab and ba lie in I. Having
given an ideal I ⊂ A, the multiplication on A descends to a well defined associative
multiplication on the quotient space A/I. If A has a unit element 1 then the class of 1 in
A/I is a unit element for the multiplication on A/I. Note further that the intersection
of an arbitrary family of ideals is again an ideal, so for any subset C ⊂ A there is a
smallest ideal of A which contains C, namely the intersection of all ideals containing C.
This is called the ideal generated by C.
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Suppose now that g is a Lie algebra, and let T (g) be the tensor algebra of the vector
space g. Let I be the ideal generated by all elements of the form X⊗Y −Y ⊗X− [X, Y ]
for X, Y ∈ g, and define the universal enveloping algebra U(g) as the quotient T (g)/I.
By construction, this is a unital associative algebra and the inclusion g→ T (V ) induces
a linear map i : g→ U(g), which is easily seen to be injective. Moreover, for X, Y ∈ g
the commutator of i(X) and i(Y ) in U(g) is simply the class of X⊗Y −Y ⊗X in U(g).
By construction, this coincides with the class of [X, Y ], so we see that i : g→ U(g) is a
homomorphism.

Consider a homomorphism ϕ : g → A, where A is a unital associative algebra.
Then we have the induced algebra homomorphism T (g) → A, whose kernel of course
is an ideal in T (g). By definition, for X, Y ∈ g, the induced homomorphism maps
X ⊗ Y − Y ⊗ X − [X, Y ] to ϕ(X)ϕ(Y ) − ϕ(Y )ϕ(X) − ϕ([X, Y ]) = 0. Thus the ideal
I is contained in the kernel, so we get a homomorphism ϕ̃ : U(g) → A such that
ϕ̃ ◦ i = ϕ. Hence U(g) has the universal property that for any homomorphism ϕ from
g to a unital associative algebra A there is a unique homomorphism ϕ̃ : U(g) → A of
unital associative algebras such that ϕ̃ ◦ i = ϕ. In particular, any representation of g
uniquely extends to a representation of U(g). Given a representation of g on a vector
space V , a subspace W ⊂ V is U(g)–invariant if an only if it is g–invariant, and so on.

In the sequel, we will suppress the inclusion i : g → U(g) and the symbol for the
multiplication in U(g). In particular, forXi ∈ g, we can consider the elementX1 . . . Xk ∈
U(g). Take a basis {X1, . . . , Xn} for g. For arbitrary indices i1, . . . , in ∈ N we can then
consider the monomial X i1

1 · · ·X in
n ∈ U(g). Observe that in U(g) we have XiXj =

XjXi + [Xi, Xj], and we can expand the bracket as a linear combination of the X`.
Inductively, this implies that any product of basis elements which contains ij occurrences
of Xj can be written as a linear combination of X i1

1 · · ·X in
n and of products containing

less that i1 + · · · + in elements. Thus we conclude that the monomials X i1
1 · · ·X in

n

linearly generate U(g). The Poincaré–Birkhoff–Witt theorem (usually referred to as
PBW–theorem) states that these elements are also linearly independent, and thus form
a basis of U(g). A proof of this result can be found in [Knapp, III.2].

Remark 4.9. The tensor algebra T (V ) over a vector space V can be used to con-
struct several other important associative algebras. For example, there is the symmetric
algebra S(V ) which is the quotient of T (V ) by the ideal generated by all elements of
the form v1⊗ v2− v2⊗ v1 with vi ∈ V . It is easy to see that S(V ) = ⊕∞k=0S

kV , and the
product is given by (v1 ∨ · · · ∨ vk) ∨ (vk+1 ∨ · · · ∨ vk+`) = v1 ∨ · · · ∨ vk+`. Clearly, S(V )
is commutative. From the universal property of T (V ) one immediately concludes that
S(V ) has the universal property that any linear map ϕ : V → A into a commutative
associative unital algebra uniquely extends to an algebra homomorphism S(V ) → A.
For any vector space V the symmetric algebra S(V ∗) of the dual can be identified with
the algebra of polynomials on V (with the pointwise multiplication).

Similarly, one has the exterior algebra Λ(V ), the quotient of T (V ) by the ideal
generated by all elements of the form v1 ⊗ v2 + v2 ⊗ v1 with vi ∈ V . One shows that

Λ(V ) = ⊕dim(V )
k=0 ΛkV of V , and the product is given in terms of the wedge product

similarly as above. This algebra is graded commutative, i.e. ab = (−1)k`ba for a ∈ ΛkV
and b ∈ Λ`V . The exterior algebra also has a universal property which can be stated in
terms of graded commutative algebras.

Given a vector space V with a symmetric bilinear form b : V ×V → K one can define
the Clifford algebra Cl(V, b) which was mentioned in the context of spin representations
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in 4.8. This is defined as the quotient of the tensor algebra T (V ) by the ideal I generated
by all elements of the form v ⊗ w + w ⊗ v − 2b(v, w)1.

Finally, the tensor algebra can also be used to construct the free Lie algebra on a set
X, which we have used in 3.11. Consider the tensor algebra T (F ), where F is the free
vector space generated by X. Since T (F ) is associative, we may view it as a Lie algebra
under the commutator and define F(X) as the Lie subalgebra generated by F = T1(F ).
Given a set map from X to some Lie algebra g, we can compose with the inclusion
g → U(g) and prolong the resulting set map first to a linear map F → U(g) and then
to a homomorphism T (F )→ U(g) of unital associative algebras. By construction, the
restriction of this homomorphism to F has values in the image of ig : g→ U(g), so the
same is true for the Lie subalgebra generated by F . Therefore, we obtain the required
homomorphism F(X)→ g by composing the restriction of the homomorphism to F(X)
with (ig)

−1 : im(ig)→ g.

4.10. Induced modules and Verma modules. Consider a Lie algebra g with
universal enveloping algebra U(g) and a Lie subalgebra k ≤ g. Then the inclusion
k→ g→ U(g) induces a homomorphism U(k)→ U(g) of unital algebras. By the PBW–
theorem this homomorphism is injective, so we may view U(k) as a subalgebra of U(g).
More precisely, U(k) is simply the subalgebra generated by k ⊂ g ⊂ U(g).

Now suppose that W is a representation of k and thus of U(k). Consider the tensor
product U(g) ⊗ W and the linear subspace N generated by all elements of the form
xy ⊗ w − x ⊗ (y · w) for x ∈ U(g), y ∈ U(k) and w ∈ W . Then form the quotient
Mk(W ) := (U(g) ⊗W )/N . Since this is a special case of the tensor product of a left
module with a right module over the associative algebra U(k), it is often denoted as
U(g)⊗U(k) W .

Of course, the universal enveloping algebra U(g) is naturally a (infinite dimensional)
representation of g by multiplication from the left, i.e. for x ∈ U(g) and X ∈ g we have
X · x := Xx. That this really is a representation follows immediately from the fact
that XY −Y X = [X, Y ] in U(g). The subspace N is visibly invariant under this action
(since left and right multiplications commute). Therefore, we get an induced action of g
on the quotient Mk(W ). The representation Mk(W ) is called an induced representation
or an induced module for g.

Induced modules have a nice universal property which is usually referred to as Frobe-
nius reciprocity. Suppose that V is any representation of g. Then we can simply restrict
the action to k, thus making V into a k–representation, called the restriction of the g–
representation V . Using this we have:

Proposition 4.10. Let g be a Lie algebra k ≤ g a Lie subalgebra, W a representa-
tion of k and Mk(W ) = U(g)⊗U(k)W the induced g–module. Then for any representation
V of g there is a natural bijection

Homg(Mk(W ), V ) ∼= Homk(W,V ).

Proof. Suppose that Φ : Mk(W )→ V is a g–homomorphism and define ϕ : W → V
by ϕ(w) := Φ(1⊗w), where we denote by 1⊗w also the class of this element of U(g)⊗W
in the quotient Mk(W ). For Y ∈ k we have ϕ(Y ·w) = Φ(1⊗(Y ·w)). But in the quotient
the latter element represents the same class as Y ⊗w, and Φ(Y ⊗w) = Y ·Φ(1⊗w) =
Y · ϕ(w), since Φ is a g homomorphism. Hence ϕ is a k–homomorphism.

Conversely, given a k–homomorphism ϕ : W → V , we define Φ̃ : U(g)⊗W → V by
Φ̃(x⊗ w) := x · ϕ(w), where we use the extension to U(g) of the g–action on V . Since
ϕ is a k–homomorphism it is also a U(k)–homomorphism. Hence we conclude that for
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x ∈ U(g) and y ∈ U(k) we get

Φ(xy ⊗ w) = x · y · ϕ(w) = x · ϕ(y · w) = Φ(x⊗ (y · w)).

Hence we see that Φ vanishes on N and thus factors to a linear map Mk(W ) → V ,
which by construction is a g–homomorphism. One immediately checks that the two
constructions are inverse to each other. �

Verma modules are a special class of induced modules. Suppose that g is a complex
semisimple Lie algebra and that we have chosen a Cartan subalgebra h ≤ g and a
notion of positivity on h∗0, so we have positive roots ∆+. Then we define the Borel
subalgebra b ≤ g as the direct sum h⊕ n+, where n+ is the direct sum of all root spaces
corresponding to positive roots. Of course, [b, b] = n+ and visibly n+ is nilpotent, so
b is solvable. It is easy to see that b ≤ g is a maximal solvable subalgebra and it can
be shown that any maximal solvable subalgebra of g is conjugate to b under an inner
automorphism of g.

Since b is solvable, we know that irreducible representations of b are one–dimensional.
More precisely, any such representation is given by a linear functional on b/[b, b] = h.
Hence for any functional λ ∈ h∗ we get a one–dimensional irreducible representation Cλ

of b on C, defined by H · z = λ(H)z for H ∈ h and X · z = 0 for X ∈ n+. The induced
module M(λ) := Mb(Cλ) is called the Verma module of g with highest weight λ.

By construction, M(λ) is generated as a U(g)–module, and thus as a g–module, by
the class of the element 1⊗ 1. Moreover, Frobenius reciprocity takes a particularly nice
and simple form for Verma modules: For a g–representation V a linear map Cλ → V
is of course determined by the image of 1 ∈ Cλ. Mapping 1 to v0 ∈ V defines a b–
homomorphism if and only if each H ∈ h acts on v0 by multiplication by λ(H), while
each X in a positive root space acts trivially. But this means that Homb(Cλ, V ) and
thus by the proposition Homg(M(λ), V ) is in bijective correspondence with the space of
highest weight vectors in V of weight λ. In particular, if V is irreducible and contains a
highest weight vector of weight λ, then we obtain a homomorphism M(λ) → V which
must be surjective since V is irreducible. Hence, any such irreducible representation
can be realized as a quotient of a Verma module.

To proceed further, we have to describe the structure of M(λ) in a bit more detail
using the PBW–theorem. Let n− be the direct sum of all negative root spaces, and
choose a basis of g which is the union of a basis {X1, . . . , X`} of n−, a basis {H1, . . . , Hr}
of h, and a basis {Z1, . . . , Z`} of n+. By the PBW–theorem the monomials X i1

1 · · ·Z
j`
`

form a basis for U(g). If x is such a monomial which contains any Z’s then the class
of x ⊗ 1 in M(λ) visibly vanishes. If there are no Z’s, then we can move the H ′s to
the other side, which causes multiplication by a factor only. This easily implies that
the classes of the elements X i1

1 · · ·X
i`
` ⊗ 1 form a basis of M(λ), so M(λ) is isomorphic

to U(n−) ⊗ Cλ as a vector space. Moreover, denoting by αi the positive root such
that Xi ∈ g−αi , one immediately verifies that the class of X i1

1 · · ·X
i`
` ⊗ 1 is a weight

vector of weight λ − i1α1 − · · · − i`α`. In particular, the λ–weight space of M(λ) is
one–dimensional.

Now assume that N ⊂M(λ) is a g–subrepresentation. Since h by construction acts
diagonalizably on M(λ) we see from 4.2 that any element of N can be decomposed into
a finite sum of weight vectors of different weights and each of the components lies in N .
In particular, if some of the elements of N has a non–zero component of weight λ, then
N contains the (one–dimensional) λ–weight space of M(λ). Since M(λ) is generated
by this weight space, this implies N = M(λ). Assume that {Ni : i ∈ I} is an arbitrary
family of proper g–subrepresentations of M(λ) and consider the subspace N ⊂ M(λ)
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spanned by all the Ni. Then any element of N is a linear combination of elements of
Ni’s, so N is a subrepresentation. On the other hand, splitting such an element into
weight components we can never obtain a non–zero component of weight λ, and thus
N is a proper submodule of M(λ). This immediately implies that there is a unique
maximal proper submodule N ⊂M(λ), which may be defined as the subspace spanned
by all proper subrepresentations of M(λ).

Since N 6= M(λ) the quotient L(λ) := M(λ)/N is a nontrivial space, and of course
it carries as representation of g. The element 1⊗ 1 visibly descends to a highest weight
vector of weight λ in L(λ). Now we can formulate the general result on existence of
irreducible representations:

Theorem 4.10. For any linear functional λ ∈ h∗ the representation L(λ) is irre-
ducible and admits a highest weight vector of weight λ. Any irreducible representation
V of g which admits a highest weight vector of weight λ is isomorphic to L(λ).

If the weight λ is dominant and algebraically integral, then the representation L(λ)
is finite dimensional.

Sketch of proof. We have already observed that L(λ) admits a highest weight
vector of weight λ. If W ⊂ L(λ) is a non–zero invariant subspace, then the preimage of
W in M(λ) is a g–submodule which strictly contains N . But since N is the maximal
proper submodule of M(λ) we conclude that this preimage is all of M(λ) and thus
W = L(λ). Hence L(λ) is irreducible.

If V is an irreducible representation of g which admits a highest weight vector
of weight λ, then this highest weight vector gives rise to a non–zero homomorphism
f : M(λ) → V . The image of N under this homomorphism is a subrepresentation of
V , which cannot be all of V since it does not contain any weight components of weight
λ. Therefore, N is contained in the kernel, so f factors to a non–trivial homomorphism
L(λ)→ V which must be an isomorphism by irreducibility.

The proof that L(λ) is finite dimensional for dominant integral λ is more involved.
One shows that the set of weights of L(λ) (including multiplicities) is invariant under
the Weyl group. This is done using the representation theory of sl(2,C) applied to the
Lie subalgebras sα for α ∈ ∆. Since the weight spaces of M(λ) are immediately seen to
be finite dimensional and there are only finitely many dominant weights in M(λ), this
implies that L(λ) is finite dimensional. �





CHAPTER 5

Tools for dealing with finite dimensional representations

From Theorem 2.9 we know that any finite dimensional representation of a complex
semisimple Lie algebra can be decomposed into a direct sum of irreducible representa-
tions. By the theorem of the highest weight in 4.3 the set of finite dimensional irreducible
representations is in bijective correspondence with the set of dominant algebraically in-
tegral weights. Hence there remain two obvious problems: On the one hand, one has to
ask how a decomposition into irreducible pieces can actually be carried out, or at least
look for ways to determine which irreducible pieces show up in this decomposition. On
the other hand, neither of the two methods for proving the existence of irreducible rep-
resentations described in chapter 4 gives detailed information on these representations.
So there is the natural task to get more information on the irreducible representations.
For example, one may ask for the dimension of irreducible representations or the mul-
tiplicity of weights. We shall see that these two basic problems are closely related. In
this chapter, we will discuss various tools that can be used to deal with these problems.
In may cases, we will omit or only sketch proofs.

Decomposing representations

5.1. The isotypical decomposition. We start with the question of decomposing
a finite dimensional representation of a complex semisimple Lie algebra g into irreducible
pieces. The first observation to make here is that one cannot expect to really get down to
irreducible pieces in a natural way. Namely, suppose that W is irreducible and consider
the direct sum W̃ = W ⊕W . Take a highest weight vector w0 ∈ W and two complex
numbers a, b with (a, b) 6= (0, 0). Then of course (aw0, bw0) is a highest weight vector
in W̃ and thus generates an irreducible subrepresentation isomorphic to W . Otherwise
put, any choice of a basis in the two–dimensional highest weight space of W̃ leads to
an identification of W̃ with the direct sum of two copies of W and there is no canonical
choice available.

Hence what we should try to do is decomposing a given representation V of g
into pieces corresponding to non–isomorphic irreducible representations. Doing this is
fairly straightforward: Fix a dominant integral weight λ and let us denote by Γλ the
irreducible representation with highest weight λ. Of course, any linear combination of
highest weight vectors in V with weight λ is again a highest weight vector with weight
λ, so there is the subspace V 0

λ of highest weight vectors of weight λ. The dimension
dim(V 0

λ ) is called the multiplicity mλ(V ) of Γλ in V . Now we define the λ–isotypical
component V(λ) ⊂ V to be the g–subrepresentation generated by V 0

λ .

Proposition 5.1. Let V be a finite dimensional representation of a complex semisim-
ple Lie algebra g. Then we have:
(1) Choosing a basis in V 0

λ induces an isomorphism between V(λ) and the direct sum of
mλ(V ) many copies of Γλ.
(2) V = ⊕λ:mλ(V )>0V(λ), so V decomposes into the direct sum of its isotypical compo-
nents.

79
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(3) If W is another finite dimensional representation of g, the there is a natural bijection
Homg(V,W ) ∼= ⊕λ:mλ(V )>0L(V 0

λ ,W
0
λ ).

Proof. (1) Put ` = mλ(V ) and choose a basis {v1, . . . , v`} of V 0
λ . Then from

Theorem 4.2 we know that each vi generates an irreducible subrepresentation Wi of V(λ)

with highest weight λ, so Wi
∼= Γλ. Moreover, by construction these subspaces span all

of V(λ), since their span contains V 0
λ . Finally, it is clear that vi does not lie in the span

of the subspaces Wj for j 6= i. But this immediately implies that the intersection of
Wi with this sum is a proper subrepresentation of Wi and thus zero by irreducibility.
Hence we have V(λ) = W1 ⊕ · · · ⊕W`.
(2) By construction, the subspace spanned by all the isotypical components V(λ) is a
subrepresentation of V , so by complete reducibility there is an invariant complement.
If this would be nonzero, then it would contain at least one highest weight vector, but
that vector would lie in one of the V(λ). Thus, the isotypical components span V and it
remains to show that their sum is direct.

Let λ0 be the highest weight such that mλ0(V ) > 0. By construction, the isotypical
components V(µ) for µ 6= λ0 contain only weight vectors of weights strictly smaller than
λ0. Thus the interesction of V(λ0) with the sum of the other isotypical components
cannot contain any highest weight vectors, and hence must be zero. This means that
V(λ0) splits off as a direct summand, and inductively the claim follows.
(3) If ϕ : V → W is a homomorphism and v ∈ V is a highest weight vector of weight λ,
then ϕ(v) is a highest weight vector of weight λ. Thus for each λ, we have ϕ(V 0

λ ) ⊂ W 0
λ

so restriction defines a map Homg(V,W ) → ⊕L(V 0
λ ,W

0
λ ), which is obviously linear.

Moreover, the restriction of ϕ to V 0
(λ) determines the restriction of ϕ to V(λ), so (2)

implies that this map is injective.
Conversely, assume that for each λ such that mλ(V ) > 0 we have given a linear

map ϕλ : V 0
λ → W 0

λ . Then consider V ⊕ W . For v ∈ V 0
λ we see that (v, ϕλ(v))

is a highest weight vector, and we denote by Ṽ (λ) the g–subrepresentation generated
by these vectors. Finally, we define Ṽ to be the subspace spanned by all Ṽ (λ). The
restriction of the first projection to Ṽ defines a surjective homomorphism Ṽ → V . As
in (1) and (2) one sees that Ṽ (λ) is a direct sum of mλ(V ) copies of Γλ and that Ṽ
is the direct sum of the Ṽ (λ). This easily implies that the first projection induces an
isomorphism Ṽ → V . Composing the inverse of this homomorphism with the restriction
of the second projection to Ṽ , we obtain a homomorphism ϕ which induces the maps
ϕλ on the spaces of highest weight vectors. �

Remark 5.1. (1) The first two parts of this proposition show that a finite dimen-
sional representation V is determined up to isomorphism by the multiplicities mλ(V ).
(2) The last part of the proposition can be viewed as a generalization of Schur’s lemma
from 2.4. Indeed, for V = Γλ we get V 0

µ = {0} for µ 6= λ while V 0
λ is one–dimensional.

Hence part (3) in this case implies that Homg(V, V ) ∼= L(V 0
λ , V

0
λ ) and on the right hand

side we exactly have the multiples of the identity.

5.2. The Casimir element. We next discuss a tool that can be used to explicitly
split a finite dimensional representation into isotypical components. The idea for this
construction is fairly simple: We know from 4.9 that on a representation V of g we
automatically have an action of the universal enveloping algebra U(g). Now suppose
that we have an element x ∈ U(g) which lies in the center of U(g), i.e. which has the
property that xy = yx for all y ∈ U(g). Then in particular Xx = xX for all X ∈ g,
which shows that the action of x on any representation V of g commutes with the action
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of each element of g. In particular, by Schur’s lemma x has to act as a multiple of the
identity on any irreducible representation of g. One way to use this (which is important
for studying infinite dimensional representations) is to analyze the action of the whole
center of U(g), which leads to the notion of infinitesimal character or central character.
For many purposes it is sufficient to look at a specific element of this center, which is
called the Casimir element, and we will only discuss this.

The idea for constructing the Casimir element is rather simple: In 4.9 we have
constructed U(g) as a quotient of the tensor algebra T (g). In particular, we have a
canonical map g ⊗ g → U(g). By definition, the action of g on g ⊗ g is given by
X · (Y ⊗ Z) = [X, Y ]⊗ Z + Y ⊗ [X,Z]. Thus the class of X · (Y ⊗ Z) in U(g) can be
written as (XY − Y X)Z + Y (XZ −ZX) = XY Z − Y ZX. In particular, if we find an
g–invariant element in g⊗g, then its class in U(g) will commute with any X ∈ g. Since
U(g) is generated by g this implies that the class will lie in the center.

Finding an invariant element in g ⊗ g is however very easy. The Killing form B
identifies g with g∗ as a representation of g and thus g⊗ g with g∗⊗ g ∼= L(g, g). But of
course, the identity map in L(g, g) is g–invariant, so we get an element with the required
property, and this is the definition of the Casimir element Ω ∈ U(g). We can easily
describe Ω explicitly: Taking a basis {Xi} for g and the dual basis {Yi} with respect to
the Killing form, we have Ω =

∑
i YiXi. As an alternative to the considerations above,

one may of course verify directly that XΩ = ΩX for all X ∈ g similarly as in the proof
of Theorem 2.9.

To describe the properties of Ω we need one more ingredient. We define the lowest
form δ ∈ h∗0 of the Lie algebra g as half of the sum of all positive roots. Consider a
simple root α ∈ ∆0 and the corresponding simple reflection sα on h∗0. By definition,
sα(α) = −α, and we have observed in 3.9 that for a positive root β 6= α we have
sα(β) ∈ ∆+, so sα only permutes the other positive roots. Thus we conclude that

sα(δ) =
1

2

∑
β∈∆+

sα(β) = −α + δ.

By definition of the simple reflection, this implies that 2〈δ,α〉
〈α,α〉 = 1 for all α ∈ ∆0. Hence

we may alternatively characterize δ as the sum of all fundamental weights, so this is the
smallest integral element in the interior of the dominant Weyl chamber.

Proposition 5.2. Let g be a complex semisimple Lie algebra with lowest form
δ ∈ h∗0, and let 〈 , 〉 be the inner product on h∗0 induced by the Killing form.

Then for a finite dimensional representation V of g and a dominant integral weight
λ ∈ h∗0 the Casimir element Ω ∈ U(g) acts on the isotypical component V(λ) ⊂ V by
mutlipication by 〈λ, λ〉+ 2〈λ, δ〉 ∈ R.

Proof. This is proved by choosing a special basis for g. We know from 3.5 that the
decomposition g = h⊕⊕α∈∆+(gα⊕g−α) is orthogonal with respect to the Killing form B.
For α ∈ ∆+ choose Eα ∈ gα and Fα ∈ g−α such that B(Eα, Fα) = 1. Further, we know
that the restriction of B to h∗0 is positive definite, so we may choose an orthonormal
basis {Hi : i = 1, . . . , n} of h∗0, which then is a complex basis of h. From above, we
conclude that we may write the Casimir element as

Ω =
n∑
i=1

HiHi +
∑
α∈∆+

(EαFα + FαEα).

In U(g) we further have EαFα = FαEα + [Eα, Fα], and [Eα, Fα] = Hα, the element
characterized by B(H,Hα) = α(H) for all H ∈ h. Summing the Hα over all positive
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roots, we obtain 2Hδ and thus

Ω = 2Hδ +
n∑
i=1

HiHi + 2
∑
α∈∆+

FαEα.

On a highest weight vector, the last sum by definition acts trivially, while elements of
h act by some scalar, so Ω acts by multiplication by a scalar on each highest weight
vector. Since Ω commutes with the action of any X ∈ g it acts by a scalar on each
isotypical component. If v ∈ V 0

λ , then the action of Hδ on v is given by multiplication
by λ(Hδ) = 〈λ, δ〉. The remaining sum acts on v by multiplication by

∑
i λ(Hi)

2, and
since the Hi are orthonormal with respect to B this equals 〈λ, λ〉. �

Suppose we have given a representation V and we know the dominant integral
weights λ such that mλ(V ) > 0. Then from the proposition we can compute the
eigenvalues of Ω on the isotypical components. If these are all different, say a1, . . . , a`
then the projection onto the ai–eigenspace is given by

∏
j 6=i

1
ai−aj (Ω−aj id), so we obtain

explicit projections onto the isotypical components.

Example 5.2. The following example on the one hand shows the use of the Casimir
element. On the other hand, it illustrates that for a complete understanding of a
representation the main additional input needed is a better understanding of irreducible
representations.

Consider g = sl(n,C), let V = Cn be the standard representation with standard
basis {v1, . . . , vn} and consider the third tensor power ⊗3V . From 4.7 we know that
each vi is a weight vector of weight ei. Using this, we can immediately determine all
weights of ⊗3V : Any element vi1 ⊗ vi2 ⊗ vi3 is a weight vector of weight ei1 + ei2 + ei3 .
If the three vectors are all different, then there are six vectors with the given weight
(corresponding to the permutations of the factors). If two of them are equal, then there
are only three vectors (determined by the position of the “other” basis vector) while for
all three equal, there is only one possible weight vector. Hence we see that the weights
of ⊗3V are 3ei with multiplicity one, 2ei+ej for j 6= i with multiplicity 3 and ei+ej+ek
with three different indices with multiplicity 6. The highest weight if of course 3e1, so
we see that m3e1(⊗3V ) = 1, and this corresponds to the irreducible subrepresentation
S3V ⊂ ⊗3V . Looking at the standard basis of S3V we see that it contains each of the
above weights with multiplicity one.

Taking an invariant complement V ′ ⊂ ⊗3V (for example the kernel of the sym-
metrization map) we see that the weights of V ′ are 2ei + ej with multiplicity 2 and
ei + ej + ek with multiplicity 5. The highest among these weights is 2e1 + e2, which
in terms of the fundamental weights ω1, . . . , ωn−1 equals ω1 + ω2, see 4.7. Hence we
conclude that m2e1+e2(⊗3V ) = m2e1+e2(V

′) = 2, so we get two copies of the irreducible
representation Γ2e1+e2 . Recall that the Weyl group of g is Sn which acts by permu-
tations of the ei. Symmetry of the weights under the Weyl group thus implies that
V(2e1+e2) contains each of the weights 2ei + ej for j 6= i with multiplicity two. Hence the
only possible weights in an invariant complement V ′′ to V ′(2e1+e2) in V ′ are ei+ej +ek for

i, j, k all different. The multiplicity of this weight in V ′′ is 5 minus twice the multiplicity
of ei + ej + ek in Γ2e1+e2 , so this may be 1, 3, or 5. The only dominant weight among
these is e1 + e2 + e3, so we must have me1+e2+e3(⊗3V ) = 1, 3, or 5, and to determine
the multiplicity it suffices to determined the multiplicity of the weight e1 + e2 + e3 in
Γ2e1+e2 . Having done this, we obtain me1+e2+e3(V ) many copies of Γe1+e2+e3

∼= Λ3V and
by symmetry of the weights under the Weyl group, these exhaust all of V ′′.
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Thus we conclude that the dominant integral weights λ such that mλ(⊗3V ) > 0 are
exactly λ0 = 3e1, 2e1 + e2 = λ0 − α1 and e1 + e2 + e3 = λ0 − 2α1 − α2. To compute
the eigenvalues of the Casimir element on the corresponding isotypical components, we
observe that 〈λ, λ〉 + 2〈λ, δ〉 = 〈λ + δ, λ + δ〉 − 〈δ, δ〉. Hence replacing λ by λ − µ, the
eigenvalue changes by −2〈µ, λ+ δ〉+ 〈µ, µ〉. Of course, replacing the Killing form by a
multiple just changes Ω by some multiple, so we can use the inner products as before
to decide whether we get the same eigenvalue on two isotypical components. In terms
of the fundamental weights, we have λ0 = 3ω1 and δ = ω1 + · · · + ωn−1, so the inner
products of λ0 + δ with a root is easy to compute. In particular, 〈α1, λ0 + δ〉 = 4 and
〈α1, α1〉 = 2, so the eigenvalue on (⊗3V )2e1+e2 differs from the one on S3V by −6. On
the other hand, 〈2α1 + α2, λ0 + δ〉 = 9 and 〈2α1 + α2, 2α1 + α2〉 = 6, and thus the
eigenvalue on (⊗3V )e1+e2+e3 differs from the one on S3V by −12. Hence we conclude
that the eigenvalues on the three isotypical components are pairwise different, so the
splitting of ⊗3V into isotypical components coincides with the splitting into eigenspaces
for Ω.

Formulae for multiplicities, characters, and dimensions

5.3. Formulae for multiplicities of weights. Let us turn to the question of
a better understanding of irreducible representations. As we have seen in the last
example, it is very useful to have a general way to determine the dimensions of the
weight spaces of an irreducible representation of given highest weight. There are several
different formulae for these multiplicities available, each of which has its advantages and
disadvantages.

We first discuss the Freudenthal multiplicity formula. This expresses the multiplicity
of a weight µ in the irreducible representation Γλ (i.e. the dimension of the weight space
(Γλ)µ) in terms of the multiplicities of higher weights. Since we know that the weights
and their multiplicities are invariant under the Weyl group, it suffices to determine the
multiplicities of the dominant weights. Moreover, we know in advance that the highest
weight λ of Γλ has multiplicity one, so we can compute the multiplicities in an iterative
way. To state the formula, let us denote by nµ(Γλ) the multiplicity of µ in Γλ, let 〈 , 〉
be the inner product on h∗0 induced by the Killing form and ‖ ‖ the corresponding norm,
i.e. ‖µ‖2 = 〈µ, µ〉. Then the Freudenthal multiplicity formula reads as

(2〈λ− µ, µ+ δ〉+ ‖λ− µ‖2)nµ(Γλ) = 2
∑
α∈∆+

∑
k≥1

〈µ+ kα, α〉nµ+kα(Γλ),

where δ is the lowest form of the Lie algebra g, see 5.2. If µ 6= λ is a dominant weight
of Γλ we know that λ − µ is a linear combination of simple roots with non–negative
integral coefficients. This immediately implies that 〈λ−µ, µ+δ〉 > 0, so we see that the
numerical factor in the left hand side of the Freudenthal multiplicity formula is positive.
Hence knowing the multiplicities of the higher weights µ + kα we can compute nµ(Γλ)
from the formula.

Before we sketch the proof, let us apply the formula to sort out the remaining open
point in Example 5.2: For g = sl(n,C) we want to determine nµ(Γλ) with µ = e1+e2+e3

and λ = 2e1 +e2. Denoting the simple roots by α1, . . . , αn−1 we have αi = ei−ei+1, and
hence µ = λ−(α1 +α2). Hence we conclude that the only expressions of the form µ+kα
with α ∈ ∆ and k ≥ 1 are µ+ 1α1 = λ− α2, µ+ 1α2 = λ− α1 and µ+ 1(α1 + α2) = λ.
Of course, we know that nλ(Γλ) = 1. On the other hand, λ − α1 = e1 + 2e2 and
λ − α2 = 2e1 + e3, so these weights both lie in the Weyl orbit of λ and thus have
multiplicity one, too. (Alternatively, we could also determine their multiplicity using the
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Freudenthal formula). In terms of the fundamental weights ωi we have µ = ω3, so this
has zero inner product with α1, α2 and α1 +α2. Thus for each of the three roots we have
〈µ + α, α〉 = 〈α, α〉 = 2, and thus the right hand side of the Freudenthal formula gives
2(2+2+2) = 12. For the left hand side we get (2〈α1 +α2, µ+ δ〉+‖α1 +α2‖2)nµ(Γλ) =
6nµ(Γλ), so we conclude that nµ(Γλ) = 2. Therefore, we conclude from the discussion
in Example 5.2 that ⊗3V ∼= S3V ⊕ (Γ2e1+e2 ⊕ Γ2e1+e2)⊕ Λ3V .

Next we briefly sketch the proof of the Freudenthal formula for a dominant weight
µ, details for this case and the general proof can be found in [Fulton-Harris, §25.1]:
Consider the Casimir element Ω introduced in 5.2. From Proposition 5.2 we know that
Ω acts on V = Γλ by multiplication by ‖λ‖2 + 2〈λ, δ〉 > 0. In particular, Ω(Vµ) = Vµ
and the trace of the restriction Ω|Vµ is given by (‖λ‖2 + 2〈λ, δ〉)nµ(Γλ). Freudenthal’s
formula is then obtained by computing this trace in a different way. From the proof of
Proposition 5.2 we know that Ω = 2Hδ +

∑n
i=1HiHi + 2

∑
α∈∆+ FαEα. Visibly, any of

the three parts leaves Vµ invariant, the first summand acts by multiplication by 2〈µ, δ〉
while the middle sum acts by multiplication by ‖µ‖2. Bringing these two parts to the
other side, we see that

(‖λ‖2 + 2〈λ− µ, δ〉 − ‖µ‖2)nµ(Γλ) = tr

(
(
∑
α∈∆+

FαEα)|Vµ

)
.

One immediately verifies that the left hand side of this equation equals the left
hand side of the Freudenthal formula. To compute the contribution of the right hand
side, we fix α ∈ ∆+, consider the subalgebra sα and the subspace ⊕n∈ZVµ+nα which
is visibly invariant under sα. From the representation theory of sl(2,C) we know that
this subspace forms an unbroken string of the form Vν ⊕ Vν−α ⊕ · · · ⊕ Vν−Nα for some
integer N , and we define k by ν = µ + kα. The space Vν spans a subrepresentation
isomorphic to dim(Vν) = nµ+kα(Γλ) many copies of the irreducible representation with
highest weight N . The intersection of Vµ with this subrepresentation also has dimension
nµ+kα(Γλ). From Proposition 3.4 we know that for elements of a standard basis we have
F · E · vk = k(N − k + 1)vk. If we split off the irreducible copies generated by Vν ,
then the highest weight is ν − α with multiplicity nµ+(k−1)α(Γλ) − nµ+kα(Γλ), and this
corresponds to N ′ = N − 2 and k′ = k − 1. Here the standard generators contribute
an eigenvalue k′(N ′ − k′ + 1). Collecting the contribution with a factor nµ+kα(Γλ), we
obtain (still for standard generators) k(N − k + 1) − (k − 1)(N − k) = N . But the
standard generators correspond to B(E,F ) = 2

‖α‖2 whence we see that the contribution

for FαEα equals ‖α‖
2

2
Nnµ+kα(Γλ). But the highest weight N may be computed explicitly

as N = 2〈β,α〉
‖α‖2 and β = µ + kα. Working down taking off irreducible components step

by step, this directly leads to the Freudenthal formula.
There is another formula for the multiplicities of weights due to Kostant, which has

a different flavor. The advantage of this formula is that it is not of recursive character
but directly computes the multiplicity of a weight. The disadvantage is that it needs
summation over the whole Weyl group and involves a counting function, whose values
are sometimes difficult to determine: Define the Kostant partition function P : h∗0 → N
as follows. Put P(0) = 1 and for µ 6= 0 let P(µ) be the number of tuples (aα) of
non–negative integers such that µ =

∑
α∈∆+ aαα. Hence P(µ) is the number of different

ways to write µ as a sum of positive roots. In particular, P(µ) = 0 unless µ is positive.
Denoting as before by δ the lowest form of g the Kostant multiplicity formula then



FORMULAE FOR MULTIPLICITIES, CHARACTERS, AND DIMENSIONS 85

states that

nµ(Γλ) =
∑
w∈W

sgn(w)P(w(λ+ δ)− (µ+ δ)).

To use this formula efficiently, one usually has to show first that only few summands
give a nonzero contribution. For example, in the case g = sl(n,C), λ = 2e1 + e2 and
µ = e1 + e2 + e3 = λ− (α1 +α2) that we have considered above, one can use elementary
combinatorial arguments to show that only the summand with w = id can give a nonzero
contribution. But then P(α1 + α2) = 2, corresponding to the decompositions α = α
and α = α1 + α2, so we recover the multiplicity result from before.

5.4. The Weyl character formula and some consequences. For any finite
dimensional representation V of a semisimple Lie algebra g, one can encode the mul-
tiplicities of all weight spaces into one function called the character of V . To do this,
one considers the group ring Z[h∗0], which we may simply think of the set of all formal
finite linear combinations of the form

∑
aµe

µ for elements eµ which satisfy the product
rule eµeν = eµ+ν . Such linear combinations may be added in an obvious way and mul-
tiplied according to (

∑
aµe

µ)(
∑
bνe

ν) =
∑

λ(
∑

µ+ν=λ aµbν)e
λ. Alternatively, one may

think about the elements of Z[h∗0] as functions h∗0 → Z which map all but finitely many
elements of h∗0 to zero and then the above operations are just the pointwise addition of
functions and the convolution (fg)(ν) =

∑
λ+µ=ν f(λ)g(µ).

Given a finite dimensional representation V of g one then defines the character
χ(V ) ∈ Z[h∗0] of V by χ(V ) =

∑
λ∈wt(V ) dim(Vλ)e

λ. The advantage of this point of
view is that it is very nicely compatible with the basic operations on representations.
From the definition one immediately concludes that χ(V ⊕W ) = χ(V ) + χ(W ) and
χ(V ⊗W ) = χ(V )χ(W ).

For a weight µ ∈ h∗0, we define Aµ ∈ Z[h∗0] by Aµ :=
∑

w∈W sgn(w)ew(µ). The simplest
way to state the Weyl character formula is now that for any dominant integral weight
λ, the character of the irreducible representation Γλ with highest weight λ satisfies

Aδχ(Γλ) = Aλ+δ,

where as before δ denotes the lowest form of g.
In this form it is not clear how much this formula can actually tell us about the

character χ(Γλ). However, it turns out that one may enlarge the commutative ring
Z[h∗0] in such a way that Aδ becomes invertible, so in that larger commutative ring one

has the expression χ(Γλ) = Aλ+δ
Aδ

. The price for this however is that 1
Aδ

is an infinite
series, so handling the formula is fairly complicated and usually involves quite a bit of
combinatorics.

Weyl’s original proof of the character formula is done on the level of Lie groups. It
uses that any complex semisimple Lie algebra possesses a unique (up to isomorphism)
real form such that any connected Lie group with that Lie algebra is compact. The
problem is then reduced to this compact group and the proof is done using analysis,
see [Fulton-Harris, §26.2] for a sketch of this proof. There are also purely algebraic
proofs. In particular, one may deduce the formula from the Freudenthal multiplicity
formula, see [Fulton-Harris, §25.2]. The Weyl character formula in turn easily implies
(and actually is equivalent to) the Kostant multiplicity formula. The key to this is that
one may obtain an explicit formula for 1

Aδ
which has the form e−δ

∑
P(µ)e−µ, where

the sum goes over all µ such that P(µ) 6= 0.
A very useful consequence of the character formula is the Weyl dimension formula

which computes the dimension of Γλ. Clearly, for χ(Γλ) =
∑
aµe

µ we have dim(Γλ) =
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aµ. Unfortunately, trying to express this sum from the character formula naively one

ends up with 0
0
, but it is not too difficult to deduce the formula

dim(Γλ) =
∏
α∈∆+

〈λ+ δ, α〉
〈δ, α〉

,

where the inner product is induced by (a multiple of) the Killing form.
Let us use the dimension formula to prove irreducibility of the tracefree symmetric

powers of the standard representation C2n of g = so(2n,C). So we have to compute
dim(Γλ) for λ = ke1. From the description of the fundamental weights in 4.8 one
immediately reads off that δ = ω1 + · · · + ωn = (n − 1)e1 + (n − 2)e2 + · · · + en−1.
From 3.8 we know that ∆+ = {ei ± ej : i < j}. Clearly, a positive root α contributes
non–trivially to the product in the dimension formula only if 〈λ, α〉 6= 0, so we only
have to consider the roots e1±ej for j = 2, . . . , n. For the roots e1− ej the contribution
to the dimension formula is

n∏
j=2

(n+ k − 1)− (n− j)
(n− 1)− (n− j)

=
n∏
j=2

k + j − 1

j − 1
=

(n+ k − 1)!

k!(n− 1)!
.

For the roots e1 + ej, we obtain the contribution

n∏
j=2

(n+ k − 1) + (n− j)
(n− 1) + (n− j)

=
n∏
j=2

2n+ k − j − 1

2n− j − 1
=

(2n+ k − 3)!(n− 2)!

(n+ k − 2)!(2n− 3)!
.

Multiplying up and canceling we get

dim(Γke1) =
(2n+ k − 3)!(n+ k − 1)

k!(2n− 3)!(n− 1)
=
n+ k − 1

n− 1

(
2n+ k − 3

2n− 3

)
We have to show that this coincides with dim(SkC2n) − dim(Sk−2C2n). Inserting the
definitions, one easily sees that(

2n+ k − 1

2n− 1

)
−
(

2n+ k − 3

2n− 1

)
=

(2n+ k − 1)(2n+ k − 2)− k(k − 1)

(2n− 1)(2n− 2)

(
2n+ k − 3

2n− 3

)
,

and one immediately verifies that this coincides with the above expression.

5.5. Decomposing tensor products. As an example for further results for deal-
ing with finite dimensional representations we discuss the problem of determining multi-
plicities of irreducible factors and decomposing tensor products of irreducible represen-
tations. We start with two dominant integral weights λ and µ for a complex semisimple
Lie algebra g, consider the irreducible representations Γλ and Γµ with these highest
weights and their tensor product Γλ⊗Γµ. In particular, we are interested in finding the
dominant integral weights ν for which the multiplicity mν(Γλ ⊗ Γµ) is positive and we
want to compute this multiplicities.

Suppose that we have solved this problem and that V and W are two representations
such that for each weight ν we know the multiplicities mν(V ) and mν(W ). Then

V ∼= ⊕λΓmλ(V )
λ and W ∼= ⊕µΓ

mµ(W )
µ , and compatibility of the tensor product with

direct sums immediately implies that V ⊗W ∼= ⊕λ,µ(Γλ⊗Γµ)mλ(V )mµ(W ). In particular,
this implies mν(V ⊗W ) =

∑
λ,µmλ(V )mµ(W )mν(Γλ ⊗ Γµ). Hence we can determine

the multiplicities of a tensor product (which determine it up to isomorphism) provided
that we know the multiplicities of the factors.

We start with an elementary result:



FORMULAE FOR MULTIPLICITIES, CHARACTERS, AND DIMENSIONS 87

Proposition 5.5. If ν is a dominant integral weight such that mν(Γλ ⊗ Γµ) > 0,
then there is a weight µ′ of Γµ such that ν = λ+ µ′. Moreover, if this is the case, then
mν(Γλ ⊗ Γµ) ≤ nλ−ν(Γµ).

Proof. Take bases of Γλ and Γµ consisting of weight vectors and consider the
induced basis of Γλ ⊗ Γµ. Then any weight vector in the tensor product of weight ν
may be written as a finite sum

∑n
i=1 vi ⊗ wi for weight vectors vi ∈ Γλ and wi ∈ Γµ

whose weights add up to ν. By adding up the left components which have the same wi,
we may assume that the wi are linearly independent and then we renumber the factors
in the sum in such a way that the weights λi of vi satisfy λ1 ≥ λ2 ≥ · · · ≥ λn. Now
suppose that an expression

∑
vi⊗wi of this form is a highest weight vector. Then any

element Eα in a positive root space annihilates the sum, which implies that we can write
(Eα · v1) ⊗ w1 as a linear combination of elements of the form vi ⊗ (Eα · wi) for i ≥ 1
and of the form (Eα · vi) ⊗ wi for i ≥ 2. Now let ϕ : Γµ → C be the linear functional
which maps w1 to 1 and vanishes on all other elements of the chosen basis. Applying
(id⊗ϕ) : Γλ⊗ Γµ → Γλ to the above linear combination, all the terms (Eα · vi)⊗wi for
i ≥ 2 are killed, and we conclude that Eα · v1 is a linear combination of v1, . . . , vn. But
by construction Eα · v1 is a weight vector of weight λ1 + α > λ1 ≥ · · · ≥ λn, so this is
only possible if Eα · v1 = 0. Since this holds for all positive roots, we conclude that v1

is a highest weight vector, so λ1 = λ and thus ν is the sum of λ and the weight of w1.
Let v0 ∈ Γλ be a highest weight vector. Then we know that v0 is unique up to

complex multiples, so we see from above that any highest weight vector of weight ν
can be written as a sum of v0 ⊗ w with 0 6= w ∈ (Γµ)λ−ν and elements of the form
vi⊗wi where each vi is a weight vector of weight < λ. Of course, any non–trivial linear
combination of highest weight vectors is again a highest weight vector. Now if there
were more than nλ−ν(Γµ) = dim((Γµ)λ−ν) many linearly independent highest weight
vectors of weight ν, then the second components in their “leading terms” v0 ⊗ wj are
linearly dependent, so we could find a nontrivial linear combination in which the leading
terms cancel, which is a contradiction. �

This result is particularly useful if one of the two factors in the tensor product is
simple. For example, consider the case g = sl(n,C) and the standard representation
V = Cn = Γe1 . Then the weights of V are simply e1, . . . , en and each weight space has
dimension one. Thus we conclude that mν(Γλ ⊗ V ) > 0 is only possible for ν = λ + ei
for some i = 1, . . . , n and in any case mν(Γλ ⊗ V ) ≤ 1. In particular, Γλ ⊗ V always
decomposes into a direct sum of pairwise non–isomorphic irreducible representations.
It is also easy to see in this case that the splitting into irreducibles coincides with
the splitting into eigenspaces for the Casimir element introduced in 5.3. Indeed, the
eigenvalue on the isotypical component with highest weight λ+ ei is by Proposition 5.3
given as

‖λ+ ei‖2 + 2〈λ+ ei, δ〉 = 〈λ, λ+ 2δ〉+ ‖ei‖2 + 2〈ei, λ+ δ〉.

If for i < j we would get the same eigenvalue for λ + ei and λ + ej, then since all e`
have the same length, this would mean that 0 = 2〈ei−ej, λ+ δ〉. But this is impossible,
since ei − ej ∈ ∆+ and λ + δ lies in the interior of the positive Weyl chamber, so the
inner product has to be positive.

Let us also note that the above result gives us yet another way to sort out the
problem on the isotypical decomposition of ⊗3V . Interpreting ⊗3V as (⊗2V ) ⊗ V =
(S2V ⊗ V )⊕ (Λ2V ⊗ V ), we see from above that for any dominant integral weight ν we
have mν(S

2V ⊗V ) ≤ 1 and mν(Λ
2V ⊗V ) ≤ 1, and thus mν(⊗3V ) ≤ 2. Thus, ⊗3V can
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contain at most 2 copies of Λ3V , but we had noted already that there have to be 1, 3,
or 5 copies, so 1 is the only possibility.

Finally we just remark that there are several explicit formulae for mν(Γλ ⊗ Γµ).
These usually are either of recursive nature or involve summation over the Weyl group
and can be derived from the Weyl character formula. A particularly useful example of
such a formula, which is valid for arbitrary complex semisimple Lie algebras is called
Klymik’s formula or Racah’s formula:

mν(Γλ ⊗ Γµ) =
∑
w∈W

sgn(w)nν+δ−w(λ+δ)(Γµ).

To use this formula efficiently, the first step usually again is to show that only few Weyl
group elements lead to a non–trivial contribution to the sum.

Young symmetrizers and Weyl’s construction

We conclude our discussion by outlining an explicit description of the irreducible
representations of gl(n,C) and sl(n,C) based on the representation theory of permuta-
tion groups. This also leads to a complete description of the isotypical decomposition
of the tensor powers of the standard representation, as well as constructions for general
finite dimensional representations. Much of this can be generalized to the other classi-
cal simple Lie algebras. We start by discussing some general facts on representations of
finite groups.

5.6. Representations of finite groups. We have already met the concept of a
representation of a finite group in 1.2. The first fundamental observation is that finite
dimensional representations of finite groups are always completely reducible: Suppose
that we have given a representation of G on V , i.e. a homomorphism G → GL(V ).
Then we can construct a G–invariant inner product on V by averaging over any inner
product: Choose any inner product ( , ) on V and define

〈v, w〉 :=
∑
g∈G

(g · v, g · w).

By construction, this is invariant, i.e. 〈v, w〉 = 〈g ·v, g ·w〉 for each g ∈ G. In particular,
if W ⊂ V is an invariant subspace, then W⊥ ⊂ V is an invariant complement to W , so
complete reducibility follows.

Next, we observe that any finite group G admits a canonical finite dimensional
representation, called the left regular representation. Consider the space CG of complex
valued functions on G. Of course, the dimension of this space equals the number |G|
of elements of G. From 1.2 we see that the left action of G on itself by multiplication
gives rise to a representation of G on CG, defined by (g · ϕ)(g′) = ϕ(g−1g′). (Of course,
an analog of this representation exists also for Lie groups, but it is infinite dimensional
and thus much more complicated to deal with, in particular for non–compact groups.)
Let us denote by eg ∈ CG for g ∈ G the function given by eg(g) = 1 and eg(h) = 0 for
all h 6= g. Then any ϕ ∈ CG can be written as

∑
g∈G ageg for some numbers ag ∈ C. In

this picture, the left regular representation is characterized by g · eh = egh.
Similarly as in 5.4 we can now make CG into an associative algebra by defining

eg ∗ eh := egh for all g, h ∈ G and extending this bilinearly. In the picture of functions,
this corresponds to the convolution (ϕ ∗ ψ)(g) =

∑
h ϕ(h)ψ(h−1g). This associative

algebra is called the complex group algebra of G and denoted by C[G]. Note the g 7→ eg
defines an injective homomorphism from G into the group of invertible elements of
C[G], and under this homomorphism the left regular representation corresponds to
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multiplication from the left in C[G]. If A is any associative algebra and f : G → A is
a homomorphism from G to the group of invertible elements of A, then this uniquely
extends to a homomorphism f̃ : C[G] → A by f̃(

∑
ageg) =

∑
agf(g). Hence we may

think of C[G] as an analog of the universal enveloping algebra (or the other way round).
In particular, complex representations of G uniquely extend to C[G].

Using the theory of characters, one shows that (up to isomorphism) there are only
finitely many irreducible representations V1, . . . , Vn of G (and n equals the number of
conjugacy classes of G). Now for any i we obtain from above an algebra homomorphism
C[G]→ L(Vi, Vi). Under this homomorphism, the regular representation corresponds to
action on the values of maps, so as a G–representation we have to consider the first copy
of Vi in L(Vi, Vi) as the direct sum of dim(Vi) copies of the trivial representation, and

thus L(Vi, Vi) as V
dim(Vi)
i . Again using characters, one shows that these homomorphisms

induce an isomorphism C[G] ∼= ⊕ni=1V
dim(Vi)
i of G–representations, so this is the analog

of the isotypical decomposition for the regular representation. For details about this
see chapters 2 and 3 of [Fulton-Harris].

Thus one can find any irreducible representation of G inside the group algebra
A := C[G]. Now there is a simple way to construct G–invariant subspaces of A. Namely,
take any element c ∈ A and consider the subspace Ac := {ac : a ∈ A}. Of course, this is
invariant under left multiplications of elements of A, and thus in particular aG–invariant
subspace of the left regular representation.

5.7. From permutation groups to gl(V ). As above, let G be a finite group with
group algebra A = C[G], and suppose that V is a finite dimensional representation of G.
Then we define a right action V ×G→ V of G on V by v · g := g−1 · v. This evidently
satisfies v · (gh) = (v · g) · h, and we extend it by linearity to a map V × A → V ,
which then satisfies v · (ab) = (v · a) · b. Given an element c ∈ A, we can then form
V c := {v · c : v ∈ V }, which obviously is a linear subspace of V .

Next, consider the vector space B := HomG(V, V ) of G–equivariant maps ϕ : V → V .
Of course, for ϕ ∈ B we have ϕ(v ·g) = ϕ(v) ·g for all g ∈ G, and thus ϕ(v ·a) = ϕ(v) ·a
for all a ∈ A. In particular, ϕ(V c) ⊂ V c for all ϕ ∈ B and c ∈ A. Composition makes
B into an associative algebra, this has a canonical representation on V , and for each
c ∈ A, the subspace V c is invariant.

Let W be another representation of A (viewed as usual as a left module). Then we
define V ⊗AW to be the quotient of the tensor product V ⊗W by the linear subspace
generated by all elements of the form (v · a)⊗ w − v ⊗ (a · w) with v ∈ V , w ∈ W and
a ∈ A. For any ϕ ∈ B we can consider the map ϕ ⊗ idW : V ⊗W → V ⊗W . One
immediately verifies that this preserves the subspace defined above, so it descends to
a linear map V ⊗AW → V ⊗AW hence making this space into a representation of B.
The fundamental fact for our purposes is that if W is an irreducible A–module then
V ⊗A W is an irreducible B–module. Moreover, for c ∈ A consider W = Ac and the
map V ⊗ Ac → V c defined by v ⊗ ac 7→ v · (ac) = (v · a) · c. Visibly, this descends to
a linear map V ⊗A Ac→ V c, which is easily seen to be an isomorphism of B–modules.
Proofs of these two facts can be found in [Fulton-Harris, Lemma 6.22].

To pass to Lie algebras, we consider the case of a permutation group G = Sk, an
arbitrary vector space V and the action of G on ⊗kV given by permutation of the
factors. Using the maps fσ defined by fσ(v1 ⊗ · · · ⊗ vk) = vσ1 ⊗ · · · ⊗ vσk as in 4.5 this
reads as x · σ := fσ−1(x) for x ∈ ⊗kV . The obvious action of L(V, V ) on ⊗kV is clearly
by G–equivariant maps, and one verifies that any G–equivariant endomorphism of ⊗kV
is of this form. Hence we have L(V, V ) ∼= HomG(⊗kV,⊗kV ). In particular, from above
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we see that if c ∈ A = C[Sk] is an element such that Ac is an irreducible representation
of Sk, then (⊗kV )c ∼= (⊗kV )⊗AAc is an irreducible representation of L(V, V ) and thus
of gl(V ).

5.8. Irreducible representations of Sk. It turns out that the irreducible rep-
resentations of Sk are indexed by all partitions of k. (This is not so surprising, since
from above we know that irreducible representations are parametrized by conjugacy
classes which are described by partitions via the length of cycles in a decomposition of
a permutation into a product of cycles.) A partition γ of k is an `–tuple (γ1, . . . , γ`) of
integers such that γ1 ≥ γ2 ≥ · · · ≥ γ` > 0 and such that γ1 + · · ·+ γ` = k. For example,
k = 3 admits the partitions (3), (2, 1) and (1, 1, 1), and k = 4 has the partitions (4),
(3, 1), (2, 2), (2, 1, 1), and (1, 1, 1, 1). To a partition γ = (γ1, . . . , γ`) one associates a
Young diagram as an array of ` lines of boxes such that the ith line consists of γi boxes.
In this way, the partitions of k = 4 listed above are represented by the Young diagrams

, , , , and .
To each partition γ of k one next associates an element cγ ∈ A := C[Sk] as follows:

Take the Young diagram of γ and number the boxes by the numbers {1, . . . , k} row
by row. Let P ⊂ Sk be the set of those permutations of {1, . . . , k} which leave each
row of the diagram invariant, and Q ⊂ Sk as those which leave each column invariant.
By construction, P and Q are subgroups of Sk. Then define aγ, bγ, cγ ∈ A by aγ :=∑

σ∈P eσ ∈ A, bγ :=
∑

σ∈Q sgn(σ)eσ, and cγ := aγbγ. The element cγ ∈ A is called

the Young symmetrizer corresponding to the partition γ (respectively to its Young
diagram). Consider the partition (k), so a Young diagram with one row only. Then by
definition P = Sk and Q = {id}, so bγ = eid, the unit element of A and aγ = cγ acts on
⊗kV as k! times the symmetrization. Similarly, for the partition (1, . . . , 1) we obtain k!
times the alternation as the action on ⊗kV . More generally, for γ = (γ1, . . . , γ`) we get
(⊗kV )aγ = Sγ1V ⊗ · · · ⊗ Sγ`V while for the action of bγ the result is isomorphic to a
tensor product of γ1 exterior powers of V whose degrees are determined by the numbers
of boxes in the columns of the Young diagram.

To formulate the description of the irreducible representations of Sk, we need one
more definition. Consider a partition γ = (γ1, . . . , γ`) of k and the corresponding Young
diagram. For a box in the Young diagram, define the Hook length of the box to be the
number of boxes which lie below the given one in the same column, plus the number of
boxes which lie right of the given one in the same row plus one. Otherwise put, given a
box, draw a hook with edge in the box and legs pointing down and right, and count how
many boxes the hook meets. Then define d(γ) to be the quotient of k! by the product
of the hook lengths of all boxes. For example for the two trivial partitions k = (k) and
k = (1, . . . , 1) there is just one row respectively just one column in the diagram, and
hence the hook lengths of the boxes are just k, k − 1, . . . , 1, and hence in both cases
we get d(γ) = 1. As another example, consider the partition (3, 1) of k = 4. Then the
Hook lengths of the four boxes are just 4, 2, 1, and 1, so d(γ) = 3 in this case.

Theorem 5.8. Let γ be a partition of k, and let cγ ∈ A := C[Sk] be the cor-
responding Young symmetrizer. Then cγ is a multiple of a projection, i.e. (cγ)

2 is a
nonzero multiple of cγ, and Vγ := Acγ is an irreducible representation of Sk of dimen-
sion d(γ). The map γ 7→ Vγ defines a bijection from the set of partitions of k to the set
of isomorphism classes of irreducible representations of Sk.
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The proof of this result can be found in [Fulton-Harris, §4.2–4.3]. It is not difficult
and elementary apart from some basic results on character theory which are needed to
show that the representations Vγ exhaust all irreducible representations of Sk.

5.9. Schur functors and Weyl’s construction. Let V be a complex vector space
and consider the kth tensor power ⊗kV . From 5.7 we have a right action of Sk on ⊗kV
given by (v1 ⊗ · · · ⊗ vk) · σ := vσ−1(1) ⊗ · · · ⊗ vσ−1(k) which commutes with the action
of gl(V ). This action extends to an action of the group algebra A = C[Sk], which still
commutes with the action of gl(V ). Given a partition γ of k with corresponding Young
symmetrizer cγ ∈ A we can form Sγ(V ) := (⊗kV )cγ ∼= (⊗kV )⊗AAcγ. From 5.8 we know
that Acγ is an irreducible representation of Sk, so we conclude from 5.7 that Sγ(V ) is
an irreducible representation of gl(V ). If f : V → W is a linear map, then we have the
induced map ⊗kf : ⊗kV → ⊗kW , and of course this equivariant for the actions of A
on both components, so it restricts to a linear maps Sγ(f) : Sγ(V )→ Sγ(W ). From the
construction it follows that Sγ(g ◦ f) = Sγ(g) ◦ Sγ(f). Therefore, Sγ defines a functor
on the category of finite dimensional vector spaces, called the Schur functor associated
to the partition γ. This construction of representations is also referred to as Weyl’s
construction.

Note that for the obvious partitions (k) and (1, . . . , 1) we recover the symmetric
power SkV respectively the exterior power ΛkV . The second example shows that it may
well happen that Sγ(V ) = {0}. Indeed, if γ = (γ1, . . . , γ`), then from the construction
of cγ it follows immediately that applying the Schur functor involves alternating over `
components, so the result must be zero if ` > dim(V ). It turns out that this is the only
restriction, so Sγ(V ) 6= {0} if ` ≤ dim(V ).

This machinery also immediately leads to a complete description of ⊗kV as a rep-
resentation of gl(V ). The description of the decomposition of the left regular repre-
sentation of Sk from 5.6 can be stated as A ∼= ⊕γ(Acγ)d(γ), where the sum is over all
partitions γ and d(γ) = dim(Acγ) is the number introduced in 5.8. It is obvious from the
definition in 5.7 that ⊗kV ∼= (⊗kV )⊗AA, so this decomposes as ⊕γ(⊗kV )⊗A (Acγ)

d(γ),
and we obtain

⊗kV ∼= ⊕γSγ(V )d(γ)

as a representation of gl(V ).
Taking V = Cn, we may restrict the representation Sγ(V ) to g := sl(n,C) ⊂ gl(n,C).

Since the element t id ∈ gl(n,C) acts on ⊗kCn by multiplication by tk, it acts in the same
way on Sγ(Cn). Hence any g–invariant subspace of Sγ(Cn) is automatically gl(n,C)–
invariant, which implies that Sγ(Cn) is an irreducible representation of g. From above we
know that we obtain a nontrivial result only if γ = (γ1, . . . , γ`) with ` ≤ n. One verifies
that the highest weight of the representation Sγ(Cn) is then given by γ1e1 + · · ·+γ`e`. In
particular, Sγ(Cn) ∼= Sγ̃(Cn) if and only if there is some integer j such that γ̃i = γi + j
for all i = 1, . . . , n. To get a unique description of the irreducible representations,
one may therefore simply restrict to partitions γ = (γ1, . . . , γ`) with ` < n. Also,
the decomposition of ⊗kCn from above is exactly the decomposition into isotypical
components, if one adds up isomorphic pieces.

There is a lot of further information on these representations available, for example
combinatorial formulae for the dimension of Sγ(Cn) which simplify the Weyl dimension
formula from 5.4, and for the isotypical decomposition of a tensor product of two such
representations. Information on these and further results in this direction can be found
at various places in [Fulton-Harris].
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There is a simple analog of Weyl’s construction for the other classical Lie algebras.
In all cases, there is a bilinear form b, which is invariant under the action of the given Lie
algebra g. Given the standard representation V of g and considering ⊗kV , any choice
of indices i and j with 1 ≤ i < j ≤ k gives rise to a g–homomorphism ⊗kV → ⊗k−2V .
Now one has to take the intersection of the kernels of these maps and intersect it with
Sγ(V ) to obtain an irreducible representation of g. It turns out that for g = sp(2n,C),
all irreducible representations can be obtained in this way, and one can also describe
the isotypical decomposition of ⊗kV explicitly, see [Fulton-Harris, §17.3]. For the
orthogonal algebras so(n,C), it is clear that one cannot obtain spin representations. It
turns out however, that all vector representations can be obtained by this construction.
This means that in the odd case, one gets all irreducible representations whose highest
weight has the last component in the expansion as a linear combination of fundamental
weights is even. In the even case, the corresponding condition is that the sum of the
coefficients of the last two fundamental weights has to be even. Details about this can
be found in [Fulton-Harris, §19.5].
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