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Preface

The aim of this work is to determine the second largest possible
dimension of automorphism groups of regular parabolic geometries of
a certain type.
In the �rst chapter we will draw our attention to the concept of a
Cartan geometry. This concept was introduced by Elie Cartan in the
1920's under the name "éspace généralisé" in order to give a common
generalization of two theories, which seemed to be largely incompati-
ble, namely geometry in the sense of Felix Klein's Erlangen program
and di�erential geometry.
Klein noticed that the non-Euclidean geometries, which were discov-
ered in the 19-th century, can be viewed as smooth manifolds endowed
with a transitive smooth action of a Lie group, which leaves invari-
ant the properties of objects studied in this geometry. Having �xed a
base point such a geometry is given by a certain homogeneous space.
So his de�nition of a geometry as a smooth manifold together with a
smooth transitive action of a Lie group o�ered a common approach to
Euclidean geometry as well as to the various non-Euclidean ones.
It was not clear at that time how this de�nition of geometry can be
reconciled with the generalization of Euclidean geometry due to Bern-
hard Riemann (1854), which nowadays is called Riemannian geometry.
It was Cartan, who recognized that smooth manifolds endowed with
a certain geometric structure can be seen as "curved analogs" of ho-
mogeneous spaces, such as Riemannian manifolds can be viewed as
deformations of Euclidean spaces. In modern language these geometric
structures are called Cartan geometries. For a Lie group G and a closed
subgroup H a Cartan geometry of type (G,H) is given by a smooth
manifold M of the same dimension as G/H together with a principal
H-bundle G → M and a 1-form on G with values in the Lie algebra
g of G, which is H-equivariant, reproduces fundamental vector �elds
and trivializes the tangent bundle of G. This concept, which associates
to a homogeneous space G/H the notion of a Cartan geometry of type
(G,H), really provides a common generalization of Klein geometry and
Riemannian geometry. Indeed, the principal bundle of a Cartan geom-
etry of type (G,H) generalizes the principal bundle G → G/H given by
the natural projection associated to the Klein geometry G/H, whereas
the 1-form of a Cartan geometry generalizes the Maurer-Cartan form
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on G. For a Riemannian manifold M the principal bundle is the or-
thogonal frame bundle of M endowed with the soldering form on this
bundle and the Levi-Civita connection. The main references concerning
the general theory of Cartan geometries presented in the �rst chapter
are [2] and [8].
Having introduced the concept of a Cartan geometry we will consider
the automorphism group Aut(G, ω) of a Cartan geometry (G → M, ω)
of type (G,H). Due to a theorem of Richard Palais [6], which charac-
terizes Lie transformation groups, the automorphism group of a Cartan
geometry of type (G,H) over a connected manifold can be made into
a Lie group, whose dimension is as most the dimension of G. We will
see that the Lie algebra of Aut(G, ω) can be described in terms of the
Lie algebra of G and the curvature of the geometry only, cf. [1].
In the second chapter we will turn to a certain class of Cartan ge-
ometries, so called parabolic geometries. By a parabolic geometry one
understands a Cartan geometry of type (G,P ), where G is a semisimple
Lie group and P a parabolic subgroup. We will show that a parabolic
geometry can be equivalently described as a Cartan geometry of type
(G,P ), where G is a semisimple Lie group, whose Lie algebra g is
endowed with a |k|-grading and P the subgroup of G preserving the
�ltration associated to the grading on g, by establishing a correspon-
dence between the standard parabolic subalgebras of g and all possible
|k|-gradings on g. References for this chapter are [10] and [3] and for
the background on the structure theory of semisimple Lie algebras,
which we assume to be known, [4] and [5].
In the third and last chapter we will look more closely at the automor-
phism group of a regular parabolic geometry of type (G,P ) and will
show how the description of its Lie algebra in terms of the Lie alge-
bra of G and the curvature, can be used to study possible dimensions
of automorphism groups of regular parabolic geometries of some �xed
type. Finally, we will use this to determine the second largest possible
dimension of automorphism groups of regular parabolic geometries of
some �xed type. We will consider the cases, where G is SO(n + 1, n),
G2, Sp(n + 1, 1) or Sp(6,R).
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CHAPTER 1

Cartan geometries

As we mentioned in the preface in this chapter we will introduce
the notion of a Cartan geometry of type (G,H), which is a di�erential
geometric structure on a manifold M of the same dimension as the
homogeneous space G/H. Such a geometric structure on M is given
by a principal H-bundle G → M and a Cartan connection ω ∈ Ω1(G, g).
Further we will show that the group of automorphisms of any Cartan
geometry over a connected manifold can be made into a Lie group,
whose Lie algebra can be described in terms of the Lie algebra g of G
and the curvature of the Cartan geometry only.

1.1. De�nitions and basic facts
First we recall the de�nition of a principal �ber bundle. Throughout

this work all smooth manifolds are supposed to be Hausdor� and second
countable.
Let E, B and F be smooth manifolds and p : E → B a smooth
map. The quadruple (E, B, p, F ) is called a (smooth) �ber bundle with
standard �ber F , if for each point b ∈ B, there is an open neighborhood
U in B and a di�eomorphism ϕ : p−1(U)

∼→ U ×F such that pr1 ◦ϕ =
p|p−1(U), i.e. such that the following diagram commutes

p−1(U)

p
##FF

FF
FF

FF
F

ϕ // U × F

pr1
||xx

xx
xx

xx
x

U

where pr1 : U × F → U denotes the projection on the �rst factor.
B is called the basis, E the total space and p−1(b) the �ber over b.
Note that in this case p is in particular a surjective submersion. The
pair (U,ϕ) is called a (�ber bundle) chart. A �ber bundle atlas is a
collection of charts A = {(Uα, ϕα)}, such that {Uα} cover B. For two
charts (Uα, ϕα) and (Uβ, ϕβ) with Uαβ := Uα∩Uβ 6= ∅, one can consider
the coordinate change ϕα ◦ϕ−1

β : Uαβ×F → Uαβ×F , which is given by
ϕα(ϕ−1

β (x, y)) = (x, φαβ(x, y)) for a smooth function φαβ : Uαβ × F →
F , called the transition function.
A �ber bundle homomorphism between (E, B, p, F ) and (E ′, B′, p′, F ′)
is a smooth map ψ : E → E ′ such that there exists a smooth map ψ
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which makes the following diagram commute:

E

p

²²

ψ // E ′

p′
²²

B
ψ // B′

So ψ has to be �ber respecting, i.e. ψ maps p−1(b) to p′−1(ψ(b)) for all
b ∈ B.
Let (E, B, p, V ) be a �ber bundle with standard �ber a �nite dimen-
sional vector space V . A vector bundle atlas on (E, B, p, V ) is a �ber
bundle atlas A = {(Uα, ϕα)} such that the transition functions are lin-
ear in the second variable. Two vector bundle atlases are equivalent,
if there union is again a vector bundle atlas. A vector bundle is then
de�ned to be a �ber bundle with standard �ber a vector space endowed
with an equivalence class of vector bundle atlases. Let (E, B, p, V ) be
a vector bundle, b ∈ B and (Uα, ϕα) a chart with b ∈ Uα. Then the
�ber p−1(b) over b can be canonically given the structure of a vector
space such that pr2 ◦ ϕ|p−1(b) : p−1(b) → V is a linear isomorphism,
where pr2 : Uα × V → V denotes the projection of the second factor.
A vector bundle homomorphism between two vector bundles is a �ber
bundle homomorphism, where the restriction to each �ber is a linear
map.
Let H be a Lie group and (E, B, p, H) a �ber bundle with standard
�ber H. A principal (�ber) bundle atlas on (E, B, p, H) is a �ber bun-
dle atlas A = {(Uα, ϕα)}, where the transition functions are given by
φαβ : (x, h) 7→ ϕαβ(x)h for smooth functions ϕαβ : Uαβ → H. Two
principal bundle atlases are equivalent if their union is again a princi-
pal bundle atlas. A principal bundle with structure group H or simply
a principal H-bundle is then a �ber bundle with standard �ber H to-
gether with an equivalence class of principal bundle atlases.
Each principal H-bundle admits a free right action of H on E, whose
orbits are the �bers of p. This so called principal right action r :
E × H → E is given by r(u, h) = ϕ−1

α ((x, ah)) for u ∈ p−1(Uα) with
ϕα(u) = (x, a). The map is well de�ned, i.e. independent of the local
trivialization, since left and right action of H commute. It is obviously
free and for u ∈ p−1(x) one has the di�eomorphism ru : H

∼→ p−1(x),
where ru(h) = r(u, h).
Given a principal H-bundle, the family of mappings {ϕαβ}, whose ele-
ments are now called the transition functions (of the principal bun-
dle), satis�es the cocycle condition ϕαβ(x)ϕβγ(x) = ϕαγ(x) for all
x ∈ Uαβγ := Uα ∩ Uβ ∩ Uγ and ϕ−1

αβ(x) = ϕβα(x) for all x ∈ Uαβ. One
can show that a H-bundle is determined up to isomorphism by its co-
cycle of transition functions. Conversely, given an open covering {Uα}
of a manifold B and a family of smooth mappings {ϕαβ : Uαβ → H}
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satisfying the two conditions above, one can construct a principal H-
bundle having exactly these as transition functions, which is unique up
to isomorphism.
Observe that for a Lie group G and a Lie subgroup H, the projection
p : G → G/H is a principal H-bundle, where the principal right action
is just the multiplication from the right of H on G.
A principal bundle homomorphism between (E, B, p,H) and (E ′, B′, p′, H)
is a �ber bundle homomorphism ψ : E → E ′ such that ψ is H-
equivariant.
Given a principal H-bundle (E,B, p, H) and a smooth manifold N to-
gether with a smooth left action l : H × N → N of H, then we can
de�ne a right action of H on E ×N by (x, n) · h = (r(x, h), l(h−1, n)).
The orbit space (E × N)/H, which we will denote by E ×H N , is a
�ber bundle p : E ×H N → B over B with standard �ber N , where p
is de�ned by

E ×N

pr1

²²

q // E ×H N

p

²²
E

p // B

with q : E ×N → (E ×N)/H the orbit projection.
We call (E ×H N,B, p,N) the associated bundle to (E, B, p, H) and
(N, l, H). If N is a vector space and l is a representation of H on N ,
the associated bundle E×H N carries the structure of a vector bundle.
The last ingredient we need, to introduce the concept of a Cartan ge-
ometry, is the notion of fundamental vector �elds. Given a smooth
right action r of a Lie group G on a manifold M and let g be the Lie
algebra of G, then one can de�ne the fundamental vector �eld gener-
ated by X ∈ g by ζX(x) = T(x,e)r(0, X) = d

dt
|t=0r(x, exp(tX)) for all

x ∈ M . The map X 7→ ζX is a Lie algebra homomorphism between g
and X(M).
For a smooth map f : M → N between two manifolds and a k-
form ϕ ∈ Ωk(N, V ) on N with values in a �nite dimensional vector
space V let us denote by f ∗ϕ ∈ Ωk(M, V ) the pullback of ϕ along f :
f ∗ϕ(x)(ξ1, ..., ξk) = ϕ(f(x))(Txfξ1, ..., Txfξk)

Definition. Let G be a Lie group with Lie algebra g and H a Lie
subgroup of G with Lie algebra h ⊂ g.
A Cartan geometry of type (G,H) on a smooth manifold M is a princi-
pal H-bundle p : G → M together with a one form ω ∈ Ω1(G, g), called
the Cartan connection, such that:
(1) ω is H-equivariant: (rh)∗ω = Ad(h)−1 ◦ ω for all h ∈ H, where
rh denotes the principal right action of h and Ad : H → GL(h) the
adjoint representation of H on h.
(2) ω reproduces the fundamental vector �elds: ω(ζA) = A for all
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A ∈ h, where ζA denotes the fundamental vector �eld with genera-
tor A.
(3) ω(u) : TuG → g is a linear isomorphism for all u ∈ G.

Note that dim(M) = dim(G/H) follows immediately from the def-
inition, since dim(G) = dim(G) = dim(M) + dim(H).
The basic example of a Cartan geometry of type (G,H) is given by the
principal H-bundle p : G → G/H together with the Maurer-Cartan
form ωMC ∈ Ω1(G, g), ωMC(g)(ξ) = Tgλg−1ξ for λg−1 : G → G be-
ing the left multiplication by g−1. This principal bundle is called the
homogenous model for Cartan geometries of type (G,H) and plays a
distinguished role in the study of Cartan geometries. One can see Car-
tan geometries of type (G,H) as a generalization of the homogenous
model, since they are derived from the homogenous model by replacing
the projection G → G/H by an arbitrary principal H-bundle and the
Maurer-Cartan form by a 1-form satisfying the three properties from
above.
Given a Cartan geometry (G → M, ω) of type (G,H), one has the
notion of the constant vector �elds: for X ∈ g the corresponding con-
stant vector �eld X̃ is characterized by ω(X̃(u)) = X for all u ∈ G.
For X ∈ h we obtain X̃ = ζX .
A morphism between two Cartan geometries (G → M, ω) and
(G ′ → M ′, ω′) of type (G,H), is a principal bundle homomorphism
ψ : G → G ′ such that ψ∗ω′ = ω. Note that ψ is a local di�eomorphism,
since ω and ω′ de�ne isomorphisms between each tangent space TuG
respectively TuG ′ and g.
For a Cartan geometry (G → M, ω) of type (G,H) we have the no-
tion of its curvature. The curvature form K ∈ Ω2(G, g) is given by
K(ξ, η) = dω(ξ, η) + [ω(ξ), ω(η)] for ξ, η ∈ X(G), where d denotes
the exterior derivative. Since ω by de�nition trivializes the the tan-
gent bundle TG, K is already determined by its values on the con-
stant vector �elds. So we have an equivalent description of the cur-
vature given by the curvature function κ : G → L(Λ2g, g) de�ned by
κ(u)(X,Y ) = K(u)(X̃(u), Ỹ (u)) for all u ∈ G and all X,Y ∈ g.
Observe that the fundamental vector �elds trivialize the vertical bun-
dle V G := ker(Tp) ⊂ TG. Indeed, consider the map G × h → TG
(u,X) 7→ (u, ζX(u)). Since the right action of H on G is �ber preserving
and the dimension of each �ber equals the dimension of h, X 7→ ζX(u)
is a linear isomorphism between h and Vu(G) for all u ∈ G. So the
map (u,X) 7→ (u, ζX(u)) de�nes a �ber bundle isomorphism between
G × h and V G. Using the H-equivariancy of ω and that G × h ' V G,
we obtain that K is horizontal, i. e. K(ξ, η) = 0 for η ∈ X(G) with
values in the vertical bundle and any ξ ∈ X(G), and consequently the
curvature function can be seen as map having values in L(Λ2g/h, g).
The equivariancy of ω immediately implies the equivariancy of K:
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(rh)∗K = Ad(h−1) ◦K. A short computation shows that κ is also H-
equivariant, where the action of H on L(Λ2g, g) is the action induced
from the adjoint action of G. So K is a horizontal H-equivariant 2-form
on G.
The curvature of the homogenous model (G → G/H, ωMC) is zero,
since the Maurer-Cartan form satis�es the equation

dωMC(ξ, η) + [ωMC(ξ), ωMC(η)] = 0

for all ξ, η ∈ X(G). A manifold M endowed with a Cartan geometric
structure of type (G,H) can therefore be viewed as curved analog of
the homogenous space G/H, where the curvature measures the extent
of the deformation.
Now we want to show that for a Cartan geometry (p : G → M, ω) of
type (G,H) the tangent bundle TM is isomorphic to the associated
vector bundle G ×H g/h.
We consider the map Φ : G × g → TM de�ned by
(u,X) 7→ (p(u), TupX̃(u)). Since p is a surjective submersion and ω
trivializes the tangent bundle TG, Φ is surjective. For X ∈ h we
have X̃ = ζX and we remarked above that the fundamental vector
�elds trivialize the vertical bundle V G, therefore Φ factors to a map
Φ : G × g/h → TM such that X + h 7→ TupX̃(u) de�nes a linear iso-
morphism between g/h and Tp(u)M for �xed u ∈ G.
Observe that H acts from the left on g/h, by the action induced
from the restriction to H of the adjoint action of G on g. Since ω
is H-equivariant, Φ induces a vector bundle homomorphism between
G×H g/h and TM , which covers the identity on M and de�nes a linear
isomorphism between the �bers. Hence this map is an isomorphism of
vector bundles.
An important observation concerning Cartan geometries is that they
can be restricted to open subsets. In fact, given a Cartan geometry
(G → M, ω) and an open subset U ⊂ M the restriction (p|p−1(U) :
p−1(U) → U, ω|p−1(U)) de�nes a Cartan geometry such that the curva-
ture is the restriction of the original curvature. One can show that the
curvature of a Cartan geometry vanishes identically if and only if it is
locally isomorphic to the homogenous model, see [8].

1.2. The automorphism group of a Cartan geometry
Let (p : G → M, ω) be a Cartan geometry of type (G,H) and

suppose that M is connected.
Denote by
Aut(G, ω) := {ψ : G → G : ψ H-equiv. di�eomorphism s. t. ψ∗ω = ω}
the group of automorphisms of (p : G → M,ω).
An in�nitesimal automorphism of (p : G → M, ω) is a vector �eld
ξ ∈ X(G) such that the Lie derivative Lξω := d

dt
|t=0(Flξt )

∗ω = 0 (Flξ

9



the �ow of the vector �eld ξ) and (rh)∗ξ = ξ for all h ∈ H. For a
complete vector �eld ξ these two conditions are obviously equivalent to
Flξt ∈ Aut(G, ω) for all t ∈ R. We denote by inf(G, ω) the space of all
in�nitesimal automorphism. The space inf(G, ω) is a Lie subalgebra of
X(G), since L[ξ,η] = [Lξ,Lη] and (rh)∗[ξ, η] = [(rh)∗ξ, (rh)∗η].
Now we want to show that Aut(G, ω) is a Lie group whose Lie algebra
is given by all complete vector �elds in inf(G, ω). Therefore we need
the following theorem due to Palais, [6]:

Theorem 1.1. Let K be a group of di�eomorphisms of a smooth
manifold N and let k ⊂ X(N) be the space of all complete vector �elds
ξ whose �ows Flξt lie in K for all t ∈ R. If the Lie subalgebra of X(N)
generated by k is �nite dimensional, then it coincides with k and K can
be made into a Lie group with Lie algebra k.

For ξ ∈ inf(G, ω) and X̃ any constant vector �eld, we have 0 =

(Lξω)(X̃) = −ω([ξ, X̃]). So, by the third property of the Cartan con-
nection, we obtain [ξ, X̃] = 0 for all constant vector �elds X̃. This
means that the �ows of all constant vector �elds commute with ξ:
TuFlX̃t (ξ(u)) = ξ(FlX̃t (u)) for all u ∈ G and for all t ∈ R for which
the �ow is de�ned. Therefore the value of ξ in u uniquely determines
ξ locally around u, since the constant vector �elds span each tangent
space. Since ξ is H-invariant and M is connected we conclude that ξ(u)
already uniquely de�nes ξ on the whole of M . Hence for any u ∈ G
the map ξ 7→ ω(ξ(u)) de�nes a linear isomorphism form inf(G, ω) onto
a linear subspace a of g. In particular, the dimension of inf(G, ω) is at
most the dimension of g.
Let now aut(G, ω) be the subset of complete vector �elds in inf(G, ω),
then the Lie subalgebra of X(G) generated by aut(G, ω) must be �nite
dimensional, since it must be contained in inf(G, ω). So we can directly
apply the theorem of Palais to the group of di�eomorphism Aut(G, ω)
and obtain:

Theorem 1.2. The automorphism group Aut(G, ω) of a Cartan
geometry (G → M, ω) of type (G,H) over a connected manifold M
is a Lie group with Lie algebra aut(G, ω). Moreover the dimension of
Aut(G, ω) is at most the dimension of G.

We are able to describe the Lie bracket on aut(G, ω) in terms of g
and the curvature of the Cartan geometry only.
The Lie bracket on aut(G, ω) is induced by the negative of the Lie
bracket on X(G). This bracket makes also sense on inf(G, ω)
For ξ ∈ inf(G, ω) and η ∈ X(G) we have

0 = (Lξω)(η) = ξ · ω(η)− ω([ξ, η]) = dω(ξ, η) + η · ω(ξ) =

= κ(ω(ξ), ω(η))− [ω(ξ), ω(η)] + η · ω(ξ)
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If η is also an in�nitesimal automorphism we get η · ω(ξ) = −ω([ξ, η]).
Hence ω([ξ, η]) = κ(ω(ξ), ω(η))− [ω(ξ), ω(η)] for ξ, η ∈ inf(G, ω).
Therefore we obtain that for any u ∈ G the bracket on inf(G, ω) (in-
duced from the negative of the bracket on X(G)) corresponds to the
operation (X, Y ) 7→ [X, Y ] − κ(u)(X,Y ) on a = {ω(ξ(u)) : ξ ∈
inf(G, ω)} ⊂ g.
For the homogenous model (G → G/H, ωMC) with G/H connected,
the group of automorphisms Aut(G,ωMC) coincides with the set of all
left translation λg : G → G for g ∈ G. In fact, since left translation
and right translation commute we see that any left translation is an
element in Aut(G,ωMC). To see the converse, we need the following
lemma:

Lemma 1.1. Let K be a Lie group, N a smooth connected manifold,
f1, f2 : N → K smooth functions such that (f1)

∗ωMC = (f2)
∗ωMC.

Then there is an element k ∈ K such that f2 = λk ◦ f1.
Proof. Consider the smooth function h := f1(ν ◦ f2) : N → K,

where ν : k 7→ k−1 is the inversion on K and set δf := f ∗ωMC for every
smooth function f : N → K.
Then
δh(x) = δ(ν ◦f2)(x)+Ad(f2)◦δf1(x) = Ad(f2(x))(δf1(x)−δf2(x)) = 0

where we used the following rules, which can be shown by straightfor-
ward computations:

δ(fg)(x) = δg(x) + Ad(g(x)−1) ◦ δf(x)

and
δ(ν ◦ f)(x) = −Ad(f(x)) ◦ δf(x)

for smooth functions f, g : N → K.
By the injectivity of the Maurer-Cartan form in each point, δh = 0
implies Txh = 0 for all x ∈ N . Since N is connected, h is constant.
This means there is an element k ∈ K such that f1(x) = kf2(x) for all
x ∈ N . ¤

Now let ψ ∈ Aut(G,ωMC). Then we have ψ∗ωMC = ωMC = id∗ωMC

and therefore by the lemma that ψ is given by a left translation on each
connected component on G. Since ψ is a principal bundle map and
G/H is supposed to be connected, ψ = λg : G → G for some g ∈ G. So
the Cartan geometry on G/H, given by the the homogenous model, is
a geometric structure on G/H, whose group of automorphisms is just
G.
The last fact we will need from the theory of general Cartan geometries
is the Liouville theorem for the homogenous model (G → G/H, ωMC):

Theorem 1.3. Let U and V be connected open subsets of the ho-
mogenous space G/H. Then any isomorphism between the restrictions
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(p−1(U) → U, ωMC |p−1(U)) and (p−1(V ) → V, ωMC |p−1(V )) uniquely ex-
tends to an automorphism of the homogenous model (p : G → G/H, ωMC).

Proof. Let Ψ : p−1(U) → p−1(V ) ⊂ G be an isomorphism be-
tween the restrictions of the Cartan geometry to U and V respec-
tively. In particular Ψ is a smooth map from p−1(U) → G with
Ψ∗ωMC = ωMC |p−1(U) = i∗ωMC , where i : p−1(U) → G is the inclu-
sion. So Ψ di�ers from the inclusion by a left translation, using again
lemma 1.1. Hence the claim follows. ¤
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CHAPTER 2

Parabolic geometries

A parabolic geometry is a Cartan geometry of type (G,P ), where
G is a semisimple Lie group, whose Lie algebra g is endowed with a
|k|-grading and P is the subgroup of G preserving the �ltration associ-
ated to the grading on g. We will show that P is a so called parabolic
subgroup and that all parabolic subgroups of G are obtained as stabi-
lizers of the �ltration associated to some grading on g, by establishing
a correspondence between the standard parabolic subalgebras of g and
all possible |k|-gradings on g, cf. [10]. In the presentation of this
correspondence we follow [3].

2.1. Gradings on semisimple Lie algebras
Definition. Let g be a semisimple Lie algebra over K = R or C

and k ∈ N.
A |k|-grading on g is a decomposition g = g−k⊕...⊕gk of g into a direct
sum of subspaces, such that [gi, gj] ⊂ gi+j ∀i, j ∈ Z, where gi := {0} for
|i| > k, and such that the subalgebra g− := g−k ⊕ ...⊕ g−1 is generated
as Lie algebra by g−1.
A �ltration of g is an increasing sequence of subspaces gk ⊆ gk−1 ⊆ ...
with union g and such that [gi, gj] ⊆ gi+j for all i, j ∈ Z, where gm :=
{0} for all m ≥ k.

Now we collect some facts and properties about gradings on semisim-
ple Lie algebras, which we will need in the sequel.
First of all we note that if g = g−k ⊕ ... ⊕ gk is a |k|-grading on a
semisimple Lie algebra g, then g0, p := g0⊕ ...⊕ gk, p+ := g1⊕ ...⊕ gk,
and g− := g−k ⊕ ...⊕ g−1 are subalgebras of g by the grading property.
In particular, p+ is a nilpotent ideal in p and g− a nilpotent subalgebra
of g.
Every gi can be seen as g0-module, where the action of g0 on gi is given
by the adjoint action. Moreover the linear mappings ϕi,j : gi⊗gj → gi+j

induced from the bracket [ , ] : gi × gj → gi+j are g0-homomorphisms.
Note that since g0 = p/p+, we can regard every g0-module also as a
p-module with trivial action of p+.
When g is a |k|-graded Lie algebra, there is a natural �ltration of
g = g−k ⊃ g−k+1 ⊃ ... ⊃ gk, where gi is given by gi :=

⊕
j≥i gj,

called the associated �ltration. By de�nition p = g0 and p+ = g1. By
13



the grading property we see that every �ltration component gi is a p-
submodule of g, so the �ltration is p-invariant.
When (g, {gi}) is a �ltered Lie algebra, the associated graded vector
space gr(g) =

⊕
j gj/gj+1 can be made naturally to a Lie algebra,

where the Lie bracket [ , ] : gi/gi+1 × gj/gj+1 → gi+j/gi+j+1 is de�ned
as [Xi+gi+1, Xj +gj+1] = [Xi, Xj]+gi+j+1. We call gr(g) the associated
graded Lie algebra.
When the �ltration comes from a grading on g, gr(g) and g are canon-
ically isomorphic as graded Lie algebras. By the �ltration property
gri(g) = gi/gi+1 is a p-module with trivial action of p+. So gri(g) is gi

with the action of g0 trivially extended to p. Hence gr(g) can be seen
as p-module with trivial action of p+.

Proposition 2.1. Let g = g−k ⊕ ... ⊕ gk be a |k|-grading on a
semisimple Lie algebra g over K = R or C and let B : g × g → K be
a non-degenerate invariant (i.e. B([X, Y ], Z) = B(X, [Y, Z])) bilinear
form. Then we get:
(1) There is a unique element E ∈ g such that [E, X] = jX ∀X ∈
gj, j = −k, ..., k. The element E lies in the center z(g0) of the Lie
subalgebra g0 and is called the grading element.
(2) Let g = a1 ⊕ ... ⊕ al be the decomposition of g into simple ideals.
Then the |k|-grading on g induces a |ki|- grading on each ai, where
ki ≤ k Hence g is the direct sum of |ki|-graded Lie algebras, ki ≤ k.
(3) The isomorphism g → g∗ given by B is compatible with the grading
and the associated �ltration. In particular, B induces an isomorphism
of g0-modules between g−i and g∗i for all i = 1, ..., k and the �ltration
component gi is the annihilator of g−i+1 with respect to B. Therefore
we have a duality of g0-modules between gi and g−i and a duality of
p-modules between g/g−i+1 and gi for i = −k, ..., k.
(4) For i < 0 we have [gi+1, g−1] = gi. If no simple factor of g is
contained in g0, this holds also for i = 0.
(5) Let A ∈ gi with i > 0 an element such that [A,X] = 0 ∀X ∈ g−1.
Then A = 0. If no simple factor of g is contained in g0, this holds also
for i = 0.

Proof. (1) We consider the linear map D : g → g de�ned by
D(X) = jX for X ∈ gj, j = −k, ..., k. From [gi, gj] ⊂ gi+j it fol-
lows that D is a derivation, i. e. D([X, Y ]) = [D(X), Y ] + [X, D(Y )]
∀X,Y ∈ g. Since g is semisimple, there must be a unique element E ∈ g
such that ad(E) = D. When we decompose E into E = E−k + ... + Ek

with Ei ∈ gi, we get 0 = [E, E] =
∑k

j=−k[E, Ej] =
∑k

j=−k jEj and
therefore E = E0 ∈ g0. E ∈ z(g0), since 0 = D(A) = [E, A] ∀A ∈ g0.
(2) We have ar =

⊕k
j=−k(ar ∩ gj) for r = 1, ..., l. This is a |kr|-grading

on ar with kr ≤ k, since [ar ∩ gi, ar ∩ gj] ⊂ ar ∩ gi+j for r = 1, ..., l and
for i, j = −k, ..., k and since obviously ar ∩ g−1 generates g− ∩ ar for
r = 1, ..., l.
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(3) The invariance of B implies in particular that for the grading ele-
ment E

B([E, X], Y ) = −B(X, [E, Y ])

for all X, Y ∈ g. For X ∈ gi Y ∈ gj we get 0 = (i + j)B(X,Y ) and
therefore B(X,Y ) = 0 unless i + j = 0. Non-degeneracy of B implies
immediately that the restrictions of B to g0 × g0 and to gj × g−j for
j = 1, ..., k are non-degenerate. Hence the isomorphism g → g∗ given
by X 7→ B(X, ) is compatible with the grading. The invariance of B
implies that this isomorphism is a g0-module isomorphism, where the
action of g0 on g∗ is given by the action that is induced from the adjoint
action on g. In particular, using invariance and non-degeneracy of B,
one gets an g0-module isomorphism between the g0-modules g−i and
g∗i .
The compatibility of B with the grading implies that the restriction of
B to g−i+1×gi vanishes, so it induces a bilinear form g/g−i+1×gi → K.
This bilinear form is non-degenerate, since the non-degeneracy of B
implies that for any X ∈ gi one can �nd an element Y ∈ g such that
B(Y, X) 6= 0. Since gi = gi ⊕ ... ⊕ gk and g/g−i+1 is as vector space
isomorphic to g−k ⊕ ... ⊕ g−i, it follows from g−i

∼= (gi)
∗ that these

vector spaces have the same dimensions. Therefore B induces a linear
isomorphism between g/g−i+1 and (gi)∗, and the invariance of B implies
that this isomorphism is an isomorphism of p-modules.
(4) Since g−1 generates g−, the statement is true for i ≤ −2. From
[E, X] = −X for X ∈ g−1 and E ∈ g0 the grading element, we get the
statement for i = −1. For the case i = 0 we look at a := [g1, g−1] ⊕⊕

i6=0 gi. a is a non-trivial ideal in g, which can be seen by using the
fact that g− is generated by g−1. If no simple factor lies in g0 this is
only possible if a = g, since every ideal in a semisimple Lie algebra
admits a complementary ideal, which by (2)is the sum of some of its
homogeneous components.
(5) Let K(X,Y ) = tr(ad(X) ◦ ad(Y )) be the Killing form. K is non-
degenerate and invariant. For any Z ∈ g−i+1 and X ∈ g−1 we have
0 = K([A,X], Z) = K(A, [X, Z]), so A is orthogonal to [g−1, g−i+1]
with respect to the Killing form. Since [g−1, g−i+1] = g−i by (4) for
i > 0 (for i ≥ 0 if no simple factor is contained in g0) and since K
restricted to gi × g−i is non-degenerate by (3), the result follows. ¤

2.2. Parabolic subalgebras and gradings
2.2.1. The complex case. As one knows from the structure the-

ory of Lie algebras, complex semisimple Lie algebras can be completely
classi�ed up to isomorphism by a simple subsystem ∆0 of the root sys-
tem ∆ which is associated to a complex semisimple Lie algebra g and
a Cartan subalgebra h of g.
Having �xed a Cartan subalgebra h of a complex semisimple Lie al-
gebra g, we can choose an total ordering on h∗0, where h0 ⊂ h is the
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subspace on which all roots are real, in the following way: Choose an
ordered basis {H1, ..., Hn} of h0 and de�ne a linear functional φ ∈ h∗0
to be positive, if for some i ∈ {1, ..., n} one has φ(Hj) = 0 for j < i
and φ(Hi) > 0. Then we obtain an total ordering on h∗0 by de�ning
φ ≤ ψ if and only if ψ − φ is positive. In particular we obtain the set
of positive roots ∆+ and the set of simple roots ∆0 ⊂ ∆+, which by
de�nition consists of those positive roots, which can not be written as
the sum of two positive ones.
Starting with a complex semisimple Lie algebra g, the two choices, of
a Cartan subalgebra �rst and then of a positive subsystem of the as-
sociated root system, can be equivalently described as the choice of a
Borel subalgebra, which is a maximal solvable subalgebra b of g. Once
one has chosen a Cartan subalgebra h and a set of positive roots ∆+ ⊆
∆(g, h), the associated Borel subalgebra is given by b = h⊕ n+ where
n+ =

⊕
α∈∆+ gα is the direct sum of all root spaces corresponding to

positive roots α ∈ ∆+. It can be easily seen that b is a maximal solvable
subalgebra, called the standard Borel subalgebra associated to h and ∆+.
The fact that Cartan subalgebras and positive subsystems of roots are
unique up to conjugation can then be translated to the fact that any
two Borel subalgebras of a complex semisimple Lie algebra g are con-
jugate by an inner automorphism of g. By an inner automorphism of
a Lie algebra l we understand an element of the connected virtual Lie
subgroup of the automorphism group Aut(l) corresponding to ad(l).
We will the denote this Lie group of inner automorphisms in the sequel
by Int(l). If l is semisimple, the derivations of l coincide with ad(l)
and Int(l) equals the connected component of the identity of Aut(l).

Definition. Let g be a complex semisimple Lie algebra, h a Cartan
subalgebra of g, ∆ = ∆(g, h) the associated root system and ∆+ ⊆ ∆ a
system of positive roots.
A parabolic subalgebra p of g is a subalgebra of g which contains a Borel
subalgebra.
A standard parabolic subalgebra is a subalgebra p of g that contains the
standard Borel subalgebra associated to h and ∆+.

The fact that any two Borel subalgebras of a complex semisimple
Lie algebra are conjugate says in particular that, once you have �xed
a Cartan subalgebra and a positive system of roots or equivalently a
standard Borel subalgebra, every Borel subalgebra is conjugate to the
standard one and therefore also every parabolic subalgebra is conjugate
to a standard parabolic subalgebra. To give a complete description of
all parabolic subalgebras (up to conjugation) of a given semisimple Lie
algebra, it therefore su�ces to describe all standard parabolic subalge-
bras. The standard parabolic subalgebras in turn can be described by
subsets of simple roots, which is shown in the following proposition.
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Proposition 2.2. Let g be a complex semisimple Lie algebra, h a
Cartan subalgebra of g, ∆ = ∆(g, h) the associated root system and ∆0

the set of simple roots for the choice of some system of positive roots
∆+.
Then there is a bijection Φ between the standard parabolic subalgebras
p of g and the subsets Σ ⊆ ∆0 of simple roots which is given by:

Φ : p 7→ Σp Φ−1 : Σ 7→ pΣ

where Σp = {α ∈ ∆0 : g−α * p} and pΣ is the sum of the standard
Borel subalgebra b and all those negative root spaces corresponding to
roots which can be written as a linear combination of elements of ∆0\Σ.

Proof. First we have to show that for an arbitrary subset Σ of ∆0

pΣ is a standard parabolic subalgebra. Using the fact that for α, β ∈ ∆
with α + β ∈ ∆ we have [gα, gβ] = gα+β, one can immediately see that
pΣ is a subalgebra. Since by de�nition b ⊆ pΣ, it follows that pΣ is a
standard parabolic subalgebra.
Let now p ⊂ g be a standard parabolic subalgebra. Since by de�nition
b ⊂ p it follows that p is the direct sum of b and some negative root
spaces (every subalgebra of g that contains h must be the direct sum of
h and some of the root spaces, since the projections on the eigenspaces
of an operator are polynomials in the operator). Let Ψ ⊂ ∆+ be the
set of all roots α such that g−α ⊂ p. Note �rst that for α ∈ Ψ and
β ∈ ∆+ such that α−β ∈ ∆, we have g−(α−β) = [g−α, gβ] and therefore
α − β ∈ Ψ. When we now write ∆0 = {α1, ..., αr} and suppose that
α ∈ Ψ decomposes as α = a1α1 + ... + arαr, then we can conclude
inductively from the above that if ai 6= 0, αi ∈ Ψ. Conversely, if
α, β ∈ Ψ such that α + β ∈ ∆, α + β must be contained in Ψ, since
g−α−β = [g−α, g−β] ⊂ p. Hence we get that Ψ is closed under integral
linear combinations (i. e. any integral linear combination of roots
contained in Ψ which itself is a root has to be also an element of Ψ) and
completely determined by Ψ∩∆0. Now we see that Σp = ∆0 \ (Ψ∩∆0)
and p = pΣp . ¤

The description of standard parabolic subalgebras by subsets of the
simple roots can now be used to establish the correspondence between
the standard parabolic subalgebras of a semisimple Lie algebra g and
all possible |k|-gradings of g.

Definition. Let g be a complex semisimple Lie algebra, h a Cartan
subalgebra, ∆ the corresponding root system, ∆0 the set of simple roots
for some choice of positive roots ∆+ and Σ ⊂ ∆0 a subset of simple
roots.
For α ∈ ∆ the Σ-height htΣ(α) of α is the sum of all coe�cients of
elements of Σ in the representation of α as linear combination of simple
roots.

17



The decomposition of g according to Σ-height is given by
gi :=

⊕

α:htΣ(α)=i

gα

for i ∈ Z \ {0} and
g0 := h⊕

⊕

α:htΣ(α)=0

gα

If r is the Σ-height of the maximal root in ∆, we get gi = {0} for |i| > r
and hence g = g−r ⊕ ...⊕ gr.

Theorem 2.1. Let g be a complex semisimple Lie algebra, h a Car-
tan subalgebra, ∆ the corresponding root system and ∆0 the set of sim-
ple roots for some choice of positive roots ∆+.
(1) For any standard parabolic subalgebra p of g corresponding to the
subset Σ ⊂ ∆0 the decomposition g = g−k ⊕ ... ⊕ gk according to Σ-
height de�nes a |k|-grading on g such that p = g0 ⊕ ...⊕ gk and where
k is the Σ-height of the maximal root in ∆. In addition, the subalgebra
g0 ⊂ g is reductive and the dimension of its center z(g0) coincides with
the number of elements in Σ.
(2) For any |k|- grading g = g−k ⊕ ... ⊕ gk with k ∈ N, the subalgebra
g0⊕ ...⊕ gk is parabolic. Choosing the Cartan subalgebra and the posi-
tive roots such that g0 ⊕ ...⊕ gk is a standard parabolic subalgebra, the
grading is given by Σ-height.

Proof. (1) The inclusion [gi, gj] ⊂ gi+j follows immediately from
the properties of the root decomposition [h, gα] = gα, [gα, g−α] ⊂ h
and [gα, gβ] = gα+β for α, β ∈ ∆ with α + β ∈ ∆ (in the latter case
htΣ(α+β) = htΣ(α)+htΣ(β)). Next we have to show that g−1 generates
g−: Let a ⊂ g− be the subalgebra generated by g−1. Suppose a 6= g−,
then there must be a root α such that gα * a. Choose α to be the
root of maximal hight with this property. Since −α is positive but
not simple, there exists a simple root αi ∈ ∆0 = {α1, ..., αn} such that
α + αi ∈ ∆. The root α + αi has bigger height than α, so gα+αi

is
contained in a. Since gα = [g−αi

, gα+αi
] and [gl, a] ⊂ a for l = 0,−1, we

get a contradiction from the fact that for αi ∈ Σ we have g−αi
⊂ g−1

and for αi /∈ Σ we have g−αi
⊂ g0. So g = g−k ⊕ ...⊕ gk makes g into

a |k|-graded Lie algebra.
The subalgebra g0 ⊕ ...⊕ gk consists of h, all positive root spaces and
those negative root spaces corresponding to roots, which can be written
as linear combination of elements in ∆0 \ Σ, so g0 ⊕ ...⊕ gk = p.
To prove the last statement, consider the subspace

h′ := {H ∈ h : αi(H) = 0 ∀αi ∈ ∆0 \ Σ}
of g0 = h ⊕ ⊕

α:htΣ(α)=0 gα. Then for H ∈ h′ and all roots α with
htΣ(α) = 0 one has α(H) = 0 and thus h′ ⊂ z(g0). Since the simple
roots form a basis of h∗, the dimension of h′ is |Σ|. It remains to
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show that h′ = z(g0) and that g0 is reductive. Let K be the Killing
form. For αi ∈ ∆0 de�ne Hαi

:= 2
K(hαi ,hαi )

hαi
where hαi

is the unique
element which is characterized by K(H, hαi

) = αi(H) for all H ∈ h.
These elements form a basis of h. Let h′′ be the span of the Hαi

with
αi ∈ ∆0 \Σ. Since αi(Hαi

) = 2, we have h′ ∩ h′′ = {0} and h = h′ ⊕ h′′

by dimensional reasons. To prove that g0 is reductive we show that any
solvable ideal of g0 is contained in z(g0). Let I be an ideal with I * h′.
Since the decomposition g0 = h ⊕⊕

α:htΣ(α)=0 gα is the decomposition
into eigenspaces for the adjoint action of h on g0 and the projection on
an eigenspace of an operator is a polynomial in the operator, I must
be the direct sum of a subspace of h and some of the root spaces. If
I is not contained in h′, then it has to contain at least one of the root
spaces gα ⊂ g0: Suppose I contains an element 6= 0 of h\h′, then there
is a root space on which this element acts non-trivially and this root
space must lie in I, since I is an ideal.
But if gα is contained in I, also [gα, g−α] is in I and therefore also
g−α = [[g−α, gα], g−α]. Thus I must contains the subalgebra g−α ⊕
[gα, g−α]⊕ gα

∼= sl(2,C) and I can not be solvable. Hence any solvable
ideal must be contained in h′ ⊂ z(g0), so g0 is reductive.
Since z(g0) is a solvable ideal in g0, z(g0) ⊂ h′ and so z(g0) = h′.
(2) Suppose that g = g−k⊕ ...⊕gk is a |k|-grading. By proposition 2.1.,
there is a grading element E ∈ z(g0) which satis�es ad(E)(X) = jX for
X ∈ gj. In particular, ad(E) is diagonalizable and we can extend CE to
a maximal abelian subalgebra consisting of semisimple elements, thus
we obtain a Cartan subalgebra h with E ∈ h. Since the eigenvalues
of ad(E) are {−k, ..., k}, E lies in the subspace h0 of h, on which all
roots real. Take a basis of h0 that starts with E, then the resulting
positive roots have non-negative values on E. Since [E, h] = 0, h ⊂ g0

and all positive root spaces lie in g0 := g0 ⊕ ... ⊕ gk, therefore g0 is a
standard parabolic subalgebra. E acts by a scalar on each root space,
since E ∈ h, thus each root space must be contained in a grading
component. For α ∈ ∆0, g−α is contained in gi for some i ≤ 0. From
the fact that g−1 generates g− and α is simple, we get that i = 0
or = −1. That means all simple root spaces are in g0 or g1. De�ne
Σ := {α ∈ ∆0 : gα ⊂ g1}. Then pΣ = g0 and the grading is given by
Σ-height. ¤

This theorem gives us immediately supplementary information about
gradings on semisimple Lie algebras:

Corollary 2.1. Let g = g−k ⊕ ...⊕ gk be a |k|-graded semisimple
Lie algebra over K = R or C. Then we get:
(1) For i > 0: [gi−1, g1] = gi and the �ltration component gi is the
i− th power of p+ = g1, hence p+ ⊃ g2 ⊃ ... ⊃ gk is the lower central
series of p+.
(2) If there is an element X ∈ gi for some i < 0 such that [X, Z] = 0
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for all Z ∈ g1, then X = 0. If no simple factor is contained in g0, this
holds for i = 0.

Proof. We prove (1) and (2) together. In the complex case chang-
ing the sign of the grading just means to use the opposite order for the
roots. Therefore, changing the sign of the grading leads to an iso-
morphic |k|-graded Lie algebra. For a real |k|-graded Lie algebra g the
complexi�cation gC = g⊗RC is a |k|-graded complex Lie algebra, where
the grading is given by (gC)i = gi ⊗R C. So the same is true in the
real case. (1) and (2) follow therefore from (4) and (5) in proposition
2.1. ¤

Now we want to introduce a notation for the standard parabolic
subalgebras of a complex semisimple Lie algebra. Therefore let g be
a complex semisimple Lie algebra, h a Cartan subalgebra and ∆0 the
simple roots for some choice of positivity. Then we know that a stan-
dard parabolic subalgebra p of g is uniquely determined by a subset
Σ ⊂ ∆0. Hence we can denote p or equivalently the corresponding |k|-
grading by Σ-height, by the Dynkin diagram of g, where we represent
the elements of Σ by a cross instead of a dot.
There is another important description of parabolic subalgebras of com-
plex semisimple Lie algebras as stabilizers of lines and �ags, which gives
a more geometric interpretation of parabolic subalgebras.
Let g be a complex semisimple Lie algebra, h a Cartan subalgebra and
∆ be the associated root system. Choose an ordering on h∗0, where
h0 is the subspace on which all roots are real and denote by ∆+ the
corresponding set of positive roots. Suppose V is a complex �nite di-
mensional irreducible representation of g with highest weight λ and
v0 ∈ V a highest weight vector. Then the stabilizer of the line through
v0 is the standard parabolic subalgebra of g corresponding to the set
Σ = {α ∈ ∆0 : 〈λ, α〉 6= 0}, where 〈 , 〉 is the non-degenerate complex
bilinear form on h∗ × h∗ induced from the Killing form K on g× g.
Indeed, the stabilizer of the line through v0 contains h and all positive
root spaces, since by de�nition of a highest weight vector H · v0 =
λ(H)v0 for all H ∈ h and for X ∈ gα with α ∈ ∆+ we have X · v0 = 0.
So the stabilizer is a standard parabolic subalgebra, which we denote
by p. By proposition 2.2. p corresponds to the subset of simple roots
Σ := {α ∈ ∆0 : g−α * p}. So it remains to show that for a simple root
α and a nonzero element X ∈ g−α one has X · v0 = 0 if and only if
〈λ, α〉 = 0.
Suppose X is a nonzero element in g−α with α ∈ ∆0 such that X ·v0 = 0
and choose Y ∈ gα such that [Y,X] = hα, where hα denotes the dual
element to α with respect to the Killing form. By using Y · v0 = 0,
we obtain that 0 = Y · X · v0 = [Y, X] · v0 = λ(hα)v0 = 〈λ, α〉v0 and
therefore 〈λ, α〉 = 0.
Conversely, assume 〈λ, α〉 = 0 for some α ∈ ∆0 and let X be a
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nonzero element in g−α. If now X · v0 6= 0, then it has to be a
weight vector of weight λ − α. Since the Weyl group acts on the set
of weights, we obtain that also sα(λ − α) = sα(λ) + α is a weight of
V , where sα : h∗0 → h∗0 is the re�ection on the hyperplane α⊥ given by
sα(µ) = µ−2 〈µ,α〉

〈α,α〉α. By assumption 〈λ, α〉 = 0, so sα(λ) = λ and λ+α

is a weight, which contradicts the maximality of λ. Hence X · v0 = 0.
If ∆0 = {α1, ..., αn}, we denote by ωα1 , ..., ωαn ∈ h∗0 the fundamental
weights given by 2〈ωαi ,αj〉

〈αj ,αj〉 = δij.
We remember that the highest weight λ as a dominant algebraically
integral weight can be written as a linear combination of the funda-
mental weights with non-negative integral coe�cients. The coe�cient
of ωαi

is 2 〈λ,αi〉
〈αi,αi〉 and therefore Σ is exactly the set of those simple roots

for which the corresponding fundamental weights have a nonzero coef-
�cient in the expansion of λ. Given a standard parabolic subalgebra p
corresponding to the set Σ ⊆ ∆0 we can therefore realize p as stabilizer
of a highest weight line by taking V to be the unique (up to isomor-
phism) �nite dimensional irreducible representation corresponding to
µ :=

∑
αi∈Σ ωαi

.
Since the standard parabolic subalgebra pΣ corresponding to Σ =
Σ1 ∪ Σ2 for two subsets Σ1, Σ2 of ∆0 is given by the intersection of
pΣ1 and pΣ2 , one can also describe all standard parabolic subalgebras
as stabilizers of certain �ags. We will see some examples in the next
chapter.

2.2.2. The real case. First we collect some facts about the struc-
ture theory of real semisimple Lie algebras. Proofs and more details
on the structure thoery can be found in [5].
Real semisimple Lie algebras can be studied as real forms of complex
semisimple Lie algebras, since a real Lie algebra is semisimple if and
only if its complexi�cation is semisimple. By a real form of a complex
semisimple Lie algebra g we understand a real Lie subalgebra g0 such
that gR decomposes as vector space into gR = g0⊕ ig0, where gR is the
real Lie algebra obtained from g by restricting the scalar multiplication
to R. The conjugation of g with respect to the real form g0 is the R
linear map g → g that is 1 on g0 and −1 on ig0. Hence the conjugation
is an involutive automorphism of gR.
A Cartan subalgebra of a real semisimple Lie algebra s is a subalgebra,
whose complexi�cation is a Cartan subalgebra of sC.
For any complex semisimple Lie algebra g there are two distinguished
types of real forms: split real forms and compact real forms.
A split real form of g is a real form g0 that contains a Cartan subalge-
bra h on which all roots of g with respect to hC are real.
A compact real form of g is a real form u such that u is compact, i. e. u
is the Lie algebra of a compact Lie group. For any complex semisimple
Lie algebra there is up to isomorphism exactly one compact real form.
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It can be shown that for a semisimple Lie algebra to be compact is
equivalent to the fact that the Killing form is negative de�nite.
Let g be a real semisimple Lie algebra, K : g× g → R the Killing form
and θ : g → g a Cartan involution, i. e. an involutive automorphism
such that Kθ(X,Y ) := −K(X, θ(Y )) is positive de�nite. For any real
semisimple Lie algebra such an involution exists and is unique up to
conjugation with an inner automorphism of g. De�ne k and q as the
eigenspaces of θ to the eigenvalues 1 and −1 respectively. Then g de-
composes as vector space into g = k⊕q. In addition we have that k is a
subalgebra and that [k, q] ⊂ q and [q, q] ⊂ k. Note that the restriction
of the Killing form K to q is positive de�nite and to k it is negative
de�nite. So k is compact. One can easily see that ad(θ(X)) = −ad(X)t

with respect to Kθ. Thus ad(X) is skew symmetric for X ∈ k and
symmetric for X ∈ q. That means in particular, that ad(X) is never
diagonalizable over R for X ∈ k and always for X ∈ q. Therefore
to get an analog of the root decomposition in the complex case, let
a ⊂ q be a maximal abelian subalgebra. Then the maps ad(A) for
A ∈ a form a family of commuting symmetric linear maps which is
thus simultaneously diagonalizable and the eigenvalue on the corre-
sponding eigenspace depends linearly on A ∈ a. For a linear functional
λ : a → R we set gλ := {X ∈ g : ad(A)(X) = λ(A)X ∀A ∈ a}. The
nonzero functionals λ with gλ 6= {0} are called the restricted roots of
g with respect to a and will be denoted by ∆r = ∆r(g, a). Finally one
obtains a decomposition of g into an orthogonal (with respect to Kθ)
direct sum g = g0 ⊕

⊕
λ∈∆r

gλ, where g0 is the direct sum of a and of
the centralizer Zk(a) of a in the k. One can show that ∆r ⊂ a∗ is an
abstract root system, which need not to be reduced in general.
If t is a maximal abelian subalgebra of Zk(a), then h := a ⊕ t is a
maximally non-compact θ-stable Cartan subalgebra, i.e. a Cartan sub-
algebra such that θ(h) ⊂ h and the dimension of h ∩ q is the maximal
possible among θ-stable Cartan subalgebras. Any two maximally non-
compact θ-stable Cartan subalgebras of g are conjugate by an element
of K, where K ⊂ G is the Lie subgroup corresponding to k.
Having chosen a maximally non-compact θ-stable Cartan subalgebra
h, we get that h ∩ q =: a is a maximal abelian subspace of q. Then
consider the root system ∆ = ∆(gC, hC) associated to (gC, hC) and the
system of restricted roots ∆r associated to (g, a). By construction, a
restricted root space gλ is just the intersection of g with the direct sum
of those root spaces (gC)α with α |a= λ. Therefore the restricted roots
are really the nonzero restrictions to a of elements in ∆.
Let σ be the conjugation of gC with respect to the real form g. Then σ
induces an involutive automorphism σ∗ : ∆ → ∆ de�ned by σ∗α(H) :=

α(σ(H)) ∀H ∈ hC. We de�ne the set of compact roots ∆c ⊂ ∆ as the
set of those roots such that σ∗α = −α. We note that all roots have
real values on it⊕ a and that α ∈ ∆c if and only if the restriction of α
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to h has purely imaginary values. Hence the compact roots can also be
described as ∆c = {α ∈ ∆ : α|a = 0}. One can show that for α ∈ ∆c

the root space gα is contained in kC, which explains the name compact
roots.
Finally, we want to introduce the Satake diagram of g and describe its
relation to the restricted roots ∆r. A positive subsystem ∆+ ⊂ ∆ is
called admissible if for α ∈ ∆+ either σ∗α = −α or σ∗α ∈ ∆+. This
means that for an admissible positive subsystem ∆+ ⊂ ∆ we have
σ∗α ∈ ∆+ for all α ∈ ∆+ \∆c. One can show that ∆0

c := ∆c ∩∆0 is a
simple subsystem of ∆c, where ∆0 is the set of simple roots induced by
∆+, and that for any α ∈ ∆0\∆0

c there exists a unique α′ ∈ ∆0\∆0
c with

σ∗α − α′ ∈ ∆c. This induces an involutive automorphism of ∆0 \ ∆0
c

given by α 7→ α′. The Satake diagram is then de�ned as follows: Take
the Dynkin diagram of ∆0 and represent elements of ∆0

c by a black dot
• and elements of ∆0 \ ∆0

c by a white dot ◦. In addition, connect α
and α′ by an arrow for any element α ∈ ∆0 \∆0

c with α 6= α′.
Since for any α the restrictions to h of α and σ∗α are conjugate, we get
σ∗α|a = α|a. Hence for an admissible positive subsystem ∆+ ⊂ ∆, the
image of ∆+ under the surjective restriction map r : ∆ \∆c → ∆r is a
positive subsystem of ∆r. From this it follows that the induced simple
system ∆0

r is the quotient of ∆0 \ ∆0
c obtained by identifying each α

with α′.
Now we have all what we need to describe the standard parabolic sub-
algebras of a given real semisimple Lie algebra in a similar way as in
the complex case.

Definition. Let g be a real semisimple Lie algebra with complexi-
�cation gC, θ a Cartan involution, h a θ-stable maximally non-compact
Cartan subalgebra, ∆ the root system corresponding to (gC, hC) and
∆+ ⊂ ∆ an admissible positive subsystem.
A Lie subalgebra p of g is called a standard parabolic subalgebra with re-
spect to h and ∆+, if the complexi�cation pC of p is a standard parabolic
subalgebra of gC with respect to hC and ∆+.

Proposition 2.3. Let g be a real semisimple Lie algebra, θ a Car-
tan involution with associated Cartan decomposition g = k⊕q, h = t⊕a
a maximally non-compact θ-stable Cartan subalgebra. Let ∆ be the root
system associated to (gC, hC), σ∗ the involutive automorphism of ∆ in-
duced by the conjugation σ with respect to g ⊂ gC and ∆+ ⊂ ∆ an
admissible positive subsystem. Then we get:
(1) Let n be the direct sum of all positive restricted root spaces and
m = zk(a). Then p0 := m ⊕ a ⊕ n is a subalgebra and the standard
parabolic subalgebras of g are exactly the subalgebras of g containing
p0.
(2) Let ∆0 be the set of simple roots and ∆0

r the induced set of simple
restricted roots. Then there is a bijection between the subsets of ∆0

r and
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the subsets of ∆0 \∆0
c that are stable under the involution η : α 7→ α′

induced by σ∗. The subsets of ∆0 \ ∆0
c that are stable under η are in

turn in bijective correspondence with the set of all standard parabolic
subalgebras of g. Namely, the parabolic subalgebra corresponding to the
η-stable subset Σ ⊂ ∆0 \ ∆0

c is the sum of p0 and the restricted root
spaces which correspond to those negative restricted roots in whose rep-
resentation as a sum of simple restricted roots no element of the image
of Σ in ∆0

r occurs with a nonzero coe�cient.

Proof. (1) By de�nition m and a⊕ n are subalgebras of g. Using
the Jacobi identity and that [a,m] = 0, we get that ad(m) maps any
restricted root space to itself for all m ∈ m. So in particular [m, n] ⊂ n
and thus p0 a subalgebra of g.
To prove the second statement we consider the complexi�cation (p0)C
and show that (p0)C = hC ⊕

⊕
α∈∆+((gC)α ⊕ (gC)σ∗α).

By construction h ⊂ m ⊕ a ⊂ p0 and hence hC ⊂ (p0)C. For α ∈ ∆+

we have σ∗α |a= α |a. We already know that the restriction of α to a
is either 0 or a positive restricted root. If α ∈ ∆c, then gα ⊂ kC, and
so we get l := tC ⊕

⊕
α∈∆c

(gC)α ⊂ kC. Since σ is an automorphism of
the real Lie algebra gC, σ maps (gC)α to (gC)σ∗α. So we have σ(l) ⊂ l
and hence l is the complexi�cation of l∩g. Any element of l commutes
with any element of a, hence l ∩ g ⊂ m and so l ⊂ mC. One can easily
see that actually l = mC.
If α ∈ ∆+ such that σ∗α ∈ ∆+, then the subspace (gC)α⊕ (gC)σ∗α is σ-
stable and g∩((gC)α⊕(gC)σ∗α) is a subspace of a positive restricted root
space. Conversely, for a positive restricted root λ, the complexi�cation
of gλ has to be contained in

⊕
α:α|a=λ(gC)α. Now we can conclude that

(p0)C is the sum of the standard Borel subalgebra and its conjugate,
(p0)C = hC ⊕

⊕
α∈∆+((gC)α ⊕ (gC)σ∗α).

(2) From (1) we know that the standard parabolic subalgebras of g are
exactly the intersections of g with σ-stable standard parabolic subal-
gebras of gC. As we saw in proposition 2.2. parabolic subalgebras of
gC are in bijective correspondence with subsets of ∆0, hence we now
have to describe subsets of ∆0 that correspond to σ-stable parabolic
subalgebras.
Suppose p is a σ-stable standard parabolic subalgebra of gC. Then
for α ∈ ∆ with (gC)α ⊂ p, we have (gC)σ∗α ⊂ p. So the subset of
simple roots corresponding to p, denoted by Σ, must be disjoint from
∆0

c , since for α ∈ ∆0
c we have σ∗α = −α. For α ∈ Σ ⊂ ∆0 \∆0

c there
exists a unique α′ ∈ ∆0 \ ∆0

c such that σ∗α − α′ ∈ ∆c and therefore
htΣ(σ∗α) = htΣ(α′). Thus Σ is stable under the involutive automor-
phism η induced by σ∗ α 7→ α′.
Conversely, if Σ ⊂ ∆0 is disjoint from ∆0

c and stable under η, then we
have htΣ(α) = htΣ(σ∗α) for all α ∈ ∆0. It follows immediately that
this holds for all α ∈ ∆ and so the corresponding parabolic subalgebra
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needs to be stable under σ.
The correspondence between η-stable subsets of ∆0 \ ∆0

c and subsets
of ∆0

r follows from the fact that ∆0
r can be identi�ed with the quotient

of ∆0 \∆0
c obtained by identifying α with α′. ¤

Now there is, as in the complex case, a relation between |k|-gradings
and standard parabolic subalgebras.

Theorem 2.2. Let g be a real semisimple Lie algebra, θ a Cartan
involution, h a θ-stable maximally non-compact Cartan subalgebra h
and ∆+ ⊂ ∆(gC, hC) an admissible positive subsystem. Then we have
(1) For any standard parabolic subalgebra p of g corresponding to a
subset Σ ⊂ ∆0

r, the decomposition of g according to Σ-height makes g
into a |k|-graded Lie algebra with g0 = p, where k is the Σ-height of
the maximal restricted root.
(2) For any |k|-grading of g, there is an inner automorphism φ ∈ Int(g)
such that φ(g0) is a standard parabolic subalgebra. If we put Σ ⊂ ∆0

r

the subset corresponding to φ(g0), then the given grading is the image
of the grading by Σ-height under φ.

Proof. (1) follows in the same way as in theorem 2.1.
(2) A |k|- grading on g induces a |k|-grading on the complexi�cation of
g, where the i-th component is given by (gC)i = gi ⊗R C. The grading
element E of g is then also the grading element of gC by identifying E
and E ⊗ 1 . Let h′ be a Cartan subalgebra of gC containing E (this is
possible, since ad(E) is diagonalizable on gC). Now one can construct
a compact real form from h′

u := ih′0 ⊕
⊕

α∈∆+

(R(Xα −X−α) + iR(Xα + X−α)),

see theorem 6.11 in [5]. Denote by τ ′ and σ the conjugations of gC
corresponding to the real forms u and g respectively. Since τ ′ is a con-
jugation with respect to a compact real form, τ ′ is a Cartan involution
of the real semisimple Lie algebra (gC)R and therefore Kτ ′ a positive
inner product on (gC)R. The automorphism στ ′ : (gC)R → (gC)R is a
symmetric linear map, since

Kτ ′(στ ′(X), Y ) = −K(στ ′(X), τ ′(Y ))

= −K(τ ′(X), στ ′(Y )) = Kτ ′(X, στ ′(Y )),

where we used the invariance of the Killing form. Hence the automor-
phism στ ′στ ′ is diagonalizable with positive eigenvalues. For such an
automorphism we can form (στ ′στ ′)r for all r ∈ R, by taking pow-
ers of the eigenvalues. We de�ne ψ := (στ ′στ ′)

1
4 . Since all eigen-

values of ad(E) are real, we must have τ ′(E) = −E and we obtain
στ ′στ ′(E) = E. It can be easily seen that the map θ′ := ψτ ′ψ−1 com-
mutes with σ and that it is the conjugation with respect to the compact
real form ψ(u). Therefore θ′ restricts to a Cartan involution on g and
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by construction θ′(E) = −E. Since any two Cartan involutions are
conjugate by an inner automorphism, we can �nd φ1 ∈ Int(g) such
that φ1(E) lies in the (−1)-eigenspace q of θ. Now we chose a maximal
abelian subspace a′ ⊂ q that contains φ1(E). As one knows from the
structure theory of real semisimple Lie algebras, any two such maximal
abelian subspaces are conjugate, so we can �nd φ2 ∈ Int(g), which com-
mutes with θ such that φ2(E) ∈ a = h∩q. Since also any two choices of
positive restricted roots are conjugate, we �nally get φ ∈ Int(g) such
that φ(E) ∈ a and α(φ(E)) ≥ 0 for all positive restricted roots α.
As ad(E) is diagonalizable on g with real eigenvalues, the same is true
for ad(φ(E)) = φ ◦ ad(E) ◦ φ−1. So we see that φ maps g0 to the sum
of all eigenspaces of ad(φ(E)) corresponding to non-negative eigenval-
ues. This means that φ(g0) contains the minimal standard parabolic
subalgebra p0 and therefore is a standard parabolic subalgebra. ¤

There is also an analog of the presentation of complex parabolic
subalgebras by crossed Dynkin diagrams for real parabolic subalge-
bras: Let p be a standard parabolic subalgebra of a real semisimple
Lie algebra. Then we consider the Satake diagram of g and denote
all simple roots in Σ by crosses, where Σ is the subset of simple roots
corresponding to p.
As in the complex case we can describe real standard parabolic subalge-
bras as stabilizers of lines and �ags. In fact: Let g be a real semisimple
Lie algebra. One can choose an inclusion g → gC such that a θ-stable
maximally non-compact Cartan subalgebra for some Cartan involution
θ complexi�es to the standard Cartan subalgebra in gC and such that
the usual positive root system is admissible. Then the complexi�cation
of a standard parabolic subalgebra of g is the complex standard para-
bolic subalgebra of gC corresponding to the same set of roots. So we
can use the description in the complex case to obtain one in the real
case.

2.3. On parabolic geometries
In the introduction of this chapter we mentioned that a parabolic

geometry is a Cartan geometry of type (G,P ), where G is a real or
complex semisimple Lie group, whose Lie algebra g is endowed with a
|k|-grading and P is the subgroup of all elements of G, whose adjoint
action preserves the �ltration associated to the |k|-grading on g.
Now we want to show that

P := {g ∈ G : Ad(g)(gi) ⊂ gi for i = −k, ..., k}
is a closed subgroup with Lie algebra p = g0 ⊕ ...⊕ gk and that

G0 := {g ∈ G : Ad(g)(gi) ⊂ gi for i = −k, ..., k}
is a closed subgroup with Lie algebra g0.
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Proposition 2.4. Let g = g−k ⊕ ...⊕ gk be a |k|-graded semisimple
Lie algebra over R or C and G a Lie group with Lie algebra g.
Then the subgroups P and G0 of G are closed with Lie algebras p and
g0 respectively.

Proof. Since G0 =
⋂k

i=−k NG(gi) and P =
⋂k

i=−k NG(gi) are in-
tersections of normalizers, which by de�nition are closed subgroups,
G0 and P are closed subgroup and therefore a Lie subgroups of G. In
particular, the notion of a parabolic geometry is well de�ned.
Observe that the the subalgebras g0 and p satisfy [g0, gi] ⊂ gi and
[p, gi] ⊂ gi. In fact, they are already characterized by these properties:
For X ∈ g denote by X = X−k + ... + Xk the decomposition according
to the grading. We obtain [E, X] = −kX−k− ...−X−1 +X1 + ...+kXk,
where E ∈ g0 is the grading element. So we see that [E, X] is con-
tained in g0 (resp. in p) if and only if X = X0 (Xj = 0 for j < 0, which
means X ∈ p). In particular, we have p = ng(p) := {X ∈ g : [X, Y ] ∈
p for all Y ∈ p}.
The Lie algebra of P is given by the set

{X ∈ g : exp(tX) ∈ P ∀t} =

= {X ∈ g : Ad(exp(X))(gj) = ead(X)(gj) ⊂ gj for j = −k, ..., k} =

= {X ∈ g : ad(X)(gj) ⊂ gj for j = −k, ..., k}.
So the Lie algebra of P is just p. In the same way we obtain that the
Lie algebra of G0 is g0. ¤

Since we know from the last two sections that p is a parabolic sub-
algebra, we see that P is a parabolic subgroup of G, i. e. a closed
subgroup of G, whose Lie algebra is a parabolic subalgebra.
Using the bijection between standard parabolic subalgebras and all
possible |k|-gradings of a semisimple Lie algebra, we can equivalently
say that a parabolic geometry is a Cartan geometry of type (G,P ),
where G is a semisimple Lie group and P is a parabolic subgroup.
A parabolic geometry (G → M, ω) is called regular, if the curva-
ture function satis�es κ(u)(gi, gj) ⊂ gi+j+1 for all u ∈ G and all
i, j = −k, ..., k.
One can show that a regular parabolic geometry, whose curvature sat-
is�es a certain normalization condition, is always equivalent to some
simpler underlying geometric structure. For regular normal parabolic
geometries these underlying structures include for example conformal
and projective structures, quaternionic structures, such as CR struc-
tures and generic rank two distributions in manifolds of dimension 5.
So parabolic geometries o�er a uni�ed approach to many geometric
structures. The automorphism group of a regular normal parabolic
geometry is then naturally isomorphic to the automorphism group of
the underlying equivalent structure. A description of the equivalence
between regular normal parabolic geometries and underlying geometric
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structures can be found in [2].
In the next chapter we want to look more closely at the group of auto-
morphism of a parabolic geometry.
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CHAPTER 3

Automorphism groups of parabolic geometries

Now we will show how the description of the Lie algebra of the
automorphism group of a Cartan geometry, which we gave in section
1.2., can be improved to determine/estimate the second largest possi-
ble dimension of automorphism groups of regular parabolic geometries
of a �xed type, see [1]. Further we will use this to estimate the second
largest possible dimension of automorphism groups of regular parabolic
geometries in some concrete cases.

Let (G → M,ω) be a parabolic geometry of type (G,P ) over a con-
nected manifold M and denote by g = g−k ⊕ ...⊕ gk the |k|-graded
Lie algebra of G. From section 1.2. we know that the automorphism
group of (G → M,ω), denoted by Aut(G, ω), is a Lie group with Lie
algebra aut(G, ω) = {ξ ∈ inf(G, ω) : ξ is complete}. For any u ∈ G we
saw that the map ξ 7→ ω(ξ(u)) de�nes a linear isomorphism between
inf(G, ω) and the subspace a := {ω(ξ(u)) : ξ ∈ inf(G, ω)} ⊂ g. The
subspace a endowed with the bracket [[X,Y ]] := [X, Y ] − κ(u)(X, Y )
is a Lie algebra.
We can de�ne a vector space �ltration on a by restricting the �ltration
associated to g = g−k ⊕ ...⊕ gk to a: ai := gi ∩ a.
If (G → M, ω) is a regular parabolic geometry, the bracket [[ , ]] :
a× a → a makes (a, {ai}) even into a �ltered Lie algebra.
From now on we assume that (G → M, ω) is a regular parabolic geom-
etry over a connected manifold M .
We can consider the inclusion a ↪→ g. It is a �ltration preserving lin-
ear map and so it induces a linear map gr(a) → gr(g) between the
associated graded Lie algebras. By regularity this map is also an Lie
algebra homomorphism. The �ltration on g comes from a grading, so
we can identify the graded Lie algebras g and gr(g) (see also section
2.1.). Therefore gr(a), which has the same dimension as a, is isomor-
phic to a graded subalgebra in g.
The second largest possible dimension of automorphism groups of reg-
ular parabolic geometries of a �xed type (G,P ) can therefore be esti-
mated by determining the largest possible dimension of proper graded
subalgebras of g.
Now we turn to some concrete cases.
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3.1. The case SO(n + 1, n)

First we have to �x some notation. We denote by {e1, ..., en} the
standard basis of Rn, by M(n,K) the n×n matrices over a �eld K, by
In the identity matrix of dimension n, by Ei,j ∈ M(n,K) the matrix
with all entries zero except the (i, j) entry, which is 1K and by εi :
M(n,K) → K the linear functional that extracts from an (n × n)
matrix the i-th diagonal entry.
For n ≥ 3 let G be SO(n + 1, n), the closed subgroup of SL(2n + 1,R)
that preserves the symmetric non-degenerate bilinear form

Q : R2n+1 × R2n+1 → R
given by Q(v, w) = vtJw, where

J :=




0 In

1
In 0


 ∈ M(2n + 1,R)

Since for X ∈ SL(2n + 1,R) we have Q(Xv, Xw) = Q(v, w) for all
v, w ∈ R2n+1 if and only if X tJX = J , we obtain

G = SO(n + 1, n) = {X ∈ SL(2n + 1,R) : X tJX = J}.
The Lie algebra g of G is obviously

so(n + 1, n) := {M ∈ gl(2n + 1,R) : M tJ = −JM} =

=








A v B
−wt 0 −vt

C w −At


 : A ∈ gl(n,R), C, B ∈ o(n) and v, w ∈ Rn



 .

The real Lie algebra so(n + 1, n) is a real form of so(2n + 1,C) =
{M ∈ gl(2n + 1,C) : M tJ = −JM} of dimension 2n2 + n. Let σ
be the conjugation of so(2n + 1,C) with respect to so(n + 1, n) and
θ : so(n+1, n) → so(n+1, n) be the Cartan involution given by θ(X) =
−X t. The set of all diagonal matrices in so(n+1, n) is a θ-stable Cartan
subalgebra of so(n+1, n), which we denote by h, whose complexi�cation
hC is the standard Cartan subalgebra of diagonal matrices in so(2n +
1,C). Moreover the restrictions to h of all roots of so(2n + 1,C) with
respect to hC are real. So so(n+1, n) is a split real form of so(2n+1,C).
The restricted roots with respect to h are just the restrictions to h of
the roots
∆ = ∆(so(2n+1,C), hC) = {±εi±εj : 1 ≤ i < j ≤ n}∪{±εj : 1 ≤ j ≤ n}
and σ∗ acts as the identity on the real roots. So the Satake diagram of
so(n + 1, n) coincides with the Dynkin diagram of so(2n + 1,C).
We choose the total ordering on h∗, which is induced from the basis
{H1, ..., Hn} of h with Hi := Ei,i − En+1+i,n+1+i: We declare a linear
functional λ : h → R to be positive if there exists i ∈ {1, .., n} such
that λ(Hk) = 0 for all k < i and such that λ(Hi) > 0. Then we obtain
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a total ordering on h∗ by de�ning λ ≤ µ if and only if µ−λ is positive.
With respect to this choice of positivity, we obtain the set of positive
roots ∆+ = {εi ± εj : 1 ≤ i < j ≤ n} ∪ {εi : 1 ≤ i ≤ n} and the
simple subsystem of roots ∆0 = {α1, ..., αn}, where αi = εi − εi+1 for
i = 1, ..., n − 1 and αn = εn. So we have ∆+

r = ∆+ ∩∆r = ∆+|h and
∆0

r = ∆0 ∩∆r = ∆0|h.
Now let p be the parabolic subalgebra of g corresponding to Σ = {αn}:

b b b pp p b ×>α1 α2 α3 αn−1 αn

As we know we can realize p as stabilizer of a highest weight line in
some irreducible representation of g. The irreducible representation of
gC with highest weight λ = 2ωαn , where ωαn is the fundamental weight
corresponding to the simple root αn, is the representation

∧nC2n+1,
where C2n+1 is the standard representation of gC. The eigenspace of the
highest weight is generated by e1 ∧ ... ∧ en. One can easily show that
the stabilizer of this eigenspace is just the stabilizer of the isotropic
subspace Cn of (C2n+1, Q). As we remarked in section 2.2. the com-
plex parabolic subalgebra corresponding to αn, which is just pC, must
coincides with this stabilizer. Since g is the stabilizer of R2n+1 in gC,
we conclude that p is the stabilizer of Rn.
The parabolic subgroup P of G corresponding to p is then the stabilizer
of Rn with respect to the standard representation R2n+1 of G.
From above we know that in order to determine the second largest
possible dimension of all automorphism groups of regular parabolic ge-
ometries of type (G,P ) over connected manifolds, we have to study
proper graded subalgebras of g, where g is endowed with the grading
corresponding to p.
The Σ-height of the maximal root ε1 + ε2 = α1 + 2α2 + ... + 2αn is 2.
So p corresponds to a |2|-grading and this is given by

g =




g0 g1 g2

g−1 g0 g1

g−2 g−1 g0




with block sizes n, 1 and n as before. Hence we get the linear iso-
morphisms g2 '

∧2Rn, g−2 '
∧2(Rn)∗, g1 ' Rn, g−1 ' (Rn)∗ and

g0 ' gl(n,R).
We now want to interpret the restrictions of the Lie bracket to the
grading components. The restriction of the Lie bracket to g2× g−1 can
be seen as the standard representation of o(n) on Rn, since for

X =




0 0 B
0 0 0
0 0 0


 ∈ g2 and Y =




0 0 0
−wt 0 0

0 w 0


 ∈ g−1
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we have [X,Y ] =




0 Bw 0
0 0 −(Bw)t

0 0 0


.

The same holds for the restriction to g−2 × g1.
The bracket g0 × g1 → g1 is given by the standard representation of
gl(n,R) on Rn, since for

X =




A 0 0
0 0 0
0 0 −At


 ∈ g0 and Y =




0 v 0
0 0 −vt

0 0 0


 ∈ g1

we have [X,Y ] =




0 Av 0
0 0 −(Av)t

0 0 0


.

From proposition 2.1. we know that the g0-module g−1 is then just
dual to the g0-module g1.
For the bracket [ , ] : g−1 × g1 → g0, we have







0 0 0
−wt 0 0

0 w 0


 ,




0 v 0
0 0 −vt

0 0 0





 =




AB 0 0
0 0 0
0 0 −(AB)t




where A =




v1 . . . v1
... ... ...

vn . . . vn


 and B =




w1 0
. . .

0 wn


.

So this bracket is just given by the tensor product of g−1 and g1 and
obviously g0 ' g−1 ⊗ g1.
We notice that by proposition 2.1. and corollary 2.1. (or one can read it
o� the above) we have [gi+1, g−1] = gi for i = −1,−2 and [gi−1, g1] = gi

for i = 1, 2. Since g = so(n + 1, n) is simple, also [g1, g−1] = g0 must
be true.
Now we want to determine the largest possible dimension of proper
graded subalgebras of g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2.

Proposition 3.1. Let so(n+1, n) = g−2⊕g−1⊕g0⊕g1⊕g2 be the
|2|-grading on so(n+1, n) from above and b a proper graded subalgebra.
Then we have:
(1) The dimension of b is at most 2n2 − n + 1.
(2) If b contains g−1 and dim(b1) = i < n, the dimension of b is at
most n(n−1)

2
+ n + n2 − (n− i)i + i + i(i−1)

2
≤ 2n2 − n + 1.

Proof. We will prove (1) and (2) together. Therefore we set
g = so(n + 1, n) and dj := dim(bj) for j = −2, ..., 2.
First we suppose that b contains g−1.
From g−2 = [g−1, g−1] = [b−1, b−1] ⊆ b−2 follows that g− is con-
tained in b. In this case we must have b1 6= g1, since otherwise from
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g2 = [g1, g1] = [b1, b1] ⊆ b2 and g0 = [g−1, g1] = [b−1, b1] ⊆ b0 it would
follow that b = g. So d1 ≤ n− 1.
Assume that the dimension of b1 is i ≤ n− 1. Without loss of general-
ity we can assume that b1 is the i-dimensional subspace generated by
e1, ..., ei ∈ Rn: Indeed, since G0 acts on g1 by the standard represen-
tation, we can �nd for any i dimensional subspace V of g1 a g ∈ G0

such that the image of V under the grading preserving isomorphism
Ad(g) : g → g is the subspace generated by e1, ..., ei.
We consider the bracket on g0 × g1 → g1 given by the standard rep-
resentation of gl(n,R). Since this representation is irreducible and
[b0, b1] ⊆ b1 , it follows that b0 6= g0 for i 6= 0.
Suppose that i 6= 0. Then the stabilizer of b1 in gl(n,R) is the sub-
space consisting of the matrices, where ak,l = 0 for k = i + 1, ..., n and
l = 1, ..., i. Therefore the dimension of b0 can be at most n2−(n−i)i in
order to stabilize b1. Since (n− i)i is smallest, when i = 1 or i = n−1,
we have d0 ≤ n2 − n + 1 for d1 6= 0. Now we consider the bracket on
g2 × g−1 → g1 given by the standard representation of o(n). The sub-
space [b2, b−1] = [b2, g−1] must be contained in b1 = Ri, so b2 consists
of matrices B in o(n), where bl,k = 0 for l = i+1, ..., n and k = 1, ..., n.
Hence

d2 ≤ n(n− 1)

2
− (n− i)i− (n− i)(n− i− 1)

2
=

(i− 1)i

2
≤

≤ (n− 1)(n− 2)

2
=

n2 − 3n + 2

2
.

For d1 = i = 0 we obtain that d2 = 0, since for X 6= 0 in b2 we have
ad(X) : g−1 = b−1 → g1 is nonzero. So in this case the dimension of b

can be at most n(n−1)
2

+ n + n2 = 3n2+n
2

≤ 2n2 − n + 1.
Finally we conclude that the dimension of any proper graded subalge-
bra b that contains g−1 is at most
n(n− 1)

2
+ n + (n2 − (n− 1)) + (n− 1) +

n2 − 3n + 2

2
= 2n2 − n + 1.

In fact we obtain that

dim(b) ≤ n(n− 1)

2
+ n + (n2 − (n− i)i) + i +

i(i− 1)

2
≤ 2n2 − n + 1,

when d1 = i.
Now let b be any proper graded subalgebra of g. When d−1 = n, we are
in the above case. So the dimension of b is at most 2n2−n + 1. When
d1 = n, we obtain p+ := g1 ⊕ g2 ⊆ b by using [b1, b1] = [g1, g1] = g2.
Since g− and p+ behave completely symmetrically, we conclude that
also in this case the dimension of b is at most 2n2 − n + 1.
It remains to look at the case, where d1 and d−1 are strictly smaller
than n.
We claim that d−1 + d0 + d1 ≤ n2 + 1, when d1, d−1 < n.
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To prove this we assume that d1 = i < n and i 6= 0. Then we already
know that d0 ≤ n2− (n− i)i and if d−1 ≤ n− i, we have d−1 +d0 +d1 ≤
n2−(n−i)i+i+(n−i) = n+n2−(n−i)i ≤ n+n2−(n−(n−1))(n−1) =
n2+1. Assume now that n > k = d−1 > n−i. By the duality of the g0-
modules g1 and g−1, it follows that d0 ≤ n2−(n−i)i−(k−(n−i))(n−k).
Hence

d−1 + d0 + d1 ≤ k + n2 − (n− i)i− (k − (n− i))(n− k) + i

≤ k + n2 − (n− i)i + i− (k − (n− i)) =

= n2 − (n− i)i + i + n− i = n2 − (n− i)i + n

≤ n2 − (n− 1) + n = n2 + 1.

If d1 = 0 and n > d−1 = i, or the other way around, we get d−1 + d0 +
d1 ≤ n2− (n− i)i+ i ≤ n2− (n− (n− 1))(n− 1)+n− 1 = n2. Putting
all this together we obtain the claim. So we have

dim(b) ≤ n(n− 1) + n2 + 1 = 2n2 − n + 1.

¤
A graded subalgebra of dimension 2n2 − n + 1 is for example

b := g−2 ⊕ g−1 ⊕ b0 ⊕ b1 ⊕ b2

where b1 = Rn−1, b2 =
∧2Rn−1 and b0 = {X ∈ gl(n,R) : xn,i =

0 for 1 ≤ i ≤ n− 1}.
By section 2.3. and the above propsition, we obtain the following
theorem:

Theorem 3.1. Let M be a connected manifold and (G → M, ω) be
a regular parabolic geometry of type (SO(n+1, n), P ) with P as above.
If the dimension of the automorphism group Aut(G, ω) of (G → M, ω)
is strictly smaller than dim(SO(n + 1, n)) = 2n2 + n, then

dim(Aut(G, ω)) ≤ 2n2 − n + 1.

Now we want to show that the graded subalgebras

bk =
∧2(Rn)∗ ⊕ (Rn)∗ ⊕

(∗ ∗
0 ∗

)
⊕ Rk ⊕∧2Rk

of g for 1 ≤ k ≤ n − 1 can be realized as the Lie algebras of auto-
morphism groups of regular parabolic geometries of type (G = SO(n+
1, n), P ).
We consider the homogeneous model (G → G/P, ωMC).
Recall that a subsapce W of R2n+1 is totally isotropic with respect to Q
if W is contained in its own orthogonal complement, i.e. if Q(v, w) = 0
for all v, w ∈ W .
G acts on the set of all n-dimensional totally isotropic subspaces of
(R2n+1, Q), since G is the subgroup of SL(2n + 1,R) preserving Q.
Moreover this action is transitive: Let V be a n-dimensional totally
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isotropic subspace of R2n+1 and choose a basis {v1, ..., vn}. Extend this
basis to a basis of R2n+1 such that the matrix A having as columns
these basis vectors is in G. This is possible by the theorem of Witt. So
A maps the standard basis of the totally isotropic subspace Rn to the
basis {v1, ..., vn} of the totally isotropic subspace V .
We know that the stabilizer of the totally isotropic subspace Rn is
exactly P . Therefore we can identify G/P with the set of all n-
dimensional totally isotropic subspaces of (R2n+1, Q).
Since the curvature of the homogeneous model vanishes identically,
(G → G/P, ωMC) is in particular a regular parabolic geometry. The
homogeneous space G/P is connected, since P contains elements of
both connected components of G.
Hence Aut(G,ωMC) = {λg : G → G for g ∈ G} ∼= G by section 1.2.
For any open subset U ⊂ G/P the restriction (p−1(U) → U, ωMC |p−1(U))
of the parabolic geometry is again a parabolic geometry of type (G,P )
with vanishing curvature. If in addition U is connected we know by
the theorem of Liouville (theorem 1.3), that the automorphism group
Aut(p−1(U), ωMC |p−1(U)) = {λg : G → G : λg(p

−1(U)) ⊂ p−1(U)}.
We claim that there is a connected open subset Uk such that the Lie
algebra of Aut(p−1(Uk), ωMC |p−1(Uk)) is isomorphic to bk.
In fact, identify G/P with the set of all n-dimensional totally isotropic
subspaces of (R2n+1, Q) and let Wk be the totally isotropic subspace
generated by en+k+2, ..., e2n+1. Then de�ne Uk to be the open subset

Uk := {Z n-dimensional totally isotropic subspace : Z ∩Wk = {0}}
We set

Hk := {g ∈ G : λg(p
−1(Uk)) ⊂ p−1(Uk)} = {g ∈ G : λg(Uk) ⊂ Uk}.

Now we claim that Hk must coincide with the set {g ∈ G : g·Wk = Wk}.
Indeed, for g ∈ G with g.Wk = Wk and any Z ∈ Uk we get gZ ∩Wk =
gZ∩g.Wk = {0}. Conversely, let g ∈ G such that gZ∩Wk = {0} for all
n-dimensional totally isotropic subspaces Z ∈ Uk. Suppose there exists
an element w ∈ Wk with gw 6= Wk. Since Q(gw, gw) = Q(w,w) = 0,
we conclude that we can extend gw to an n-dimensional totally isotropic
subspace Z intersecting Wk only in zero.
So g−1Z ∩Wk 6= {0}, a contradiction.
So we have

Hk = {g ∈ G : g ·Wk = Wk} =

= {g ∈ G : gij = 0 for 1 ≤ i ≤ n + k + 1 and n + k + 2 ≤ j ≤ 2n + 1}
=

(∗ 0
∗ ∗

)
.

Its Lie algebra is therefore given by
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hk : = {X ∈ g : X ·Wk = Wk} =

= {X ∈ g : Xij = 0 for 1 ≤ i ≤ n + k + 1 and n + k + 2 ≤ j ≤ 2n + 1}
= bk.

Finally we conclude that the Lie algebra of Aut(p−1(Uk), ωMC |p−1(Uk))
is isomorphic to bk as claimed.

3.2. Some background on composition algebras
Now we collect some facts about composition algebras, which we

will need in the next sections to give a description of certain simple Lie
algebras. More details and proofs can be found in [9].

Definition. A composition algebra C over a �eld k is a k-algebra
(not necessarily associative) over k with identity element e such that
there exists a non-degenerate quadratic form N : C → k, called the
norm, which satis�es N(xy) = N(x)N(y) for all x, y ∈ C. We call a
quadratic form N non-degenerate, if its associated symmetric bilinear
form BN(x, y) := N(x + y)−N(x)−N(y) is non-degenerate.
N is de�ned to be isotropic, if there exists a nonzero element x ∈ C
such that N(x) = 0. If not, N is called anisotropic.

An immediate consequence of the de�nition is that N(e) = 1 and
that N(x) = 1

2
BN(x, x), if char(k) 6= 2.

Let (C,N) be a composition algebra over a �eld k, then a short com-
putation shows that
BN(x1y, x2y) = BN(x1, x2)N(y) and BN(xy1, xy2) = N(x)BN(y1, y2)

for all x, y, x1, x2, y1, y2 ∈ C.
Replacing y by y1 + y2 in the �rst equation we obtain

BN(x1y1, x2y2) + BN(x1y2, x2y1) = BN(x1, x2)BN(y1, y2)

for all x1, x2, y1, y2 ∈ C.
Hence we get

BN(x2 −BN(x, e)x + N(x)e, y) =

= BN(x2, y)−BN(x, e)BN(x, y) + N(x)BN(e, y) =

= BN(x2, y)−BN(x, e)BN(x, y) + BN(x, xy) = 0

for all x, y ∈ C. So by the non-degeneracy of BN any x ∈ C satis�es
the following equation:

x2 −BN(x, e)x + N(x)e = 0 (∗)

Replacing x by x + y in (∗) we conclude that
xy + yx−BN(x, e)y −BN(y, e)x + BN(x, y)e = 0 (∗∗)
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for all x, y ∈ C.
We remark that C is power associative, i.e the subalgebra k[x] gener-
ated by x is associative for every x ∈ C.
On any composition algebra C we have the conjugation − : C → C,
which is given by the negative of the re�ection in the hyperplane or-
thogonal to e: x = BN(x, e)e − x. We call x the conjugate of x. The
conjugation is an involutive linear automorphism on C. Hence C splits
into the direct sum of its 1-eigenspace and its −1-eigenspace. The 1-
eigenspace is generated by e and the −1-eigenspace is given by e⊥ and
is called the set of imaginary elements and will be denoted by Im(C).
Hence any element x ∈ C can be written as x = x1 + x−1 according to
the eigenspace decomposition. x1 is called the real part of x, denoted
by Re(x) := x1 and x−1 is called the imaginary part of x, denoted by
Im(x) := x−1.
Using (∗∗) yields to

BN(x, y) = xy + yx

Moreover by straightforward computations we have the following rules:
xx = xx = N(x)e

xy = ȳx̄

x = x

x + y = x + y

N(x) = N(x)

BN(x, y) = BN(x, y)

One can easily show that an element x ∈ C has an inverse if and only
if N(x) 6= 0 and then x−1 = N(x)−1x.
The only possible dimensions of composition algebras are 1 (if the
char(k) 6= 2), 2, 4 and 8, see [9]. In dimension 1 and 2 the algebras are
commutative and associative, in dimension 4 they are associative, but
not commutative and in dimension 8 they are neither commutative nor
associative.
We can distinguish between to types of composition algebras: those
whose norm is isotropic and those whose norm is anistropic. In the
�rst case the composition algebras have zero divisors and are called a
split composition algebras. One can prove that there is up to isomor-
phism exactly one split composition algebra over any �eld k in each of
the dimensions 2, 4 and 8.
In the second case every non zero element has an inverse and the com-
position algebra is called composition division algebra.
We are particulary interested in composition algebras over R. In di-
mension 1 we have the real numbers. In dimension 2, 4 and 8 we have
up to isomorphism exactly two di�erent composition algebras, corre-
sponding to whether the norm is positive de�nite or isotropic. In the
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�rst case we obtain in dimension 2 the complex numbers, C, in dimen-
sion 4 the (Hamilton) quaternions, H, and in dimension 8 the (Cayley)
octonions, O. In the second case we obtain in dimension 2 the so called
split complex numbers, Cs, in dimension 4 the split quaternions, Hs,
and in dimension 8 the so called split octonions, Os.
Since the dimension of a maximal totally isotropic subspace of a compo-
sition algebra with isotropic norm is half the dimension of the algebra,
we see that the associated inde�nte bilinear form is of signature (1, 1),
(2, 2) and (4, 4) respectively.
Now we will focus on the quaternions, the split quaternions and the
split octonions, since we will use them in the next section to describe
certain simple Lie algebras.
The quaternions H are de�ned as the four dimensional vector space
over R with basis 1, i, j, k, endowed with the bilinear multiplication,
which is given by the conditions that 1 is a unity element and i2 = −1,
j2 = −1 and ij = −ji = k.
The conjugation − : H→ H is given by

x = 1x1 + ix2 + jx3 + kx4 7→ x = 1x1 − ix2 − jx3 − kx4.

The norm is then de�ned as N(x) = xx.
(H, N) is the unique four-dimensional composition algebra over R with
positive de�nite norm.
The split quaternions Hs can be realized as the 2× 2 matrices over R
with the determinant as norm. The conjugation is then given by

x =

(
x1 x2

x3 x4

)
7→ x =

(
x4 −x2

−x3 x1

)

Observe that the imaginary elements Im(Hs) are just the trace free
matrices.
Obviously (Hs, det) is the unique four dimensional composition algebra
over R with isotropic norm.
The split octonions Os can be realized as the vector space of matrices of
the form

(
ξ x
y η

)
with ξ, η ∈ R and x, y ∈ R3, where the multiplication

is de�ned by(
ξ x
y η

)(
ξ′ x′

y′ η′

)
=

(
ξξ′ + 〈x, y′〉 ξx′ + η′x + y ∧ y′

ηy′ + ξ′y + x ∧ x′ ηη′ + 〈y, x′〉
)

for 〈 , 〉 the standard inner product on R3 and ∧ the cross product.
The norm is

N(

(
ξ x
y η

)
) = ξη − 〈x, y〉

and the associated bilinear form of signature (4, 4) is then

BN(

(
ξ x
y η

)
,

(
ξ′ x′

y′ η′

)
) = ξη′ + ξ′η − 〈x, y′〉 − 〈x′, y〉
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In this case the imaginary elements are

Im(Os) = {
(

ξ x
y −ξ

)
: x, y ∈ R and ξ ∈ R3}.

3.3. The case G2

Now we want to determine the second largest possible dimension
of automorphism groups of regular parabolic geometry of type (G,P ),
where G is a real connected simple Lie group with Lie algebra the split
real form of the complex simple Lie algebra g2 and P some parabolic
subgroup, which we will specify in the sequel.
The abstract root system G2 of rank 2 can be realized in the following
way: Denote by ( , ) the standard inner product on R3. Let V be the
subspace of R3, which is orthogonal to e1 + e2 + e3 and let I be the
Z-span of e1, e2 and e3. Set I ′ = I ∩ V . Then Φ := {λ ∈ I ′ : (λ, λ) =
2 or 6} = ±{e1−e2, e1−e3, e2−e3, 2e1−e2−e3, 2e2−e1−e3, 2e3−e1−e2}
is a root system of type G2. As a base choose Φ0 = {α1, α2}, where
α1 = e1 − e2 and α2 = −2e1 + e2 + e3.
For λ ∈ Φ we de�ne λ∨ ∈ V ∗ to be the unique linear functional such
that the re�ection sλ on the hyperplane λ⊥ = {β ∈ V : (β, λ) = 0} is
given by sλ(µ) = µ− 〈µ, λ∨〉λ, where 〈µ, λ∨〉 = λ∨(µ) . One can show
that λ∨ = 2(λ, )

(λ,λ)
.

The Cartan matrix is therefore given by(〈α1, α
∨
1 〉 〈α1, α

∨
2 〉

〈α2, α
∨
1 〉 〈α2, α

∨
2 〉

)
=

(
2 −1
−3 2

)

and so the Dynkin diagram corresponding to Φ is
c c<α1 α2

From the structure theory of complex semisimple Lie algebras, we know
that there is a complex simple Lie algebra (unique up to isomorphism)
of dimension 14, whose root system is isomorphic to the abstract root
system G2. By the theorem of Serre (see 18.3 in [4]) we can construct
such a Lie algebra g by de�ning g as the complex Lie algebra generated
by the six elements (Hα1 , Hα2 , Eα1 , Eα2 , Fα1 , Fα2) and the relations:
a) [Hα1 , Hα2 ] = 0
b) [Eαi

, Fαi
] = Hαi

for i = 1, 2, [Eαi
, Fαj

] = 0 for i 6= j
c) [Hαi

, Eαj
] = 〈αj, α

∨
i 〉Eαj

and [Hαi
, Fαj

] = −〈αj, α
∨
i 〉Fαj

for i, j ∈
{1, 2}
d) ad(Eαi

)−〈αj ,α∨i 〉+1(Eαj
) = 0 for i 6= j.

e) ad(Fαi
)−〈αj ,α∨i 〉+1(Fαj

) = 0 for i 6= j.

It follows that the subalgebra generated by Hα := Hα1 and Hβ := Hα2 ,
which we will denote by h, is a Cartan subalgebra of g and that the
linear functionals α and β on h, given by α(Hαi

) = 〈αi, α
∨
1 〉 and
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β(Hαi
) = 〈αi, α

∨
2 〉 for i = 1, 2, form a simple subsystem of the root

system ∆ of g with respect to h. ∆ coincides with the set ±{α, β, α +
β, 2α + β, 3α + β, 3α + 2β}. We de�ne generators for the root spaces:
Eα := Eα1 and Eβ := Eα2 are generators of the root spaces gα and
gβ respectively. Fα := Fα1 and Fβ := Fα2 are generators of the root
spaces g−α and g−β respectively. Further set Eiα+β := adi(Eα)(Eβ)
and Fiα+β := adi(Fα)(Fβ) for i = 1, 2, 3, these are generators of the
root spaces giα+β and g−iα−β. Finally, we de�ne E3α+2β := [E3α+β, Eβ]
and F3α+2β := [F3α+β, Fβ], generators of the root spaces g3α+2β and
g−3α−2β.
We are interested in the grading on g, which corresponds to the para-
bolic subalgebra
× c<α β

Since the maximal root is 3α + 2β, this has to be a |3|-grading and
it is given by g = g−3 ⊕ g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2 ⊕ g3, where g0 =
h⊕gβ⊕g−β, g±1 = g±α⊕g±(α+β), g±2 = g±(2α+β) and g±3 = g±(3α+β)⊕
g±(3α+2β). Since all root spaces are 1-dimensional, we have dim(g±1) =
2, dim(g±2) = 1, dim(g±3) = 2 and dim(g0) = 4.
Now we have all ingredients in hand to prove the following proposition:

Proposition 3.2. Let g = g−3⊕g−2⊕g−1⊕g0⊕g1⊕g2⊕g3 be the
|3|-grading corresponding to Σ = {α}. Then the dimension of a proper
graded subalgebra of g is at most 9.
If gs is the split real form of g which is given by

gs := h0 ⊕
⊕

λ∈∆+

REλ ⊕ RFλ

then the restricted roots with respect to h0 are just the restrictions to
h0 of the roots in ∆. So the grading on gs corresponding to Σ = {α}
induces the grading on (gs)C = g from above and the dimension of a
proper graded subalgebra of gs is as well at most 9.

Proof. Let b = b−3 ⊕ b−2 ⊕ b−1 ⊕ b0 ⊕ b1 ⊕ b2 ⊕ b3 be a proper
graded subalgebra of g and set di := dim(bi) for i = −3, ..., 3.
First we assume that b contains g−1. In this case we have g−2 =
[g−1, g−1] = [b−1, b−1] ⊆ b−2 and so b−2 = g−2. Using this we obtain
that g−3 = [g−2, g−1] = [b−2, b−1] ⊆ b−3 and hence also b−3 = g−3. So
g− is contained in b.
We conclude that b1 6= g1, since otherwise from g0 = [g1, g−1] =
[b1, b−1] ⊆ b0, g2 = [g1, g1] = [b1, b1] ⊆ b2 and g3 = [g2, g1] = [b2, b1] ⊆
b3 it would follow that g = b. So d1 ≤ 1.
Now we consider the bracket on g2×g−1 → g1. We observe that d2 = 0:
g−1 is generated by Fα and Fα+β. If b2 is nonzero, so b2 = g2, and we
have

[E2α+β, aFα + bFα+β] = a[E2α+β, Fα] + b[E2α+β, Fα+β]
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for a, b ∈ C therefore one gets that ad(E2α+β) : g−1 = b−1 → g1 is sur-
jective by using that the nonzero elements [E2α+β, Fα] and [E2α+β, [Fα, Fβ]]
generate the root spaces gα+β and gα respectively. So b1 = g1, a con-
tradiction.
Next, we look at the bracket g3 × g−1 → g2. If there is a nonzero
element X := aE3α+β + bE3α+2β in b3, we obtain

[aE3α+β + bE3α+2β, xFα + yFα+β] =

= ax[E3α+β, Fα] + by[E3α+2β, Fα+β] = (akx + bly)E2α+β

for some k, l ∈ C \ {0}. Since a or b has to be 6= 0, ad(X) : b−1 → g2

is surjective, contradicting d2 = 0. Therefore also d3 = 0.
When d1 = 1, we must have d0 ≤ 3 in order to have [b0, b1] ⊂ b1. In
fact, let X = rEα +sEα+β be a generator of b1 and Y = a1Hα +a2Hβ +
a3Eβ + a4Fβ an element in g0. Then we get

[Y, X] = a1r[Hα, Eα] + a2r[Hβ, Eα] + a3r[Eβ, Eα] +

+a1s[Hα, Eα+β] + a2s[Hβ, Eα+β] + a4s[Fβ, Eα+β] =

= (a1rα(Hα) + a2rα(Hβ) + a4sc)Eα +

+(a3r + a1s(α + β)(Hα) + a2s(α + β)(Hβ))Eα+β

for some c ∈ C \ {0}, using that α − β and α + 2β are no roots. The
equation

(
rα(Hα) rα(Hβ) 0 sc

s(α + β)(Hα) s(α + β)(Hβ) r 0

)



a1

a2

a3

a4


 =

(
k
m

)

has a solution for any k,m ∈ C, Indeed, as α and α + β are non zero
on Hα and on Hβ and r or s must be 6= 0, it follows that the rank of
the matrix has to be two. Hence ad(X) : g0 → g1 is surjective and so
d0 ≤ 3.
Putting all together, we obtain dim(b) ≤ 9.
Now suppose that b is any graded proper subalgebra.
If d1 = 2, we obtain that dim(b) ≤ 9, since this case behaves completely
symmetrically to the case above.
So it only remains to consider the case, where d1 ≤ 1 and d−1 ≤ 1. We
can restrict ourselves to the following three cases:
1) d1 = 0 and d−1 = 0
2) d1 = 0 and d−1 = 1
3) d1 = 1 and d−1 = 1
since the case d1 = 1 and d−1 = 0 behaves symmetrically to case 2).
We start with the �rst case: Consider the bracket on g3 × g−2 → g1

and on g−3 × g2 → g−1. We have
[aE3α+β + bE3α+β, F2α+β] = ackEα + bclEα+β
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and
[aF3α+β + bF3α+β, E2α+β] = ack′Fα + bcl′Fα+β

for all a, b, c ∈ C and some nonzero elements k, k′, l, l′ in C. So we
see that [g3, g−2] = g1 and [g−3, g2] = g−1. For [b3, b−2] = 0, we must
have d3 = 0 or d−2 = 0, and similarly [b−3, b2] = 0, implies d−3 = 0 or
d2 = 0. So in any case we obtain dim(b) ≤ 8.
Next consider the second case: From d1 = 0, it follows again that
d3 = 0 or d−2 = 0. From d−1 = 1 we analogously obtain d0 ≤ 3, as for
d1 = 1 above. In order to have [b−3, b2] ⊂ b−1, d−3 = 1 or d2 = 0. So
we conclude that dim(b) ≤ 8.
Now consider the last case: We already know that d1 = d−1 = 1 implies
d0 ≤ 3. Similarly, in order to have [b±3, b∓2] ⊂ b±1, the conditions
d3 = 1 or d−2 = 0 and d−3 = 1 or d2 = 0 must be satis�ed. Hence
dim(b) ≤ 9.
Finally, putting all this together, we conclude that the dimension of a
proper graded subalgebra of g is at most 9. ¤

Examples of graded subalgebras of dimension 9 are:

(1) b = g−3 ⊕ g−2 ⊕ g−1 ⊕ g0 or b = g0 ⊕ g1 ⊕ g2 ⊕ g3.
(2) b = g−3 ⊕ g−2 ⊕ g−1 ⊕ b0 ⊕ b1

with dim(b0) = 3 and dim(b1) = 1 or
b = b−1 ⊕ b0 ⊕ g1 ⊕ g2 ⊕ g3

with dim(b0) = 3 and dim(b−1) = 1.
(3) b = b−3 ⊕ b−2 ⊕ b−1 ⊕ b0 ⊕ b1 ⊕ b2 ⊕ b3

with b0 = h ⊕ g−β, b1 = gα, b−1 = g−α−β, b±2 = g±(2α+β),
b3 = g3α+β and b−3 = g−3α−2β.

In fact these are all types of graded subalgebras of dimension 9:
By the proof of the theorem we only have to regard the two cases:
a) d1 = 2 or d−1 = 2
b) d−1 = 1 and d1 = 1.
In case a) the �rst part of the proof shows that the possible types of
graded subalgebras of dimension 9 are given by the examples 1) and
2). According to the proof of the theorem we could have three possible
types in case b):
1 1 1 3 1 1 1
2 0 1 3 1 0 2
2 1 1 3 1 0 1
Observe that only the �rst type can actually occur:
For type two, we would obtain that d3 = d−3 = 0 in order to have
[b±3, b∓1] = 0 and for type three we would obtain d3 = 0 in order to
have [b3, b−1] = 0.
As a consequence of proposition 3.2. this yields the following theorem:

42



Theorem 3.2. Let G be a connected Lie group with Lie algebra
g (resp. gs) endowed with the |3|-grading from above and P the cor-
responding parabolic subgroup. If the dimension of the automorphism
group Aut(G,ω) of a regular parabolic geometry (G → M,ω) of type
(G,P ) over a connected manifold M is strictly smaller than dim(G) =
14, then we have

dim(Aut(G, ω)) ≤ 9.

Let G be a connected Lie group with Lie algebra g (resp. gs) and P
be the parabolic subgroup corresponding to p = g0⊕g1⊕g2⊕g3 (resp.
p = gs

0 ⊕ gs
1 ⊕ gs

2 ⊕ gs
3). We consider the homogeneous model (p : G →

G/P, ωMC), which is a regular parabolic geometry of type (G,P ) over
a connected manifold. Set o = p(e), where e is the neutral element in
G and de�ne U ⊂ G/P to be the open subset U := {G/P \ o}. Then
we get that {g ∈ G : λg(U) ⊆ U} = {g ∈ G : λg(P ) ⊆ P} = P .
Therefore the Lie algebra of Aut(p−1(U), ωMC |p−1(U)) is isomorphic to
the 9-dimensional Lie subalgebra p.
To realize the other types of 9-dimensional proper graded subalgebras
from above as Lie algebras of automorphism groups of some parabolic
geometries of type (G,P ), we will need a more concrete description of
the homogeneous model.
We will do this in the real case. By G we denote a connected Lie
group with Lie algebra the split real form g := gs. Consider the split
octonions

Os =

{(
ξ x
y η

)
: ξ, η ∈ R and x, y ∈ R3

}

with norm
N(

(
ξ x
y η

)
) = ξη − 〈x, y〉.

G can be realized as the group of algebra automorphism of Os, which
we denote by Aut(Os), see [9]. One can show that an algebra auto-
morphism of a composition algebra automatically preserves the norm
N respectively the associated bilinear form BN . So G = Aut(Os) is
contained in the stabilizer of E =

(
1 0
0 1

)
in the orthogonal group

O(N) := O(BN). In fact, one can see that Aut(Os) is connected and
hence it already lies in SO(N) := SO(BN).
We know from section 3.2. that BN : Os ×Os → R given by

BN(

(
ξ x
y η

)
,

(
ξ′ x′

y′ η′

)
) = ξη′ + ξ′η − 〈x, y′〉 − 〈x′, y〉

is of signature (4, 4). Now we can restrict BN to

Im(Os) =

{(
ξ x
y −ξ

)}
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and obtain a bilinear form Q on Im(Os) of signature (4, 3). Choose
the following basis of Im(Os):

X1 =

(
0 e1

0 0

)
, X2 =

(
0 e2

0 0

)
, X3 =

(
0 e3

0 0

)
, X4 = 1√

2

(
1 0
0 −1

)
,

X5 =

(
0 0
−e1 0

)
, X6 =

(
0 0
−e2 0

)
and X7 =

(
0 0
−e3 0

)
.

With respect to this basis Q is given by

J :=




0 I3

1
I3 0


 .

Moreover, there is an isomorphism between the stabilizer of E in SO(BN)
and the SO(Q) = SO(4, 3) de�ned by ϕ 7→ ϕ|Im(Os).
Therefore Aut(Os) ⊂ SO(4, 3) and the Lie algebra g of Aut(Os), given
by the derivations of the algebra Os, can be seen as subalgebra of

so(4, 3) =








A v B
−wt 0 −vt

C w −At


 : A ∈ gl(3,R), C,B ∈ o(3) and v, w ∈ R3



 .

The Lie algebra g consists exactly of those matrices in so(4, 3) that act
as derivations on Im(Os). It turns out that

g =








A v B
−wt 0 −vt

C w −At


 : A ∈ sl(3,R), Bei = − 1√

2
(w ∧ ei), Cei =

1√
2
(v ∧ ei)



 .

The subalgebra h of diagonal matrices in g is a Cartan subalgebra,
where the corresponding roots are given by

∆ = ±{εi : 1 ≤ i ≤ 3} ∪ ±{εi − εj : 1 ≤ i < j ≤ 3}.
Choosing the ordering on h∗ induced from the basis H1 = E1,1 +E7,7−
E3,3 − E5,5 and H2 = E2,2 + E7,7 − E3,3 − E6,6, we obtain as positive
roots ∆+ = {α, β, α + β, 2α + β, 3α + β, 3α + 2β}, where α := ε2 and
β := ε1 − ε2 are the simple roots. For the root spaces we obtain

g =




h gβ g3α+2β gα+β 0 g2α+β g−α

g−β h g3α+β gα g2α+β 0 g−α−β

g−3α−2β g−3α−β h g−2α−β g−α g−α−β 0
g−α−β g−α g2α+β 0 gα+β gα g−2α−β

0 g−2α−β gα g−α−β h g−β g−3α−2β

g−2α−β 0 gα+β g−α gβ h g−3α−β

gα gα+β 0 g2α+β g3α+2β g3α+β h




.

Consider the |3|-grading on g form above. Then p = g0 ⊕ g1 ⊕ g2 ⊕ g3

is the stabilizer of the line generated by e7 with respect of the standard
representation of g on R7. Otherwise put, p is the stabilizer of the
highest weight line through X7 of the standard representation of g =
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Der(Os) on Im(Os). This is exactly the fundamental representation
with respect to the fundamental weight ωα = 2α + β.
Hence the parabolic subgroup P corresponding to p is the stabilizer
of the line through X7 with respect of the standard representation of
G = Aut(Os) on Im(Os).
The representation of G on Im(Os) induces an action of G on the
projective space of all isotropic lines in Im(Os), i. e. the quotient
C/R+, where C = {X ∈ Im(Os) : X 6= 0 and Q(X, X) = 0}. The line
through X7 lies in C/R+. Since P is the stabilizer of [X7], G/P can
be identi�ed with the orbit G[X7], which itself coincides with C/R+:
Indeed, since the orbit G[X7] is of maximal possible dimension, namely
5 = dim(C/R+), it has to be open. But it has also to be closed, since
the quotient of a semisimple Lie group by a parabolic subgroup is
always compact (G/P is di�eomorphic to K/K ∩ P , where K is a
maximal compact subgroup of G, see [5] chapter VI). Hence we obtain
G/P ' G[X7] = C/R+ by the connectedness of C/R+ (cf. [7]).
Now consider the 9-dimensional graded subalgebras of g:

b1 = g− ⊕ b0 ⊕ b1

where b0 = h⊕ g−β, b1 = gα and b2 = b3 = {0}
and

b2 = b−3 ⊕ b−2 ⊕ b−1 ⊕ b0 ⊕ b1 ⊕ b2 ⊕ b3

where b0 = h⊕ g−β, b1 = gα, b−1 = g−α−β, b±2 = g±(2α+β), b3 = g3α+β

and b−3 = g−3α−2β.
Let B1 be the connected subgroup of G with Lie algebra b1 and consider
the orbit B1[X7] =: O. We can identify O with the quotient B1/(B1 ∩
P ) and see that O is an orbit of maximal dimension, since dim(b1/p ∩
b1) = 5. So O has to be open. We set

K := {g ∈ G : λg(p
−1(O)) ⊂ p−1(O)} = {g ∈ G : λg(O) ⊂ O}.

Observe that B1 ⊂ K and K 6= G. The Lie algebra k of K coincides
with the Lie algebra aut(p−1(O), ωMC |p−1(O)) of Aut(p−1(O), ωMC |p−1(O)).
Since b1 ⊂ aut(p−1(O), ωMC |p−1(O)) and aut(p−1(O), ωMC |p−1(O)) 6= g,
we conclude that b1 = aut(p−1(O), ωMC |p−1(O)), since b1 is a proper
graded subalgebra of maximal dimension in g.
One can show by the same arguments that b2 can be realized as Lie
algebra of Aut(p−1(Õ), ωMC |p−1(Õ)), where Õ = B2[X6].

3.4. The case Sp(n + 1, 1)

We de�ne Hn = H× ... ×H to be the right module over H, where
the addition and the scalar multiplication is componentwise.
A hermitian form on Hn is a map Q : Hn ×Hn → H, which satis�es:
(1) Q is linear in the second variable:

Q(v, w1 + w2a) = Q(v, w1) + Q(v, w2)a
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for all v, w1, w2 ∈ Hn and a ∈ H.
(2) Q is conjugate linear in the �rst variable:

Q(v1 + v2a, w) = Q(v1, w) + aQ(v2, w)

for all v1, v2, w ∈ Hn and a ∈ H.
(3) Q(v, w) = Q(w, v) for all v, w ∈ Hn

We call Q non-degenerate, if Q(v, w) = 0 for all w ∈ Hn implies v = 0.
By 〈 , 〉 : Hn×Hn → H we denote the standard hermitian form de�ned
by 〈v, w〉 =

∑
i viwi.

Observe that for n = 1 we have N(x) = 〈x, x〉 and that
BN(x, y) = 〈x, y〉+ 〈x, y〉 = 2Re(〈x, y〉).

We denote by M(n,H) the set of n× n matrices over H.
Then we have a natural embedding ι of M(n,H) into M(2n,C): For
X = A + iB + jC + kD with A,B, C, D ∈ M(n,R)

ι(X) =

(
z1(X) −z2(X)

z2(X) z1(X)

)
,

where z1(X) = A + iB, z2(X) = C − iD. Identifying Hn with C2n via
the C-isomorphism

v 7→
(

z1(v)
z2(v)

)

we obtain that left multiplication by X on Hn corresponds to left mul-
tiplication by ι(X) on C2n.
This embedding enables us to de�ne a determinant on M(n,H). For
an element X ∈ M(n,H) we set det(X) := det(ι(X)). One can show
that on M(n,H) det has values in R+.
We set

GL(n,H) := {X ∈ M(n,H) : det(X) 6= 0}
and

SL(n,H) := {X ∈ M(n,H) : det(X) = 1}.
These are not complex but real Lie subgroups of GL(2n,C) and SL(2n,C)
respectively. The Lie algebras of the real Lie groups GL(n,H) and
SL(n,H) are gl(n,H) the set of all n × n matrices over H viewed as
Lie algebra and

sl(n,H) := {X ∈ gl(n,H) : Re(tr(X)) = 0}
respectively.
By Sp(n + 1, 1) we denote the closed subgroup of SL(n + 2,H) which
preserves the hermitian form Q(v, w) = vtIn+1,1w, where

In+1,1 =




1 0
. . .

1
0 −1


 ∈ M(n + 2,H)
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Observe that for X ∈ GL(n + 2,H) Q(Xv,Xw) = Q(v, w) for all
v, w ∈ Hn if and only if X∗In+1,1X = In+1,1, where X∗ := (X t). So we
obtain

Sp(n + 1, 1) = {X ∈ GL(n + 2,H) : X∗In+1,1X = In+1,1}
since 1 = det(In+1,1)

2 = det(X∗) det(X) = det(X)2 and det(X) ∈ R+.
Therefore we see that the Lie algebra sp(n + 1, 1) of Sp(n + 1, 1) is
given by

sp(n + 1, 1) := {X ∈ gl(n + 2,H) : X∗In+1,1 + In+1,1X = 0} =

=








x1,1 x1,2 . . . x1,n+1 x1,n+2

−x1,2 x2,2 . . . x2,n+1 x2,n+2
... ... ... ... ...

−x1,n+1 −x2,n+1 . . . xn+1,n+1 xn+1,n+2

x1,n+2 x2,n+2 . . . xn+1,n+2 xn+2,n+2




: xi,i ∈ Im(H)





of dimension 2(n + 2)2 + n + 2.
This is a real form of sp(2(n + 2),C) and we denote by σ the corre-
sponding conjugation. Let θ : sp(n+1, 1) → sp(n+1, 1) be the Cartan
involution given by θ(X) = −X∗. Then we denote the corresponding
Cartan decomposition by sp(n+1, 1) = k⊕q, where k is the 1-eigenspace
and q the −1-eigenspace.
In order to �nd a θ-stable maximally non-compact Cartan subalgebra,
we choose a maximal abelian subspace in q. Such a subspace is for
example

a :=








0 . . . 0 a
0 . . . 0 0
... . . . ...
a 0 . . . 0


 : a ∈ R





We set

m := Zk(a) =








x1,1 0 . . . 0 0
0 x2,2 . . . x2,n+1 0
... ... . . . ... ...
0 −x2,n+1 . . . xn+1,n+1 0
0 . . . . . . 0 x1,1




: xi,i ∈ Im(H)





and �x a maximal abelian subalgebra

t :=








t1
. . .

tn+1

t1


 : ti ∈ iR




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of m.
Then we know that

h := a⊕ t =








ix1 . . . 0 a

0
. . . ... 0

... ... ixn+1
...

a 0 . . . ix1


 : a, xi ∈ R for 1 ≤ i ≤ n + 1





is a θ-stable maximally non-compact Cartan subalgebra of sp(n+1, 1).
Let H be an element of the subspace a ⊕ it of hC, on which all roots
are real. The set of roots of sp(n + 2,C) with respect to hC is
∆(sp(n+2,C), hC) = {±αi±αj : 1 ≤ i < j ≤ n+2}∪{±2αi : 1 ≤ i ≤ n+2},
where

αi(H) =





x1 + a if i = 1
x1 − a if i = 2
2xi−1 if 3 ≤ i ≤ n + 2

Now we choose a basis of the subspace a ⊕ it ⊆ hC given by H1 =
E1,n+2 + En+2,1, H2 = E1,1 + En+2,n+2 and Hi = Ei−1,i−1 for 3 ≤ i ≤
n + 2. We de�ne α ∈ ∆ to be positive if and only if there is an index j
such that α(Hi) = 0 for all i < j and α(Hj) > 0. This is an admissible
positive subsystem, since for α ∈ ∆+ \ ∆c we have σ(H1) = H1 and
α(H1) = α(H1) > 0 and therefore σ∗α ∈ ∆+. It follows that

∆+ = {α1 ± αj : 2 ≤ j ≤ n + 2} ∪ {−α2 ± αj : 3 ≤ j ≤ n + 2}
∪{αi ± αj : 3 ≤ i < j ≤ n + 2} ∪ {2αi : i 6= 2} ∪ {−2α2}

and
∆0 = {α1 + α2} ∪ {−α2− α3} ∪ {αi − αi+1 : 3 ≤ i ≤ n + 1} ∪ {2αn+2}.
The restricted roots ∆r are {±λ} ∪ {±2λ}, where for A ∈ a λ(A) = a.
The set of simple restricted roots consists only of one element, ∆0

r =
{λ}. The restricted root spaces are given as follows:

g1 = gλ =








0 x1,2 . . . x1,n+1 0
−x1,2 0 . . . 0 x1,2

... . . . ...
−x1,n+1 0 . . . 0 x1,n+1

0 x1,2 . . . x1,n+1 0




: x1,i ∈ H for 2 ≤ i ≤ n + 1





g−1 = g−λ =








0 x1,2 . . . x1,n+1 0
−x1,2 0 . . . 0 −x1,2

... ... . . . ... ...
−x1,n+1 0 . . . 0 −x1,n+1

0 −x1,2 . . . −x1,n+1 0




: x1,i ∈ H for 2 ≤ i ≤ n + 1





dimR(g±1) = 4n
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g2 = g2λ =








x 0 . . . 0 −x
0 0 . . . 0 0
... ... . . . ... ...
0 0 . . . 0 0
x 0 . . . 0 −x




: x ∈ Im(H)





g−2 = g−2λ =








x 0 . . . 0 x
0 0 . . . 0 0
... ... . . . ... ...
0 0 . . . 0 0
−x 0 . . . 0 −x




: x ∈ Im(H)





dimR(g±2) = 3

g0 = a⊕m =








x a
M

a x


 : a ∈ R, x ∈ Im(H) and M = −M∗





dimR(g0) = 2n2 + n + 4
Now we consider the parabolic subalgebra p corresponding to Σ =
∆0

r = {λ}
r × r pp p r r<

or equivalently to the |2|-grading sp(n+1, 1) = g−2⊕g−1⊕g0⊕g1⊕g2,
where g±2 = g±2λ, g±1 = g±λ and g0 = a ⊕ m. So p is given by
p = a⊕m⊕ gλ ⊕ g2λ.
Now we want to interpret the restrictions of the Lie bracket on the
grading components. First we look at the restriction to g2× g−1 → g1,
which is given by scalar multiplication, since for X ∈ g2 and Y ∈ g−1

we have

[X, Y ] = [




x 0 −x
0 0 0
x 0 −x


 ,




0 −y∗ 0
y 0 y
0 y∗ 0


] =




0 2(yx)∗ 0
−2(yx) 0 2(yx)

0 2(yx)∗ 0




for x ∈ Im(H) and y ∈ Hn. The same holds obviously for the bracket
on g−2 × g1 → g−1.
Next we consider the brackets [ , ] : g±1 × g±1 → g±2. These are given
by two times the imaginary part of the standard hermitian form 〈 , 〉
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on Hn, since for v, w ∈ Hn we obtain

[




0 −v∗ 0
v 0 ±v
0 ±v∗ 0


 ,




0 −w∗ 0
w 0 ±w
0 ±w∗ 0


] =

=




〈w, v〉 − 〈w, v〉 0 ±(〈w, v〉 − 〈w, v〉)
0 0

∓(〈w, v〉 − 〈w, v〉) 0 −(〈w, v〉 − 〈w, v〉)




The brackets on g0 × g±1 → g±1 are given by

[




x a
M

a x


 ,




0 −v∗ 0
v 0 ±v
0 ±v∗ 0


] =




0 −(Mv − v(x± a))∗ 0
Mv − v(x± a) 0 ±(Mv − v(x± a))

0 ±(Mv − v(x± a))∗ 0




where a ∈ R, x ∈ Im(H) and M a skew-hermitian matrix in gl(n,H).
Let P be the parabolic subgroup of Sp(n+1, 1) corresponding to p. In
order to study possible dimensions of automorphism groups of regular
parabolic geometries of type (Sp(n + 1, 1), P ), we will now look at
proper graded subalgebras of sp(n + 1, 1). Therefore we will need the
following lemma:

Lemma 3.1. Let Q : Hn ×Hn → H be a non-degenerate hermitian
form and V a real subspace of Hn of dimension > n. Then there exist
v, w ∈ V such that Im(Q(v, w)) 6= 0. Moreover, if W is a real subspace
such that Im(Q(v, w)) = 0 for all v, w ∈ W , then W ⊗ H → Hn is
injective.

Proof. First we will prove the lemma for a hermitian form on H.
So we assume that Q : H × H → H is any non-degenerate hermitian
form on H and that V is a real subspace of dimension > 1. Since Q has
to be a multiple of the standard hermitian form 〈 , 〉, we can suppose
without loss of generality that Q = 〈 , 〉.
Suppose Im(〈v, w〉) = 0 for all v, w ∈ V . In particular, for 0 6= v ∈ V
we have Im(〈v, w〉) = 0 for all w ∈ V . When v = a + ib + jc + kd and
w = x1 + ix2 + jx3 + kx4, we obtain Im(〈v, w〉) = 0 if and only if



−b a d −c
−c −d a b
−d c −b a







x1

x2

x3

x4


 =




0
0
0




Using that v 6= 0 one can easily see that the rank of the matrix is 3
and therefore the space of solutions is one dimensional and obviously
generated by v. Hence the dimension of V has to be 1, a contradiction.
Now we prove the general claim. Again without loss of generality we
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can assume that Q is the standard hermitian form on Hn, since Q
is given modulo conjugation by a matrix of the form Ir,s for some
r, s ∈ {0, 1, ..., n} satisfying r + s = n. Let V ⊂ Hn be a real subspace
of dimension > n and de�ne πi : Hn → H to be the i-th projection of
Hn.
Since dimR(V ) > n, there must exist j with dimR(πj(V )) ≥ 2. From
above we know that we can �nd vj, wj ∈ πj(V ) with Im(vjwj) 6= 0.
Choose vk = wk ∈ πk(V ) for k 6= j.

Then Im(〈v, w〉) 6= 0 for v :=




v1
...

vn


 and w :=




w1
...

wn


 in V .

For the second assertion observe that the proof shows in particular
that for a real subspace W ⊂ Hn satisfying Im(〈v, w〉) = 0 for all
v, w ∈ W , dimR(W ∩ Z) ≤ 1 for all one-dimensional quaternionic
subspaces Z ⊂ Hn. But this means exactly that the map W ⊗H→ Hn

induced by scalar multiplication is injective. ¤

Now we can prove the following proposition:

Proposition 3.3. Let sp(n + 1, 1) = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2 the
|2|-grading from above.
If b = b−2⊕b−1⊕b0⊕b1⊕b2 is a proper graded subalgebra that contains
g−1 or g1, then dim(b) ≤ 2n2 + 5n + 7

Proof. We set g := sp(n+1, 1) and di = dimR(bi) for i = −2, ..., 2.
Without loss of generality we can assume that b−1 = g−1. From g−2 =
[g−1, g−1] = [b−1, b−1] ⊆ b−2 follows that g− is contained in b. We
must also have b1 6= g1, since otherwise g2 = [g1, g1] = [b1, b1] ⊆ b2

and g0 = [g−1, g1] = [b−1, b1] ⊆ b0 would imply b = g. Hence d1 < 4n.
Considering the bracket on g2 × g−1 given by scalar multiplication, we
see that d2 = 0, since otherwise we would obtain a contradiction to
b1 6= g1 using the fact that for any nonzero element X in b2 ad(X) :
g−1 = b−1 → g1 is surjective.
Now we look at the bracket g1×g1 → g2 given by the imaginary part of
the standard hermitian form. In order to have [b1, b1] = 0, we conclude
d1 ≤ n using lemma 3.1.
Finally we consider the bracket g0 × g1 → g1, which is given by Mv +
v(a−x) for v ∈ Hn, a ∈ R, x ∈ Im(H) and M a skew-hermitian matrix.
Assume that d1 = k ≤ n and k 6= 0. By the second assertion of lemma
3.1 we can assume without loss of generality that b1 = Rk ⊆ Hk ⊆ Hn.
In order to have [b0, b1] ⊆ b1 we must have x = 0 and

M =

(
M1 0
0 M2

)
,
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where M1 ∈ o(k) and M2 skew-hermitian of order n−k. So the dimen-
sion of b0 equals

dimR(b0) =
k(k − 1)

2
+ 2(n− k)(n− k − 1) + 3(n− k) + 1

Therefore,

dimR(b0 ⊕ b1) =
5k2 − (8n + 1)k + 4n2 + 2n + 2

2

is a quadratic polynomial in k having positive leading coe�cient. Hence,
dimR(b0 ⊕ b1) can only be maximal at k = 1 or k = n − 1. In fact, it
turns out that it takes its maximum at k = 1, so

dimR(b0 ⊕ b1) ≤ 2n2 − 3n + 3

for 1 ≤ d1 ≤ n− 1.
For d1 = 0 we obtain dimR(b) ≤ dimR(g− ⊕ g0) = 2n2 + 5n + 7.
So dimR(b) ≤ 2n2+5n+7 for any proper graded subalgebra b containing
g−1. ¤

As a consequence we obtain

Theorem 3.3. Let (G → M,ω) be a regular parabolic geometry of
type (Sp(n+1, 1), P ) over a connected manifold M . If dim(Aut(G, ω)) <
dim(Sp(n + 1, 1)) = 2(n + 2)2 + n + 2 and aut(G, ω) contains g−1 or
g1, then

dim(Aut(G, ω)) ≤ 2n2 + 5n + 7

The only proper graded subalgebras that contain g−1 or g1 of di-
mension 2n2 + 5n + 7 are g− ⊕ g0 and p respectively. We can realize
these as Lie algebras of automorphism groups of parabolic geometries
as follows:
Since Sp(n + 1, 1) is connected, the homogeneous model is a regular
parabolic geometry over a connected manifold and we obtain

Aut(Sp(n+1, 1, ωMC)) = {λg : Sp(n+1, 1) → Sp(n+1, 1) : g ∈ Sp(n+1, 1)}.
Set o = p(e), where e is the neutral element in Sp(n + 1, 1) and de�ne
U ⊂ Sp(n + 1, 1)/P to be the open subset U := Sp(n + 1, 1)/P \ o.
Then we get that

{g ∈ Sp(n + 1, 1) : λg(U) ⊂ U} = {g ∈ G : λg(P ) ⊂ P} = P.

Therefore the Lie algebra of Aut(p−1(U), ωMC |p−1(U)) is isomorphic to
p. To obtain the subalgebra g−⊕ g0 one has just to take out of Sp(n+
1, 1)/P a di�erent point.
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3.5. The case Sp(6,R)

Let G be Sp(6,R), the closed subgroup of SL(6,R) that preserves
the non-degenerate skew-symmetric bilinear form Q : R6 × R6 → R
given by Q(v, w) = vtKw, where

K =




0 −1
1

−1
1

−1
1 0




Since for X ∈ SL(6,R) we have that Q(Xv, Xw) = Q(v, w) for all
v, w ∈ R6 if and only if X tKX = K, we obtain

G = Sp(6,R) = {X ∈ SL(6,R) : X tKX = K}
So the Lie algebra of G is

sp(6,R) := {X ∈ gl(6,R) : X tK + KX = 0} =

=








x1,1 x1,2 x1,3 x1,4 x1,5 x1,6

x2,1 x2,2 x2,3 x2,4 x2,5 −x1,5

x3,1 x3,2 x3,3 x3,4 −x2,4 x1,4

x4,1 x4,2 x4,3 −x3,3 x2,3 −x1,3

x5,1 x5,2 −x4,2 x3,2 −x2,2 x1,2

x6,1 −x5,1 x4,1 −x3,1 x2,1 −x1,1




: xi,j ∈ R





This is a real form of sp(6,C) of dimension 21. In section 3.2. we
mentioned that the split quaternions can be realized as the algebra of
2× 2-matrices over R. Using this we can identify sp(6,R) with







A1,1 A1,2 A1,3

A2,1 A2,2 −A1,2

A3,1 −A2,1 −A1,1


 : A1,3, A2,2, A3,1 ∈ Im(Hs) and A1,1, A1,2, A2,1 ∈ Hs





Let θ : sp(6,R) → sp(6,R) be the Cartan involution given by θ(X) =
−X t.

Then h :=








a 0
0 b

c 0
0 −c

−b 0
0 −a




: a, b, c ∈ R




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is a θ-stable Cartan subalgebra.
The roots ∆ of sp(6,C) with respect to hC are given by

∆ = {±(εi + εj) : 1 ≤ i < j ≤ 3}
∪{±(εi − εj : 1 ≤ i < j ≤ 3)} ∪ {±2εi : 1 ≤ i ≤ 3}.

So we see that the restrictions of the roots to h are real and therefore
sp(6,R) is a split real form of sp(6,C). Hence the Satake diagram of
sp(6,R) and the Dynkin diagram of sp(6,C) coincide.
Let {H1, H2, H3} be the basis of h, where Hj = Ej,j − E7−j,7−j for
j = 1, 2, 3. Fixing on h∗ the ordering induced from this basis, we
obtain
∆+ = {εi+εj : 1 ≤ i < j ≤ 3}∪{εi−εj : 1 ≤ i < j ≤ 3}∪{2εi : 1 ≤ i ≤ 3}
and

∆0 = {α1 := ε1 − ε2, α2 := ε2 − ε3, α3 := 2ε3}.
Now consider the standard parabolic subalgebra p corresponding to the
set Σ = {α2}:

b × b<α1 α2 α3

The Σ-height of the maximal root 2ε1 = 2α1 + 2α2 + α3 is 2, so p
corresponds to a |2|-grading. This grading is given by

sp(6,R) =




g0 g1 g2

g−1 g0 g1

g−2 g−1 g0




and we obtain the linear isomorphisms g±1 ' Hs and g±2 ' Im(Hs) =
sl(2,R).

We saw that sp(6,R) and sp(2, 1) are both real forms of sp(6,C). The
|2|-grading on sp(6,R) is the same as the |2|-grading on sp(2, 1) of the
last section, but we will see that we have 15 as the maximal dimension
of proper graded subalgebras of sp(6,R) containing g−1, not 14 as in
the case sp(2, 1), since Hs is not a division ring.
Let V be a �nite dimensional vector space over R endowed with a
non-degenerate symmetric bilinear form. We will denote by CSO(V )
the subgroup of GL(V ) generated by SO(V ) and R+. Its Lie algebra
cso(V ) is then the subalgebra of gl(V ) generated by R and so(V ).
Consider Hs as a real vector space endowed with the bilinear form
BN(X, Y ) = XY + Y X of signature (2, 2). Note the the restriction of
this form to Im(Hs) is of signature (1, 2).
One can easily see that the maps

Ad : G0 → GL(g±1)

and
Ad : G0 → GL(g±2)
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have images in CSO(g±1) and CSO(g±2) respectively. In fact, these
images already conincide with CSO(g±1) resp. CSO(g±2).
Now we will interpret the Lie brackets on the grading components of
sp(6,R). We will obtain results similar to the case sp(2, 1).
For the bracket on g2 × g−1 → g1 we obtain

[




0 0 X
0 0 0
0 0 0


 ,




0 0 0
A 0 0
0 −A 0


] =




0 AX 0
0 0 −AX
0 0 0




for X ∈ sl(2,R) and A ∈ gl(2,R). Hence it is given by multiplication
of A and X.
Similary, for the bracket on g−2 × g1 → g−1, we obtain

[




0 0 0
0 0 0
X 0 0


 ,




0 A 0
0 0 −A
0 0 0


] =




0 0 0
−XA 0 0

0 XA 0




for X ∈ sl(2,R) and A ∈ gl(2,R).
The brackets on g±1 × g±1 → g±2 are two times the imaginary part of
the standard hermitian form 〈X, Y 〉 := XY on Hs, since

[




0 X 0
0 0 −X
0 0 0


 ,




0 Y 0
0 0 −Y
0 0 0


] =


0 0 Y X − Y X

0 0 0
0 0 0




and analogously for g−1 × g−1.
Now we consider the brackets on g0 × g±1 → g±1.

For A :=




A1,1 0 0
0 A2,2 0
0 0 −A1,1


 ∈ g0, B :=




0 0 0
X 0 0
0 −X 0


 ∈ g−1

and

C :=




0 Y 0
0 0 −Y
0 0 0


 ∈ g1

we obtain

[A,B] =




0 0 0
A2,2X −XA1,1 0 0

0 −(A2,2X −XA1,1) 0




and

[A,C] =




0 A1,1Y − Y A2,2 0

0 0 −(A1,1Y − Y A2,2)
0 0 0




Therefore we obtain the isomorphisms g0 ' cso(g±1).
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For the bracket on g0 × g2 → g2 we obtain that

[




A1,1 0 0
0 A2,2 0
0 0 −A1,1


 ,




0 0 M
0 0 0
0 0 0


] =




0 0 A1,1M − A1,1M
0 0 0
0 0 0




So this bracket is given by 2Im(A1,1M). Similarly, for the bracket
on g0 × g−2 we have −2Im(MA1,1). Therefore we obtain surjections
g0 ³ cso(g±2).
Regarding the bracket g−1 × g1 → g0, we get

[




0 0 0
X 0 0
0 −X 0


 ,




0 A 0
0 0 −A
0 0 0


] =



−AX 0 0

0 XA−XA 0
0 0 AX




and �nally the bracket on g−2 × g2 → g0 turns out to be

[




0 0 0
0 0 0
X 0 0


 ,




0 0 Y
0 0 0
0 0 0


] =



−Y X 0 0

0 0 0
0 0 XY




Now we can prove the following proposition:
Proposition 3.4. Let sp(6,R) = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2 be the

|2|-grading from above. If b = b−2 ⊕ b−1 ⊕ b0 ⊕ b1 ⊕ b2 is a graded
subalgebra that contains g−1, then the dimension of b is at most 15.

Proof. We set g := sp(6,R) and di := dim(bi) for i = −2, ..., 2.
Identify g±1 with Hs, g±2 with Im(Hs) and g0 with Hs × Im(Hs).
From g−2 = [g−1, g−1] = [b−1, b−1] ⊆ b−2 it follows that g− is con-
tained in b. We must also have b1 6= g1, since otherwise g2 = [g1, g1] =
[b1, b1] ⊆ b2 and g0 = [g−1, g1] = [b−1, b1] ⊆ b0 would imply b = g.
Therefore d1 < 4.
If we consider the bracket on g2 × g−1 → g1 given by multiplication,
we see that d2 ≤ 1: Suppose that d2 ≥ 2. Any subspace of the space of
trace free real 2 × 2 matrices of dimension ≥ 2 contains an invertible
element and so we can �nd an invertible element in b2. Since for any
invertible element X ad(X) : g−1 = b−1 → g1 is surjective, we get a
contradiction to b1 6= g1. So b2 is either 0 or a one dimensional sub-
space of non invertible elements of g2 = Im(Hs).
In order to have [b1, b1] ⊆ b2, we must have d1 ≤ 2: Assume that
d1 = 3 and consider the bracket on g1×g1 given by the imaginary part
of the standard hermitian form on Hs. Since d1 = 3 and since a totally
isotropic subspace is at most 2-dimensional, we can �nd an element
X ∈ b1 such that 〈X,X〉 6= 0. By the non-degeneracy of
〈 , 〉, we obtain an Hs-isomorphism given by 〈X, .〉 : Hs → Hs. Hence
dim([b1, b1]) > 2, a contradiction.
We proceed further by a case by case distinction.
First case: Suppose d2 = 0.
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Then we can have d1 = 0, 1 or 2 and all cases can be actually realized.
So we assume �rst that in addition to d2 = 0 d1 = 2.
Now consider the bracket on g0 × g1 given by AX −XB for (A,B) ∈
g0 = Hs × Im(Hs) and X ∈ g1 = H. It can be seen as an isomorphism
g0 → cso(g1). Observe that b1 ⊂ Hs has to be totally isotropic, since
otherwise d2 ≥ 1. Since [b0, b1] ⊆ b1, b0 ⊆ g0 is contained in the stabi-
lizer of the totally isotropic plane b1 in cso(g1). Therefore dim(b0) ≤ 6
and dim(b) ≤ 15.
Now suppose that d2 = 0 and d1 = 1. Then b0 lies in the stabilizer of
the isotropic line b1 and so dim(b0) ≤ 5. Hence dim(b) ≤ 13.
Second case: Suppose d2 = 1.
Since Ad : G0 → CSO(g2) is surjective, we can suppose without loss
of generality that b2 is the isotropic line generated by L :=

(
0 0
1 0

)
.

The image of b−1 = g−1 under ad(L) is the two dimensional subspace
of g1 of elements of the form

ad(L)(b−1) =

{(
x 0
y 0

)}
.

Since b1 must contain this subspace and d1 ≤ 2, we get ad(L)(b−1) =
b1.
By straight forward computations we obtain that

b0 ⊆
{(

a1 0
a3 a4

)}
×

{(
b1 0
b3 −b1

)}

in order to have [b0, b1] ⊆ b1 and [b0, b2] ⊆ b2. So, d0 ≤ 5 and dim(b) ≤
15
Putting all this together, we �nally conclude that dim(b) ≤ 3+4+8 =
15. ¤

Proper graded subalgebras of g of dimension 15 are for example:

b = g− ⊕ b0 ⊕ b1

where b0 = Hs ×
{(

b1 0
b3 −b1

)}
, b1 =

{(
x 0
y 0

)}
and b2 = {0}.

or

b = g− ⊕ b0 ⊕ b1 ⊕ b2

where b0 =

{(−a2 + a3 + a4 a2

a3 a4

)
×

(
b1 b3 − 2b1

b3 −b1

)}
, b1 =

{(
x −x
y −y

)}

and b2 =

{(
a −a
a −a

)}

As a consequence of proposition 3.4. we obtain the following theorem:
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Theorem 3.4. Let P be the parabolic subgroup of Sp(6,R) cor-
responding to p from above and let (G → M, ω) a regular parabolic
geometry of type (Sp(6,R), P ) over a connected manifold M .
If dim(Aut(G, ω)) < dim(Sp(6,R)) = 21 and aut(G, ω) contains g−1 or
g1, then

dim(Aut(G, ω)) ≤ 15

To realize the 15-dimensional graded subalgebra

b =








a1 a2 x 0 0 0
a3 a4 y 0 0 0
x1 x2 b1 0 0 0
x3 x4 b3 −b1 y −x
c1 c2 −x4 x2 −a4 a2

c3 −c1 x3 −x1 a3 −a1








as Lie algebra of the automorphism group of some parabolic geometry
of type (G = Sp(6,R), P ) we give a description of the homogeneous
space G/P .
First we recall that G is connected and therefore the homogeneous
model is a regular parabolic geometry over a connected manifold. More-
over Aut(G,ωMC) = {λg : G → G : g ∈ G}. The parabolic subalgebra
p is obviously the stabilizer of the totally isotropic subspace R2 of
(R6, Q). So we conclude that P is the stabilizer of R2 with respect to
the standard representation R6.
G acts naturally on all 2-dimensional totally isotropic subspaces of R6

and this action is transitive by the theorem of Witt. Since P is exactly
the isotropy group of R2, we can identify G/P with the set of all all
2-dimensional totally isotropic subspaces of R6.
Now consider the orbit B[R2] =: O, where B is the connected subgroup
of G with Lie algebra b. Identifyng O with B/(B ∩P ) we see that this
orbit is of maximal dimension, since dim(b/(b ∩ p)) = 7. Hence O is
open and we conclude that Aut(p−1(O), ωMC |p−1(O)) has Lie algebra b
using the same arguments as in section 3.3.
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