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Asymptotics of the number of Rayleigh resonancesJ. Sj�ostrand and G. Vodev1 Introduction and statement of resultsLet O � Rn; n � 2; be a compact set with C1-smooth boundary � and connected comple-ment 
 = Rn n O. Denote by �e the elasticity operator�ev = �0�v + (�0 + �0)r(r � v);v = t(v1; :::; vn), where the Lam�e constants �0 and �0 satisfy(H.1) �0 > 0; n�0 + 2�0 > 0:Consider �e in 
 with Neumann boundary conditions on �(Bv)i := nXj=1�ij(v)�jj� = 0; i = 1; :::; n;where �ij(v) = �0r � v�ij + �0 �@xjvi + @xivj� is the stress tensor, � is the outer normal to�. Denote by �Ne the self-adjoint realization of �e in 
 with Neumann boundary conditionson �. It was proved in [7] that for any obstacle in odd dimensional spaces there exists anin�nite sequence f�jg of resonances associated to �Ne such that Im�j = O(j�j j�1). Thisis due to the existence of Rayleigh surface waves mooving with a speed cR > 0 strictly lessthan the 2 speeds in 
, c1 = p�0, c2 = p�0 + 2�0. Moreover, for strictly convex obstacles,a large region free of resonances was obtained in [6]. This was extended in [2] for obstaclesnontrapping for the Dirichlet realization, �De , of �e.The purpose of this work is to obtain asymptotics of the counting function of the reso-nances associated to �Ne near the real axis for a class of obstacles including the strictly convexones. To do so, we use the following characterization of the resonances by the complex scal-ing method (see [4]). Fix a � 2 (0; �=2) and let 
� be a deformation of 
 with propertiesdescribed in [4] and in particular which coincides with e�i�Rn outside a neighbourhood of O.Then z 2 Cn0; 0 < arg z < �, is a resonance of �Ne i� z2 is an eigenvalue of the operator ��Neon the Hilbert space L2(
�) with domain of de�nition H2B(
�) = fu 2 H2(
�) : Bu = 0g.The multiplicity of z is the multiplicity of the corresponding eigenvalue, i.e.mult(z) := tr (2�i)�1 Z(z)(�Ne + �2)�12�d�;1



where (�Ne + �2)�1 : L2(
�)! H2B(
�) is meromorphic in f� 2 C : 0 < arg � < �g, (z) isa small positively oriented circle centered at z and with no other poles in its interior. Thisenables us (see Sect.2) to express the multiplicity in terms of the Dirichlet-to-Neumann map,N (�), de�ned as follows: N (�) : Hs(�) 3 f 7! Bv 2 Hs�1(�);where v solves the problem8><>: (�e + �2)v = 0 in 
;v = f on �;v � outgoing.Recall that N (�) is a meromorphic family with poles among the Dirichlet resonances. Weget that if z is not a Dirichlet resonance, thenmult(z) = tr (2�i)�1 Z(z)N (�)�1 _N (�)d�;where _a denotes the �rst derivative da=d�. Clearly, the formula does not change if we put� = 1=h and replace N (�) by N(h) := hN (h�1). Recall next (e.g. see [6]) that in the ellipticregion E = f� 2 T ��; c1k�k > 1g, N(h) is a h � 	DO of class L1;0cl (�) (see the appendixfor the terminology) with a characteristic variety � = f� 2 T ��; cRk�k = 1g � E. Theexistence of such a characteristic variety is interpreted as existence of Rayleigh waves on theboundary. To get asymptotics for the counting function of the resonances generated by �we need the following assumptions.(H.2) There exist some constants C0 � 1; �0; k0 > 0 such that the elastic Dirichlet problemhas no resonances in � = f� 2 C : jIm�j � j�j��0;Re� � C0g, andkN (�)kL(H1=2(�);H�1=2(�)) � j�jk0 ; � 2 �: (1:1)Note that (H.2) is ful�lled if the obstacle is nontrapping for the Dirichlet problem (see[2]). In particular, for strictly convex obstacles it follows from the analysis in [6]. Notealso that when n is odd, it su�ces only to require that there are no Dirichlet resonances insome polynomial neighbourhood of the real axis, as this implies, in view of Proposition 1 in[7], that (1.1) holds in a smaller polynomial neighbourhood of the real axis. The followingassumption means that N(h) is invertible outside � and in the strictly convex case it followsfrom the results in [6].(H.3) Let � 2 L�1;0cl (�) be a h �	DO depending holomorphically on h for h�1 in a largerset of the same type as � with gWF(�) contained in a small neighbourhood of � such thatfN(h) := N(h) + � is elliptic in E. Then, for h�1 2 �, the operator fN(h) : H1=2(�) !H�1=2(�) is bijective with inverse of norm O(jhj�k1) for some constant k1 > 0.2



It is easy to see that the validity of (H.3) is independent of the choice of �. See alsoRemark 3.2. We also need the following technical assumption.(H.4) n 6= 4.Let f�jg be the resonances of �Ne in �, repeated according to multiplicity. Our mainresult is the following theorem.Theorem 1.1. Under the assumptions (H.1)-(H.4), we have]f�j : j�jj � rg = �nc�n+1R Vol (�)rn�1 +O(rn�2); r!1;where �n = (2�)�n+1Volfx 2 Rn�1 : jxj � 1g.To prove the theorem we �rst show that N(h) in E minus a small neighbourhood ofits boundary can be extended to an h � 	DO, P (h) 2 L1;0cl (�), which is selfadjoint forreal h, with a principal symbol having one eigenvalue vanishing on �, negative in B :=f� 2 T ��; cRk�k < 1g, positive in f� 2 T ��; cRk�k > 1g, and all the other eigenvaluespositive on T ��. We further show that the eigenvalues f�j(h)g, repeated according tomultiplicity, of P (h) near 0 are increasing functions of h, for h small enough, so we cande�ne an in�nite sequence fe�jg � R+ by �j(e��1j ) = 0. Thus, modulo some constant, thenumber of fe�j : e�j � rg is equal to the number of the eigenvalues of P (r�1) in (�1; 0]which, according to well known semi-classical asymptotics, is� r2��n�1Vol(B) +O(rn�2):The �nal step in the proof is to show that there exists a bijection between fe�jg and theresonances f�jg.Acknowledgements. The authors would like to thank J. Lannes for some helpful discus-sions. The �rst author also thanks the Erwin Schr�odinger institute for pleasant workingconditions in October 1995.2 Trace integrals for NThe purpose of this section is to prove the followingProposition 2.1. Let  � C� := f� 2 C : j arg �j < �g be a closed positively orientedC1 curve without self intersections which avoids the resonances. If there are no Dirichletresonances on  and in its interior, thentr (2�i)�1 Z N (�)�1 _N (�)d�is equal to the number of the Neumann resonances inside .3



Proof. Let 
 � C be an open domain and let H1;H2 be two Hilbert spaces. A meromorphicfunction B(�) : 
! L(H1;H2) will be said to be a family with �nite rank singularities in 
if near every pole �0 2 
, B(�) has a Laurent expansionB(�) = eB(�) + kXj=1Pj(� � �0)�j; (2:1)with Pj of �nite rank and eB(�) holomorphic at �0. AsN (�) (resp. N (�)�1) can be expressedin terms of the Dirichlet (resp. Neumann) resolvent, N (�) (resp. N (�)�1) is a family with�nite rank singularities in C� with poles among the Dirichlet (resp. Neumann) resonances.We need the following technical lemma.Lemma 2.2. Let B(�) be as above and let A(�) : 
! L(H2;H1) be a holomorphic function.Let also  : S1 ! 
 be a C1 curve avoiding the poles. Then the operators(2�i)�1 Z A(�)B(�)d� : H1 ! H1 and (2�i)�1 Z B(�)A(�)d� : H2 ! H2are of trace class and have the same trace.Proof. We may replace  by a union of closed loops around the poles inside , so we mayassume that  is already a small closed loop around a pole �0, where (2.1) holds. Then,we can replace B(�) by its singular part Pkj=1 Pj(� � �0)�j in both the integrals above,and we are reduced to the case when B(�) is of trace class. In this case, however, thedesired conclusion is immediate as we can put the traces inside the integrals and use thenthe cyclicity of the trace. 2For � 2 C� we can solve the inhomogeneous Dirichlet problem8><>: (�e + �2)u = f 2 L2(
�);uj� = g 2 H3=2(�);u � outgoing,by u = GD(�)f +KD(�)g;where GD : L2(
�)! H2(
�) is the Dirichlet-Green operator, and KD : H3=2(�)! H2(
�)is the Dirichlet-Poisson operator. Now the Dirichlet-Neumann operator N : H3=2(�) !H1=2(�) is given by N (�) = BKD(�):Hence, _N (�) = B _KD(�) = �BGD(�)KD(�)2�: (2:2)On the other hand, it is easy to see that(�Ne + �2)�1 = GD(�)�KD(�)N (�)�1BGD(�): (2:3)4



Since GD is holomorphic inside , by (2.2), (2.3) and Lemma 2.2, we obtaintr (2�i)�1 Z(�Ne + �2)�12�d�= �tr (2�i)�1 Z KD(�)N (�)�1BGD(�)2�d�= �tr (2�i)�1 Z N (�)�1BGD(�)KD(�)2�d�= tr (2�i)�1 Z N (�)�1 _N (�)d�: 23 Study of N in the elliptic regionAs we are going to use the semi-classical calculus (see the appendix for the terminology andnotations) it will be more convenient to work with the semi-classical parameter h = 1=�which will vary in L := fh 2 C : jImhj � jhj2+�0; jhj � h0;Reh > 0g when � varies in �. Let� 2 L�1;0cl (�) be an h � 	DO depending holomorphically on h such that gWF(I � �) � E.Then it follows from [6] that (I � �)N;N(I � �) 2 L1;0cl (�) with symbols having for everychoice of the local coordinates a common asymptotic expansion1Xk=0 hknk(x; �) (3:1)in the complement of gWF(�), where nk = O(j�j1�k); j�j � c�11 , and extends holomorphicallyin � to a complex neighbourhood of E such that (x; ��) belongs to the neighbourhood when-ever (x; �) belongs to it and � � 1. Furthermore, it follows from the Green formula for theelastic Laplacian that for real h, we have(I � �)(N �N�); (N �N�)(I � �) 2 L�1;�1(�): (3:2)In particular, this implies that n0(x; �) is a Hermitian matrix. Let a1(x; �) � a2(x; �) � ::: �an(x; �) be its eigenvalues. Then we know (see [1],[8]) that a1(x; �) = ea1(x; �)(cRj�j�1) withea1 smooth and ea1; a2 > 0 everywhere in E.Next we shall construct a selfadjoint (for real h) operator P 2 L1;0cl (�) which concides(mod L�1;�1(�)) with N in j�j > c�1, where we can choose c with c1 � c > 0 arbitrarilysmall, and which is elliptic away from �. The only di�culty in doing so is to extend n0(x; �)to the whole T ��. Let c0 2 (cR; c1) and put �0 = f(x; �) 2 T �� : c0j�j = 1g. For any � 2 �0,let (�) 2 Pn�1 be the point corresponding to the eigenspace of n0(�) associated with the(unique) negative eigenvalue a1(�). Obviously,  : �0 ! Pn�1 is continuous. Now, accordingto [3], under the assumption (H.4),  has a continuous extension e : B0 ! Pn�1, whereB0 = f(x; �) 2 T �� : c0j�j � 1g. We will think of e(�) as a 1-dimensional subspace of Cn.Extend a1 to a continuous function a1(�) < 0 on B0. Then it is clear that we can extend5



n0 to a continuous function en0 on B0 with values in the Hermitian matrices such that en0(�)maps e(�) (and hence also e(�)?) into itself, such that en0(�) = a1(�)I on e and en0(�) > 0on e(�)?. This means that we have found a continuous extension en0 of n0 from T �� n B0to the whole T �� such that en0 has one eigenvalue < 0 in B0 while the other eigenvalues are> 0. After decreasing c0 arbitrarily little and regularizing, we may assume that en0 is C1.The lower symbols are much easier to handle. Thus we get an h �	DO, P 2 L1;0cl (�) withleading symbol en0, depending holomorphicaly on h with the following properties:P � = P for h real; (3:3)(I � �)(N � P ); (N � P )(I � �) 2 L�1;�1(�): (3:4)In what follows we will use the notations n0 and a1 for the principal symbol of P and its �rsteigenvalue, respectively. By well known results on the semi-classical eigenvalue assymptotics,if "0 > 0 is small enough, then for real h, the number of the eigenvalues of P in (�1; "0] is(2�h)�n+1 (Vol (f(x; �) 2 T �� : a1(x; �) � "0g) +O(h)) : (3:5)Remark 3.1 Since N(h) is an elliptic h�	DO near j�j =1, we see that N(h) : H1=2 !H�1=2 is a Fredholm operator and in particularN(h) is of constant index for h 2 L. MoreoverN(h) depends holomorphically on h 2 L and is invertible when h�1 is not a resonance, soN(h) is of index 0 for all h. Therefore, whenever N(h) has a bounded left or right inverse,that inverse is two sided. This remark also applies to the operator fN(h) introduced in theassumption (H.3).Remark 3.2 Assuming (H.1), (H.2) and that h0 in the de�nition of L is small enough,the following assumption is equivalent to (H.3), where �0 2 L0;0cl is elliptic near � and withgWF(�0) contained in a small neighbourhood of �:(H.30) For h 2 L; u 2 H1=2, we havekukH1=2 � Cjhj�k1 (kN(h)ukH�1=2 + k�0ukH1=2) :The proof is easy and we will only indicate how to get (H.3) from (H.30). In E we canconstruct a microlocal parametrix for fN(h) and it follows that if � 2 L0;0cl and gWF(�) � E,then for any N0 > 0: k�ukH1=2 � CN0 �kfN(h)ukH�1=2 + jhjN0kukH1=2� : (3:6)Here we use for simplicity the natural h-dependent Sobolev norms discussed in the appendix.Assume in addition that gWF(I � �) is compact and disjoint from � and even disjoint fromgWF(�0) in (H.30). Applying (H.30) to (I � �)u we getk(I � �)ukH1=2 � Cjhj�k1(k(I � �)N(h)ukH�1=2+k[N(h); �]ukH�1=2 + k�0ukH1=2): (3:7)6



Here k(I � �)N(h)ukH�1=2 = k(I � �)fN(h)ukH�1=2 +O(jhj1)kukH1=2and (using a new �) k[N(h); �]ukH�1=2 can be estimated by the RHS of (3.6). Using this in(3.7) and adding (3.6) and (3.7), we getkukH1=2 � Cjhj�k1 �kfN(h)ukH�1=2 + jhjN0kukH1=2� ;so with N0 > k1 and h0 su�ciently small, we �naly deducekukH1=2 � 2Cjhj�k1kfN(h)ukH�1=2:Then fN (h) has a left inverse which, according to Remark 3.1, is also a right inverse and(H.3) follows.4 Positivity of _PIn this section we will study P for real h only. Notice �rst that if h-derivatives are denotedby points, _P 2 L1;1(�) with principal symbol h�1�(n0); (4:1)where � = � � r�. We are going to study �(n0) in a neighbourhood of �. Recall that the�rst eigenvalue a := a1 of n0 vanishes on �, and moreover it is easy to see that �(a) > 0there. Let �(x; �) be the spectral projection associated to a. Then there exists a smoothmatrix-valued function q(x; �); q > 0; [q; �] = 0, such thatn0 = a� + (I � �)q(I � �): (4:2)Hence �(n0) = �(a)� + a�(�)� �(�)q(I � �)�(I � �)q�(�) + (I � �)�(q)(I � �): (4:3)Di�erentiating the identity �2 = �, we get�(�) = ��(�) + �(�)�:Applying � to the left and to the right yields ��(�)� = 0, so�(�) = (I � �)�(�)�+ ��(�)(I � �): (4:4)Using this in (4.3), we get�(n0) = ��(a)� + (I � �)(a�(�)� q�(�))�+�(a�(�)� �(�)q)(I � �)+(I � �)�(q)(I � �): (4:5)7



Since �(a) > 0, it follows that in sense of Hermitian matrices�(n0) � C�1� � C(I � �)for some constant C > 0, and using that q > 0 we obtain�(n0) � C�1I � Cn20; (4:6)with a new constant C > 0. Outside a neighbourhood of � we do not know the sign of �(n0)any more, but we can here use that n0 is elliptic, and (4.6) can be globalized to�(n0) � C�1h�iI � Ch�i�1n20; (4:7)where h�i = (1 + j�j2)1=2. Let hhDi = (1 � h2�)1=2, � being the Laplace operator on �, sothat hhDi has the principal symbol h�i and is selfadjoint for real h. Then, combining (4.1)and (4.7), we get h _P + CP hhDi�1P � C�1hhDi: (4:8)In the remainder of this section we will derive from (4.8) that the eigenvalues of P near 0are increasing functions of h. In the next section we will use (4.8) to show the invertibilityof P (h) when Imh 6= 0.From now on we equip the Sobolev spaces Hs with the h-dependent norm kukHs =khhDisukL2. Let �1(h) � �2(h) � ::: be the eigenvalues of P (h) repeated according tomultiplicity. The domain of P is H1 and from the fact that _P = O(h�1) : H1 ! H0, itfollows that if �k is close to 0 (so that k � h�n+1), then �k(h) is a locally Lipschitz functionin h whose a.e. de�ned derivative satis�esd�k(h)dh = O(h�1): (4:9)We also want a lower bound of the same type. Assume for h = h1 (small) that �k(h1)is of multiplicity m and let F (h1) be the corresponding m-dimensional spectral subspace.For h close to h1, we have precisely m eigenvalues close to �k(h1) and we let F (h) be thecorresponding spectral subspace. Let h2 > h1 be close to h1 and let e(h2) 2 F (h2) be anormalized eigenvector with associated eigenvalue �k(h2). We then extend it to e(h) forh 2 [h1; h2] as the unique smooth function of h in F (h) with _e(h) 2 F (h)?. Trivially e(h1)will be an eigenvector of P (h1) with eigenvalue �k(h1). We haveh ddhhP (h)e(h); e(h)i = hh _P (h)e(h); e(h)i: (4:10)Restricting the attention to the eigenvalues in [��; �] for � > 0 small enough, we havekP (h)e(h)k � �, and (4.8) giveshh _P (h)e(h); e(h)i � C�1hhhDie(h); e(h)i�ChhhDi�1P (h)e(h); P (h)e(h)i� C�1 � C�2 � (2C)�1: (4:11)8



Using (4.11) in (4.10) and integrating between h1 and h2, we get�k(h2)� �k(h1) � (2C)�1 Z h2h1 h�1dh: (4:12)By (4.9) and (4.12), we conclude that the a.e. de�ned derivative of �k(h) 2 [��; �], with� > 0 small enough, satis�es C�1 � hd�k(h)dh � C; (4:13)with some constant C > 0.Fix a h0 > 0 small enough. Since �k(h) decreases when h decreases, as soon as �k(h) 2[��; �], there exists an in�nite sequence hk0 � hk0+1 � ::: of values in (0; h0] de�ned by�k(hk) = 0. Clearly, hk are precisely the values of h in (0; h0] for which P (h) is not invert-ible. Let p > n. We have j�k(h)j � hp (k � h1�n) for h in some interval Ik;p containing hk,of length jIk;pj � hp+1. If 0 < eh � h0, then (eh=2; eh] can intersect at most O(eh�n+1) of theintervals Ik;p and we conclude that the union of all such Ik;p is a union of at most O(eh�n+1)disjoint intervals Jk;p, where each Jk;p is of length at most O(ehp�n+2). Varying eh, we getProposition 4.1. The inverse P (h)�1 : L2 ! L2 exists and is of norm O(h�p) for h 2(0; h0]n
p, where 
p is a union of disjoint closed intervals J1;p; J2;p; ::: with jJk;pj = O(hp+2�n)for h 2 Jk;p. Moreover, the number of such intervals that intersect [h=2; h], for 0 < h � h0,is at most O(h1�n).5 Trace integrals for PWe will now work with h 2 L. Assuming h0 su�ciently small we will �rst prove the followingLemma 5.1. If Imh 6= 0, the inverse P (h)�1 : Hs ! Hs+1 exists andkP (h)�1kL(Hs;Hs+1) � Cs RehjImhj :Proof. Without loss of generality we may suppose that Imh > 0. We have with h1 = Reh:P (h) = P (h1) + iImh _P (h1) + r(h);where hh1Di�1=2r(h)hh1Di�1=2 = O ��h�11 Imh�2� : L2 ! L2:Let u 2 H1=2. ThenIm hP (h)u; ui = Imhh _P (h1)u; ui+ Im hhh1Di�1=2r(h)u; hh1Di1=2ui;9



and using (4.8) and the estimate on r, we getIm hP (h)u; ui+ Ckhh1Di�1=2P (h1)uk2� (Ch1)�1Imhhhh1Diu; ui �O ��h�11 Imh�2� khh1Di1=2uk2:Assuming h0 su�ciently small, the last term can be absorbed, and we obtainIm hP (h)u; ui+ Ckhh1Di�1=2P (h1)uk2� (2Ch1)�1Imhkhh1Di1=2uk2: (5:1)Here khh1Di�1=2P (h1)uk � khh1Di�1=2P (h)uk+O �h�11 Imh� khh1Di1=2uk;and hence from (5.1):(2Ch1)�1Imhkhh1Di1=2uk2 � khh1Di�1=2P (h)ukkhh1Di1=2uk+2khh1Di�1=2P (h)uk2 +O ��h�11 Imh�2� khh1Di1=2uk2:The last term can be absorbed as before and we get(3Ch1)�1Imhkhh1Di1=2uk2 � 2khh1Di�1=2P (h)uk2+(6Ch1)�1Imhkhh1Di1=2uk2 + 3Ch1(2Imh)�1khh1Di�1=2P (h)uk2:This gives with a new constant C > 0:khh1Di1=2uk � Ch1(Imh)�1khh1Di�1=2P (h)uk: (5:2)In other words, P (h) : H1=2 ! H�1=2 has a bounded left inverse of norm O(h1=jImhj). SinceP (�h)� = P (h), the adjoint of the left inverse of P (�h) is a right inverse of P (h), so we seethat P (h) : H1=2 ! H�1=2 has a two sided inverse of norm O(h1=jImhj).To prove the lemma for any s we will use that P is elliptic outside �. Let � 2 L�1;0have its gWF in a small neighbourhood of � so that M = P + � is elliptic. It is easy to seethat P�1 = M�1 �M�1(P �M)M�1 +M�1(P �M)P�1(P �M)M�1: (5:3)Here M�1 2 L�1;0 is O(1) : Hs ! Hs+1 and P �M is O(1) : H�s ! Hs;8s. Using thisin (5.3) together with the fact that the lemma holds for s = �1=2, we obtain the lemma ingeneral. 2Let Jk;p be one of the intervals in 
p given in Proposition 4.1. Let k;p be the piecewisesmooth simple positively oriented loop given by the four segments: Reh 2 Jk;p; Imh =�(Reh)p+1 and Reh 2 @Jk;p; jImhj � (Reh)p+1.10



Proposition 5.2. For every h 2 k;p, the inverse P (h)�1 : Hs ! Hs+1 exists andkP (h)�1kL(Hs;Hs+1) � Cs(Reh)�p; h 2 k;p:Proof. Let h1 2 (0; h0] n 
p, so that by Proposition 4.1,kP (h1)�1kL(L2;L2) � Ch�p1 :By the same argument as in the end of the proof of Lemma 5.1 we derive from thiskP (h1)�1kL(Hs;Hs+1) � Csh�p1 : (5:4)For jh� h1j � h1=2, writeP (h) = P (h1)(I + P (h1)�1(P (h)� P (h1))):Here P (h)� P (h1) = O(1)h�11 jh� h1j : H1 ! L2;so if jh � h1j � hp+11 , we get from (5.4) with s = 0, that P (h) : H1 ! L2 is invertible withinverse O(jhj�p). As before this extends to Hs+1 ! Hs for all s. In particular, if we letReh = h1, then kP (h)�1kL(Hs;Hs+1) � Csh�p1�rst for jImhj � hp+11 , and then also, by Lemma 5.1, when jImhj � C�1hp+11 . This completesthe proof of Proposition 5.2. 2If hk 2 (0; h0]; k � k0, is de�ned by �k(hk) = 0, we de�ne the multiplicity of hk to be themultiplicity of �k as eigenvalue. In the remainder of this section we will prove the followingProposition 5.3. Let  � L be a closed positively oriented C1 curve without self intersec-tions which avoids the points hk. Thentr (2�i)�1 Z P (h)�1 _P (h)dhis equal to the number of hk inside .Proof. Fix an hk and assume that the multiplicity of hk is m so that hk�m1 = hk�m1+1 =::: = hk+m2 where m1 � 0;m2 � 0;m = m1 + m2 + 1. For h close to hk, let F (h) be thespectral subspace corresponding to the eigenvalues �k�m1 (h); :::; �k+m2(h). Then dimF (h) =m and F (h) is also well de�ned for h in a small complex neighbourhood of hk and dependsholomorphically on h. Let e1(h); :::; em(h) be a basis in F (h) which depends holomorphicallyon h and which is orthonormal for real h. De�neR+(h) : L2 ! Cm byR+(h)u(j) = hu; ej(�h)iand put R�(h) = R+(�h)� : Cm ! L2. ThenP(h) := � P (h) R�(h)R+(h) 0 � : H1 �Cm ! L2 �Cm11



depends holomorphically on h and has the inverseE(h) := � E(h) E+(h)E�(h) E�+(h)� : L2 �Cm ! H1 �Cm;which is also holomorphic in h. Moreover, �E�+(h) is simply P (h)jF (h), expressed in thebasis e1(h); :::; em(h). In particular, the eigenvalues of �E�+(h) are �k�m1(h); :::; �k+m2(h).Each of these eigenvalues is � (h� hk)=hk both in sign and size (for h real). ThereforedetE�+(h) = Ck(1 +Ok((h� hk)))(h� hk)m; Ck 6= 0: (5:5)Let  be a su�ciently small positively oriented circle centered at hk and considerI := tr (2�i)�1 Z P (h)�1 _P (h)dh:Note that it follows from the formulaP (h)�1 = E(h)�E+(h)E�1�+(h)E�(h);where E(h) is holomorphic inside  and E+; E� are of �nite rank, that P (h)�1 is a Fredholmfamily, so I is well de�ned andI = �(2�i)�1 Z tr �E+(h)E�+(h)�1E�(h) _P (h)� dh: (5:6)From the relation _E(h) = �E(h) _P(h)E(h);we get � _E�+ = E� _PE+ + E�+ _R+E+ + E� _R�E�+: (5:7)By (5.6), (5.7) and the cyclicity of the trace, we obtainI = �(2�i)�1 Z tr �E�1�+E� _PE+� dh= (2�i)�1 Z tr �E�1�+ _E�+� dh + (2�i)�1 Z tr � _R+E+� dh+(2�i)�1 Z tr �E�1�+E� _R�E�+� dh: (5:8)Here _R+E+ is holomorphic inside , so the corresponding integral vanishes. The same holdsfor the last integral in (5.8) sincetr �E�1�+E� _R�E�+� = tr �E� _R�� :We then have in view of (5.5),I = (2�i)�1 Z tr �E�1�+ _E�+� dh= (2�i)�1 Z d(log detE�+(h)) = m; (5:9)which is the desired result for this simple curve . It is now immediate to extend this for ageneral curve . 212



6 Relationship between the trace integrals for P andNIn this section we will compare the trace integrals that we have already studied in the pre-ceding sections. Before doing so, however, we will prove the followingProposition 6.1. For every h 2 k;p, the inverse N(h)�1 : Hs ! Hs+1 exists andkN(h)�1kL(Hs;Hs+1) � Cs(Reh)�p; h 2 k;p:Proof. In view of Proposition 5.2, it su�ces to take h varying in a subset of fh 2 L : jhj � h0gwhere P (h)�1 exists and is of norm Os(jhj�p) in L(Hs;Hs+1), with h0 = h0(p) > 0 to betaken small enough. Let �1; �2 2 L0;0 with gWF(�1) \ gWF(�2) = ;, gWF(�1) or gWF(�2) isdisjoint from �. Let M be an elliptic h � 	DO whose symbol coincides (modulo S�1;�1)with that of P outside some su�ciently small neighbourhood of �. Then from (5.3) we get�1P�1�2 = O(jhjs) : H�s ! Hs; 8s: (6:1)We can treat fN�1 in the same way, fN being de�ned in (H.3). Let �1; �2 2 L0;0 withgWF(�1) \ gWF(�2) = ;, gWF(�1) or gWF(�2) is disjoint from f(x; �) 2 T �� : j�j � c�11 g.Choose M as above, so that the symbols of M and fN , both operators having well de�nedsymbols in j�j > c�11 mod S�1;�1, coincide mod S�1;�1 in j�j > c�1, where c < c1 issu�ciently close to c1. This means that if � 2 L�1;0 and gWF(I��)\fj�j � c�1g = ;, then(M � fN )(I � �); (I � �)(M � fN) 2 L�1;�1: (6:2)Replacing P by fN in (5.3) we then get�1fN�1�2 = O(jhjs) : H�s ! Hs; 8s: (6:3)Let � 2 L�1;0 with gWF(�) contained in a small neighbourhood of �. Now we are going toshow that the operator R = fN�1(I � �) + P�1�is an approximative right inverse of N . We haveNR = I + (N � fN )fN�1(I � �) + (N � P )P�1�:Here (N�fN)fN�1(I��) 2 L�1;�1 by (6.3), assuming of course that the symbols of N and fNcoincide outside a su�ciently small neighbourhood of � in the elliptic region. Let e� 2 L�1;0with gWF(I � e�)\fj�j � c�1g = ;, gWF(e�)\ gWF(�) = ;, so that (N �P )(I � e�) 2 L�1;�1.Then, in view of (6.1),(N � P )P�1� = (N � P )(I � e�)P�1�+ (N � P )e�P�1�13



= O(jhjs) : H�s ! Hs; 8k:By inversion of a Neumann series we then get a right inverse which, according to Remark3.1, is a two sided inverse and the desired result follows. 2It follows from Propositions 6.1 and 5.2, and the analysis above, thatN�1 = fN�1(I � �) + P�1�+K; (6:4)P�1 = M�1(I � �) + P�1�+K 0; (6:5)with K;K 0 = O(jhjs) : H�s ! Hs; 8s 2 R; h 2 k;p. By (6.4) and (6.5) we have with a �xedeh 2 k;p: tr (2�i)�1 Zk;p N(h)�1 _N(h)dh= tr (2�i)�1 Zk;p P (h)�1� _N(h)dh +Op(jehj1)= tr (2�i)�1 Zk;p P (h)�1� _P (h)dh +Op(jehj1)= tr (2�i)�1 Zk;p P (h)�1 _P (h)dh +Op(jehj1): (6:6)Here we have used that we can take � holomorphic in h, so that the contributions from the�rst term in the right hand sides of (6.4) and (6.5) vanish. In view of Propositions 2.1 and5.3, (6.6) tels us that there are exactly as many inverse resonaces inside k;p as there arepoints hk in Jk;p. It is also clear that there are no inverse resonances outside the union ofk;p. In view of Proposition 4.1 we get with a suitable choice of h(p):Proposition 6.2. For every p > n, there is a bijection lp from the set of hk in (0; h(p)],counted with multiplicity, into the set of the inverse resonances in fh 2 L : jhj � h(p)g,counted with multiplicity, such thatjlp(h)� hj � Cphp+2�n:By skillfully patching together di�erent lp we getProposition 6.3. If h0 > 0 is suitably chosen, there is a bijection l from the set of hk in(0; h0], counted with multiplicity, into the set of the inverse resonances in fh 2 L : jhj � h0g,counted with multiplicity, such that for every p > 0:jl(h)� hj � Cphp:14



De�ne e�k := h�1k . We haveProposition 6.4. If C0 > 0 is suitably chosen, there is a bijection l from the set of e�k in[C0;+1), counted with multiplicity, into the set of the resonances in f� 2 �; j�j � C0g,counted with multiplicity, such that for every p > 0:jl(�)� �j � Cp��p:It is now clear how to �nish the proof of Theorem 1.1 as indicated at the end of theintroduction.AppendixLet � be a compact manifold without boundary of dimension n� 1, that we equip witha smooth Riemannian metric, and let h 2 (0; h0]; h0 > 0. De�ne the Sobolev spaces Hs withh-dependent norm: u 2 Hs , hhDisu 2 L2. Here hhDi := (1 � h2�)1=2, where � is theLaplace-Beltrami operator on �. We say that A 2 L�1;�1 if A = O(hs) : H�s ! Hs;8s.Let U � Rn�1 be an open domain. We let Sm;k(U � Rn�1) be the space of functionsa(x; �;h) on U �Rn�1 � (0; h0] which are smooth in (x; �) and such that for every compactK � U and all �; � 2 Nn�1:j@�x@�� a(x; �;h)j � CK;�;�h�kh�im�j�j; 8(x; �) 2 K �Rn�1:If aj 2 Smj ;kj ; j 2 f0; 1; 2; :::g;mj & �1; kj & �1, then as usual we de�ne a 2 Sm0;k0given by a �P1j=0 aj, and a is unique up to S�1;�1 = \m;kSm;k. We de�ne Sm;kcl � Sm;k asthe subspace of all a which have an asymptotic expansiona(x; �;h) � 1Xj=0 hj�kaj(x; �);where aj 2 Sm�j1;0 (U �Rn�1) are independent of h. Recall that Sm�;�(U �Rn�1) is the space ofall functions a(x; �) 2 C1(U�Rn�1) such that for every compactK � U and all �; � 2 Nn�1:j@�x@�� a(x; �)j � CK;�;�h�im��j�j+�j�j; 8(x; �) 2 K �Rn�1:The spaces Sm;kcl have a natural regularity in h. We can and will choose the asymptotic sumsa(x; �;h) such that (h@h)la 2 Sm;kcl ;8l, with the asymptotic expansion(h@h)la � 1Xj=0 hj�k(j � k)laj(x; �):Denote by Lm;k; Lm;kcl the corresponding spaces of h � 	DO which up to L�1;�1 are givenin local coordinates by a(x; hDx;h) with a 2 Sm;k and Sm;kcl respectively. Now we are going15



to introduce the notion of wave front, gWF(A), of an operator A 2 Lm;k(�). Let gT �� be thecompacti�cation of T �� by adding f(x;1�) : (x; �) 2 S��g ' S�� as a natural boundary(gT �� is then homeomorphic to f(x; �) 2 T �� : j�j � 1g). If � 2 T ��, we say that � 62 gWF(A)if the symbol of A, for some choice of local coordinates near the projection of �, is of classS�1;�1 near �. If � = (x0;1�0) 2 gT ��nT ��, we say that � 62 gWF(A) if the symbol of A is ofclass S�1;�1 in f(x; �) : x 2 neigh(x0); �=j�j 2 neigh(�0); j�j � Cg for some neighbourhoodsof x0 and �0, and for some constant C > 0. It follows from the de�nition that gWF(A) isclosed, gWF(AB) � gWF(A) \ gWF(B); gWF(A) = ; ) A 2 L�1;�1. Moreover, if A 2 Lm;kcl ,then gWF(h@hA) � gWF(A).Now we are going to extend the above notions to complex h. More precisely we will workin the domain fh 2 C : 0 < jhj � h0; jImhj � jhj1+�0g; (A:1)where �0 > 0 and h0 > 0 is small enough. Clearly, we may assume that arg h 2 (��=2; �=2).Then hhDis is a well de�ned operator and we can still de�ne the h-dependent Sobolevspaces. Moreover, the norms khhDisukL2; khjhjDisukL2; khRehDisukL2 are equivalent, uni-formly with respect to h, for every �xed s 2 R. It also makes sense to speak about operatorsof class L�1;�1, when h varies in the set (A.1). Now consider an A 2 Lm;kcl and assume thatthere exists an "0 > 0 such that for every choice of local coordinates in �, the full symbol ofA becomes a(x; �;h) � 1Xj=0 hj�kaj(x; �); (A:2)where the function r! aj(x; r�) has a holomorphic extension to 1=2 � jrj � 2; j arg rj � "0,for x 2 U; � 2 Rn�1; j�j � Cj;U > 0. Moreover, we assume that this extension, which we canalso denote by aj(x; r�), is of class Sm�j1;0 in U � f� 2 Rn�1 : j�j � Cj;Ug. For j�j � 2Cj;U ,let eaj(x; �) denote an almost analytic extension so that �@�eaj(x; �) is O(jIm �j1). Then for(1 + ")Cj;U � j�j � (2� ")Cj;U , and r as above, we haveeaj(x; r�)� aj(x; r�) = O(jIm rj1): (A:3)Pasting together eaj(x; r�) and aj(x; r�), by means of a cuto� �(x; r�), we get an extensionâj(x; r�) of aj(x; r�) to x 2 U; � 2 Rn�1; 1=2 � jrj � 2; j arg rj � "0, such that âj(�; r�) is aC1 function of r with values in the class Sm�j1;0 , with@�râj(x; r�) = ( O(jImrj1);0 for j�j � 2Cj;U ;so that @�râj(x; r�) = O(jIm rj1) in S�11;0 . As an extension of aj(x; hD); 0 < h � h0; we nowtake âj(x; hD) for h in the set (A.1). We have@�hâj(x; h�) = h1 @@(�h=h1) âj(x; (h=h1)h1�);where we let h1 > 0 be h-independent, so that@�hâj(x; h�) = h1O((h�11 jImhj)1)16



in the sense of the functions f(x; h1�); f 2 S�1. Because of the shape of the domain (A.1),we then get @�hâj(x; h�) = rj(x; jhj�;h); rj 2 S�1;�1;and similarly for @kh@�hâj. It is now clear that we can extend A 2 Lm;kcl for h in the set(A.1) in such a way that @kh@�hA 2 L�1;�1. By solving a �@-problem we will next see thatwe can, after modifying A by an operator in L�1;�1, extend A holomorphically in thedomain (A.1). We may assume that we have the extension of A above in the slightly biggerdomain jImhj � 2(Re h)1+�0; 0 < Reh � 2h0. Let � be a C1 function on this bigger domainwhich vanishes near the boundary and is equal to 1 on (A.1). We may further assume that@kh� = O(jhj�p(k));8k. Then@kh(��@hA) = O(jhj1) : H�s ! Hs; 8(k; s):Next we try to solve the equation @R@�h = �@A@�hin a small sector around (0; 2h0]. Put h = ez. Then we want to solve@R@�z = �@A@�z (A:4)in a half band jIm zj < C0; 0 < Re z < C1; (A:5)in which the right hand side has its support. Also,@kz (��@zA) = O((eRe z)1) : H�s ! Hs; 8(k; s): (A:6)Now let e�(z�w)2�(z�w) be a convenient fundamental solution of @�z and we choose R to be thecorresponding solution of (A.4):R(z) = Z e�(z�w)2�(z � w)  �@A@�z ! (w)L(dw); (A:7)where L(dw) denotes the Lebesgue measure. Then in (A.5) we have@kzR = O((eRe z)1) : H�s ! Hs; 8(k; s);and going back to the h-variable, we get@R@�h = �@A@�h ; (A:8)with @khR = O(jhj1) : H�s ! Hs; 8(k; s);in the domain (A.1). Summing up, we have proved17



Proposition A.1. Let A 2 Lm;kcl (�) satisfy the assumptions around (A.2). Then, if h0 > 0is small enough in (A.1), we can �nd R(h), for h in the domain (A.1), such that@khR = O(jhj1) : H�s ! Hs; 8(k; s);and such that eA(h) = A(h) +R(h) extends holomorphically to the domain (A.1). Moreover,we have eA(h) = B(Reh;h=jhj) = C(jhj;h=jhj), where B;C 2 Lm;kcl (�) uniformly in h=jhj.Remark A.2. It is easy to see that if � 62 gWF(A), then � 62 gWF(B); � 62 gWF(C).References[1] M. Kawashita, On the local-energy decay property for the elastic wave equation withthe Neumann boundary conditions, Duke Math. J., 67(1992), 333{351.[2] M. Kawashita, On a region free from the poles of the resolvent and decay rate of thelocal energy for the elastic wave equation, Indiana Univ. Math. J., 43 (1994), 1013{1043.[3] J. Lannes, Private communication.[4] J. Sj�ostrand and M. Zworski, Complex scaling and the distribution of scatteringpoles, J. Amer. Math. Soc., 4 (1991), 729-769.[5] P. Stefanov and G. Vodev, Distribution of resonances for the Neumann problemin linear elasticity outside a ball, Ann. Inst. H.Poincar�e (Physique Th�eorique), 60(1994),303{321.[6] P. Stefanov and G. Vodev, Distribution of resonances for the Neumann problem inlinear elasticity outside a strictly convex body, Duke Math. J., 78(1995), 677{714.[7] P. Stefanov and G. Vodev, Neumann resonances in linear elasticity for an arbitrarybody, Commun. Math. Phys., to appear.[8] M. Taylor, Rayleigh waves in linear elasticity as a propagation of singularities phe-nomenon, in Proc. Conf. on P.D.E. and Geometry, Marcel Dekker, New York, 1979, 273{291.[9] K. Yamamoto, Singularities of solutions to the boundary value problems for elastic andMaxwell's equations, Japan J. Math., 14(1988), 119{163.J. Sj�ostrand: Ecole Polytechnique, Centre de Math�ematiques, 91128 Palaiseau Cedex,France, and URA 169 du CNRSG.Vodev: Universit�e de Rennes 1, IRMAR, URA 305 du CNRS, Campus de Beaulieu,35042 Rennes, France 18


