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Semi-classical Limit for Random Walks1Ursula PorodSteve ZelditchUniversity of California, Berkeley 94720Johns Hopkins University, Baltimore, Maryland 21218October 1995AbstractLet (G;�) be a discrete symmetric random walk on a compact Lie group G with step distribution �and let T� be the associated transition operator on L2(G). The irreducibles V� of the left regular repre-sentation of G on L2(G) are �nite dimensional invariant subspaces for T� and the spectrum of T� is theunion of the sub-spectra �(T� 0jV�) on the irreducibles, which consist of real eigenvalues f��1; :::; ��dimV�g.Our main result is an asymptotic expansion for the spectral measuresm��(�) := 1dimV� dimV�Xj=1 �(�� ��j)along rays of representations in a positive Weyl chamber t�+, i.e. for sequences of representations k�,k 2 IN with k !1. As a corollary we obtain some estimates on the spectral radius of the random walk.We also analyse the �ne structure of the spectrum for certain random walks on U(n) (for which T� isessentially a direct sum of Harper operators).0 IntroductionThe spectral theory of a random walk (G;�) on a compact Lie group G is concerned with the spectrum ofthe Markov (or transition) operator T� : L2(G; d�0)! L2(G; d�0)T�(f) = � ? fwhere d�0 is Haar measure on G and where � is a positive measure of mass 1. If � is symmetric, i.e.,d�(g) = d�(g�1) for all g 2 G, the operator T� is self-adjoint on L2(G; d�0). Moreover, ifL2(G; d�0) =M�2Ĝ V� 
 V �� (Ĝ = unitary dual)is the decomposition into irreducibles of the left regular representation of G on L2(G; d�0), thenT� : V� ! V� for all � 2 Ĝ;that is, all irreducibles are invariant subspaces for T�. It follows that �(T�), the spectrum of T�, has theform(0:1) �(T�) = [�2Ĝ�(T�0jV�)where T�0jV� is the restriction of T� to V�. Equivalently, we have(0:2) �(T�) = [�2Ĝ �(�̂(�))1Supported by the Miller Institute for Basic Research in Science and partially by NSF grant #DMS-9404637.1



where(0:3) �̂(�) = ZG �(g)d�(g)is the Fourier transform of � at �. The decomposition (0.2) shows that �(T�) � [�1; 1] consists entirelyof eigenvalues. The main purpose of this paper is to exploit it further to determine some �ne structureproperties of the spectrum.To state the problem more precisely, we �rst recall that a unitary irreducible representation � of G isuniquely determined by its highest weight, which for convenience we will also denote by �. Hence the unitarydual is parametrized Ĝ = I� \ t�+by the intergral points I� in a positive Weyl chamber of the dual of a Cartan subalgebra t. For each� 2 I� \ t�+ we associate to �(�̂(�)) = f��i : i = 1; 2; : : : ; dimV�g the probability measure(0:4) m�� (�) := 1dimV� dim V�Xj=1 �(� � ��j)in IR. Our interest is in determining the asymptotic properties of the measures m�� as j�j ! 1 along rays inĜ, i.e., for sequences of representations k�, k 2 IN with k!1. This generalizes the analysis of asymptoticsof Fourier coe�cients of measures on the circle group S1. Since the limit along rays has many (well-known)analogies to the semi-classical limit in quantum mechanics, we view the problem as that of determining thesemi-classical limit of the random walk.Asymptotic expansions for m�k� cannot be expected, and indeed do not exist, for an arbitrary measure� on G. For instance, in the case of S1 there are just two rays in Ŝ1 ' ZZ , ZZ+ and ZZ�, and m��k(�) =�(� � �̂(�k)). Under the symmetry condition, �̂(k) = �̂(�k), so we have� = 1 + 2Xk�1 �̂(k) cos k�and any asymptotic expansion �̂(k) � a0km + a�1km�1 + : : : (k !1)of the Fourier coe�cients �̂(k) would immediately entail an asymptotic expansion (in the sense of singulari-ties) � � 1 + a0<�m + a�1<�m�1 + : : :of � in terms of the homogeneous distributions�r(�) = 1Xk=0kreik�on S1 (<�r denotes the real part of �r). Such � are clearly of a restricted class. However, this class is a verynatural one which generalizes to any group { it is the class of \Lagrangean" measures of modern Fourieranalysis (aka the theory of Fourier integral operators, see [H�o I{IV][D]). For such measures, asymptoticexpansions similar to the one above can be expected.Many random walks (G;�) of interest in probability theory �t into this framework, for example, discreterandom walks (i.e., with supp� � G discrete) or random walks with � supported on a conjugacy class (as2



studied in [R][P]). For such random walks it is possible to apply the methods of microlocal analysis to studythe spectrum and smoothing properties of T�. In this paper we concentrate on discrete random walks, i.e.where � is a discrete measure � = 1m� nXi=1 ci(�ai + �a�1i )withm� = 2Pni=1 ci. In the sequel [P.Z] we extend the methods and results to certain continuous Lagrangeanrandom walks, such as �-functions on positively curved hypersurfaces or on sums of conjugacy classes.Discrete random walks are much simpler technically than continuous random walks and hopefully provide aclean introduction to the microlocalization of random walks to rays of representations.Let us explain this notion in more detail before describing our methods and results. The key idea isto simplify the study of a random walk on a compact Lie group by localizing it to a ray in the cotangentbundle T �G or in the unitary dual Ĝ: The motivation for such a localization is that the Fourier transform�̂(�) can behave di�erently in di�erent directions as � ! 1 and one would like to isolate the behaviour ineach direction. Each ray correponds to a di�erent co-adjoint orbit, and the localization to a ray restricts thedynamics of the random walk to this orbit. This kind of behaviour is well-known in the Fourier analysis ofsurface-carrying measures on IRn (see e.g. [Stein, VIII: x5]) and arises for essentially the same reasons onany Lie group. It does not seem to have been studied before in the setting of non-abelian Lie groups (seehowever the paper of Taylor-Uribe [T.U] for a microlocal analysis of certain central measures).Thus, our goal is to microlocalize a discrete random walk T� to a ray of reprsentations IN� and todetermine the asymptotic behaviour of its Fourier transform as encoded by the spectral measures m�r�. Sincethis only involves the L2 theory of T� we are free to conjugate to a realization of the ray IN� best adapated tothe problem of determining the semi-classical limit of the spectral measures m�r�. The relevant constructionis the homogeneous generalization of the Kirillov-Kostant orbit theory due to Guillemin-Sternberg [G.S].Recall that in the classical Borel-Weil-Bott- Kirillov-Kostant theory, an irreducible representation (�; V�)corresponds to the classical \phase space" O�, the coadjoint orbit of � in g�. In the homogeneous quantizationtheory of Guillemin-Sternberg [G.S{1], the entire ray IN� corresponds to the Hardy subspace H2(B�) �L2(B�) where B� is the so-called \prequantum" S1-bundle over O�. We defer the precise de�nitions ofthese objects to x2. For the time being, the main point is that B� is a homogeneous space of G, andthat H2(B�) � L1r=0 Vr�. Thus, we can determine the semi-classical asymptotics of m�r� along the rayby studying the concrete random walk (G;�;H2(B�)). The spectrum of T� on any homogeneous space, inparticular on G, can then be synthesized from these special, but fundamental, cases. Concrete examples ofsuch rays of representations will be presented in x4, along with rays such as L2(Sn) for G = SO(n+1) whichdo not arise from this construction.Let us now state our results. In the following, we identify irreducibles with their highest weights �, whichare lattice points in a positive Weyl chamber t�+. The notation interior(t�+) stands for the interior of theWeyl chamber. There is a slight distinction in the results between interior weights � and weights lying on thewalls of the Weyl chamber (which we will refer to as `wall weights.') For the sake of brevity, we concentrateon the interior case and do not describe the possible behaviours of wall weights. However, we should pointout that the results for wall weights are often identical to the results for interior weights. For instance, inthe case of G = U (n) only scalar weights behave di�erently from interior weights (see the Remark in x3).Main Theorem Let � = 1m� Pni=1 ci(�ai + �a�1i ) be a discrete probability measure on a compact Lie groupG. Then, for all � 2 I� \ t�+, the asymptotics of m�r� is given as follows:(a) Interior case: If � 2 interior(t�+) , then(0:5) dm�r� � Xz2ZG\���(z)rdm�;z +O(r�1)3



where:(i) ZG denotes the center of G;(ii) � = haii � G denotes the subgroup generated by faig;(iii) �� denotes the highest weight character of �;(iv)(e) dm�;e is the positive measure on [�1; 1] determined by the moments(0:6:e) ZIR xpdm�;e = ��p(e) ;(iv)(z) dm�;z is a measure on [�1; 1] with the moments(0:6:z) ZIR xpdm�;z = ��p(fzg) ;(v) the remainder O(r�1) holds pointwise for each f 2 C1(IR); for each f 2 C(IR) the remainder is o(1).(b)Wall case: Suppose � is a wall weight, and let(vi) Z� := Tg2G g�1G�g, where G� is the stabilizer group of �. Then:(0:7) dm�r� � Xz2Z�\���(z)rdm�;z + O(r�1)with ii{v unchanged.Above, the sums in (0.5), resp. (0.7) should be understood in the following sense: for each k, the kth momentof the measure on the left side equals the kth moment of the formal sum of measure on the right side. Notethat for each k, only a �nite number of measures m�;z have non-zero kth moment. The fact that m�;z is ameasure for z 6= e will be explained in Remark (3) below.Let us now derive a number of consequences from the Main Theorem.First, consider the asymptote Pz2ZG\� ��(z)rdm�;z in the interior case. It is natural to lump togetherthe terms with a �xed value of ��(z). We therefore set(0:8:1) �� := f� 2 [0; 2�) : 9z 2 ZG \ �; ��(z) = ei�gwhich is evidently a countable subset of angles f�jg. For each � 2 �� we also put(0:8:2) Z�;� := fz 2 ZG \ � : ��(z) = ei�g:Then the asymptote can be re-written in the form:(0:9:1) Xz2ZG\���(z)rdm�;z = X�j2�� eir�jdm��jwith(0:9:2) dm��j = Xz2Z�;�j dm�;z:As is typical in the world of trace formulae, the terms in (0.9.2) can possibly cancel each other out. Thiscertainly does not happen in the case of � = 0 since we have(0:10:o) dm�o = limN!1 1N NXn=0dm�n�4



i.e the limit spectral measure with � = 0 is the Cesaro mean of the spectral measures along the ray. Since itis an average of positive measures it must be positive. However, the other limit spectral measures are givenby(0:10:j) dm��j = limN!1 1N NXn=0 e�in�jdm�n�and are consequently signed averages. There is no obvious reason why they cannot cancel out. To take thispossibility into account, we henceforth write(0:11) ��� := f� 2 �� : dm�� 6= 0:gIt is evident from the Main Theorem and from (0.10.j) that the angles �j 2 ��� and the measures dm��jare spectral invariants of the random walk T� along the ladder IN�: They are analogous to the so-calledprincipal band invariants of a self-adjoint Toeplitz operator on contact manifold with periodic characteristicow, or of the Laplacian on a Zoll manifold (cf. [BdM.G, x13] for background and references). However,the Markov operator T� is a kind of Fourier Integral Toeplitz operator associated to a Markov chain (therandom walk), whereas the previously studied Toeplitz or pseudodi�erential operators have no dynamicalaspect (they are associated to the identity map). Hence the analogy only goes so far. In particular, we havenot one band invariant, but a whole family dm��j of band invariants. To give them a name, we will refer tothem as the limit spectral measures of the random walk on the ray. The name is justi�ed by the following:Corollary 1 In the notation of the Main Theorem, suppose that � is an interior weight. Then:[�j2�� supp(dm��j ) � �(T�0jIN�)(S denotes the closure of the set S).The proof is just to observe that if � =2 �(T� 0jIN�), then there is an open set (� � �; �+ �) disjoint from�(T� 0jIN�) and hence all the band spectral measures dm�r� annihilate the functions in Cc(���; �+�):Hence somust each limit measure dm��j . The result in the wall case is analogous and is left to the reader to formulate.We note that the converse � relation is a very di�cult problem, since a priori the limit spectral measuresonly capture points of density in the spectrum of the random walk. Whether or not all points of �(T�0jIN�)are points of density is a question that requires a detailed study in each special case.Two extreme cases occur when ��(z) � 1 and when ��(z) 6= 1 for z 6= e: In the �rst case we obviouslyhave:Corollary 2 If ��(z) = 1 for all z 2 ZG \ supp �p (for example, if ZG is trivial), then, for interior � 6=,there exists a weak limit m�r� �!w� m�with moments(0:12) ZIR xpdm� = Xz2ZG ��p(fzg):In the second case, we can deduce results about the spectral radius��� := supfj�j : � 2 �(T� 0jIN�)g5



of the random walk (G;�) along the ray IN�. The key point here is that the limit measures dmz;� dependonly on the discrete group � := ha�1i ; i = 1; : : :ni, on the generating set A = faig and on the set ZG. Inparticular, the limit measure dm�;e corresponding to the identity element e is the Kesten spectral measureof the random walk (�; �) de�ned by � on l2(�). As is well-known, this spectral measure encodes manyproperties of the pair (�; A). See [K.V] and [H.R.V] for background. >From the known results on thespectrum of (�; �), we conclude:Corollary 3 Suppose ��(z) 6= 1 for z 2 ZG \ � n fidg. Then, with the above notation and assumptions:(i) Suppose � is an amenable group. Then ��� = 1.(ii) Suppose � is a free group and fai; i = 1; : : : ; ng is a free set of generators. Then [�p2n�1n ; p2n�1n ] ��(T� 0jIN�).Remarks:(1) The Main Theorem may be viewed as connecting the spectral theory of the random walk determinedby � along rays of representations of G with the spectral theory of the random walk (�; �) de�ned by � onl2(�): Essentially, we are looking at di�erent representations of the element T� = 1m� P ciai 2 C[�]. For therandom walk (�; �), we are considering the left regular representation � of � on l2(�): Along the ray, we areconsidering the representation H2(B�) of G, restricted to �: For simplicity of notation, let us denote thisrestricted representation of � by ��. Then in favorable cases, our results allow us to compare the spectraSp�(T�) and Sp��(T�):(2) To enlarge on the comparison, we consider it from the C*-algebraic point of view (cf. [H.R.V]). Given aunitary representation � of � on a Hilbert space H we can take the norm closure of C[�] in the algebra L(H)of bounded operators on H, to obtain a C* algebra C��(�). In the case of the left regular representation, weget the reduced C*-algebra C��(�): In the case of �� we get a representation C��� .Consider for instance the spectral measure dm�;e from the C* point of view. Its moments may beexpressed in the form ZIR xpdm�;e = h�(T�)p�e; �eiThe linear functional � (A) = h�(A)�e; �ei on C[�] is continuous with respect to the operator norm of �(A)on l2(�) and hence extends to a continuous trace on C��(�). It further extends to a continuous trace on theweak closure W �� (�). In terms of the spectral resolution dEx of �(T�) we may writem�;e(B) = � (EB)for any Borel B � IR: It is known that the support of this measure m�;e equals the spectrum Sp�(T�) of�(T�) as an element of C��(�) (cf. [H.R.V, Proposition 5].) This fact allows one to relate Sp�(T�) to theproperties of (�; A) (loc.cit.)The fact that m�;e arises in the asymptotics of m�r� also allows us to relate Sp�� (T�) to the properties of(�; A; ��). The Corollary above gives one example. The other spectral measures arising in the asymptoticscan be used in a similar way, at least when the oscillatory factors ��(z)r can be separated out from eachother.(3) We note that the other spectral measures m�;z with z 6= e also arise from traces on C��(�). They arede�ned by � z(a) := ha�e; �zi: In other words � z(�()) = 1 if z = e and is otherwise zero.The trace condition � z(ab) = � z(ba) follows easily from the condition z 2 ZG, and continuity on C��(�)is obvious. However, � z(I) = 0 if z 6= e so the traces are not states on the algebra.6



The traces � z induce measures on Sp�(T�) as in the case of z = e: namely, we de�ne m�;z on C(Sp�(T�))by Z fdm�;z := � z(f(�(T�))):Since jjf(�(T�)jj = jjf jj1 (the sup-norm on the set Spec(�(T�))), it is evident that m�;z does actually de�nea measure on Sp�(T�).(4) The traces � z originally arise as residue (Dixmier) traces on the algebra of Toeplitz operators on H2(B�):They are in general not continuous traces on the C* algebra (norm closure) of the Toeplitz algebra. Whenrestricted to C��� they may be viewed as de�ning unbounded traces on this algebra.Examples:Examples of rays of representations of compact semi-simple Lie groups and of their discrete random walkswill be given in x4. In particular, we will analyze in detail the spectrum of a speci�c discrete random walkon the unitary group (the pseudo-Harper operator) by means of the spectral measures obtained in the MainTheorem.For the time being, let us consider some well-known examples from the literature on the spectral theoryof discrete random walks on Lie groups.(Ex.1) A special case of a discrete random walk on a ray of representations is given by the Hecke operatorson L2(S2) studied by Lubotzky, Phillips, and Sarnak [L.P.S] (see also [CV]) In this example, the group isG = SO(3) and L2(S2) consists of just one ray. The random walk has transition operator T = 16PTai+Ta�1iwhere the ai are rotations around three perpendicular axes and with angle � given by cos� = �35 : The group� is a free group, and the rate of equidistribution of orbits of the random walk is optimal. Since G has trivialcenter, only the measure corresponding to z = e shows up in limit spectral measure, i.e. the limit spectralmeasure of this random walk is the Kesten spectral measure for the left regular representation.Our methods could also be extended to non-compact Lie groups such as G = SL(2; IR), and would thenapply to the (true) Hecke operators Tp, acting in the discrete or continuous ray (series) of representations ofthe quotient G=SL(2; ZZ). The results are just as in the previous example.(Ex.2) A well-known example of a discrete random walk on the three- dimensional reduced Heisenberggroup NIR is given by the measure 14 [�U + ��U + �V + ��V ], where U; V are elements satisfying UV = ei�V U:The corresponding transition operator is the Harper operator H� = 14 [U +U�+V +V �]: It is much- studiedas a model for a periodic Schrodinger operator in a magnetic �eld; see [B][B.V.Z] [C.E.Y][Su] for a varietyof results and points of view.As is well-known, the spectrum has a very interesting dependence on �: for rational values � = pq , thespectrum is a union of q+1 intervals in [�1; 1] with q gaps between them; when � is irrational, the spectrumis often (and conjecturally always) a Cantor set. These facts can be proved by studying the C�-algebra A�generated by these unitaries (the so-called rotation algebra, or non-commutative torus). See the articlescited above.The Harper operator could be studied from the point of view of this paper as a discrete random walkon a Lie group (namely, NIR). However, our concern will be with a compact analogue on the unitary groupU (q). Namely, for � = pq with (p; q) = 1, the algebra A� has an irreducible representation � taking U to thediagonal matrix u := diag(1; ei�; : : : ; e(q�1)�) and V into the cyclic permuation operator v on the standardbasis e2 ! e1; : : : ; en ! en�1; e1 ! en. These matrices are unitary, hence �(H�) is the transition operatorof a random walk �� := 14(�u + �u� + �v + �v�)7



on U (q). Given a ray of representations IN� of U (q) we then get an example of a randomwalk (U (q); ��;H2(B�))to which the Main Theorem applies.The relation between the spectrum of the random walk �� and the spectrum of the Harper operator isnot so immediate, however. The problem is that along the ray, u, resp. v, act by the translation operatorsTu, resp. Tv, on H2(B�). The commutation relation between Tu and Tv along the ray is then given byTuTv = TzTvTuwhere Tz is translation by z = ei�. Evidently Tz is not multiplication by a scalar so the algebra hTu; Tvigenerated by Tu; Tv is not the rotation algebra.Nevertheless, as will be explained in x4, the spectrum of T� along a ray can be related to the spectra of a�nite number of Harper operators. Hence the analogy to the rational Harper operator is not too far fetched.From this example, we see that the spectrum of discrete random walks along rays of representations canhave interesting multiple band-gap structures.This article is intended for readers with an interest in random walks but with little or no backgroundin microlocal analysis. For this reason, we have included rather lengthy expository sections summarizingthe relevant material from homogeneous quantization theory and Fourier integral operators (Sections 1{2).Much of the proof of the theorem above will be given, as examples and illustrations, in the course of theexposition, so it should be regarded as an integral portion of the text. The microlocalization of a randomwalk to a ray of representations actually requires the theory of Toeplitz operators of [BdM.G]. We will bebuilding on this material as well in the sequel.AcknowledgementsThe discussion in x4 of \pseudo-Harper" operators has bene�tted from discussions withProfessor G.A. Elliott. Any remaining errors or oversights are of course the responsibility of the authors.1 Review of Microlocal analysisThe purpose of this section is to present the microlocal machinery that we will need for the proof of themain theorem. �Moreover, much of the proof will actually be carried out in the course of introducing thebasic notions. Let us begin with some heuristic background.Microlocal analysis is, among other things, a rigorous version of quantization theory and provides a tableof correspondences between notions of classical and quantum mechanics. For the purposes of this paper,classical mechanics means the study of the dynamics of canonical transformations f and Hamiltonian groupactions Tg on symplectic manifolds (M;!): Quantum mechanics means the study of the spectral theory oftheir quantizations as unitary Fourier Integral operators Uf , resp. Ug, on an associated Hilbert space.Speci�cally, the classical mechanics will in part consist of the (Hamiltonian) action of G by conjugation onthe co-adjoint orbits O� and on certain symplectic cones Y encompassing all the orbits in the ray through �.But more interestingly it will consist in the dynamics of the random walk itself { i.e. the discrete dynamicalsystem generated by the Markov operator T� { on these symplectic manifolds. The quantum mechanics willconsist in part of the representation theory of G on the Hilbert space corresponding to O�, namely V� andon the Hilbert space H2(B) corresponding to Y , the ray of representations L1r=1 Vr� thru �. But the focusis on the spectrum of the Markov operator T� on the Hilbert spaces V� and H2(B).1.1 Symplectic manifolds.Throughout the paper, we assume familiarity with basic notions from di�erential geometry. For backgroundsee, for example, [N]. Let M be a compact connected manifold of dimension n. M is called symplectic ifM possesses a symplectic form !, i.e., a nondegenerate closed (d! = 0) di�erential 2-form. Note that the8



non-degeneracy of ! implies that n be even. For each x 2M , the tangent space TxM at x is isomorphic tothe cotangent space T �xM via the map vx ! �(vx)!xwhere � denotes the usual insertion map (here, �(vx)!x = !x(vx; �).We now assume there exists a group action G �M ! M , (g; x) ! g � x of the Lie group G on thesymplectic manifold (M;!). For each (g; x) 2 G � N , the di�erential of the group action induces a linearmap TgG�TxN ! Tg�xM . Take in particular g = e, the identity element of G. Then for each X 2 g = TeG,the Lie algebra of G, we get a vector �eld X# onM (the image of (X; 0) under this map). We call the groupaction symplectic if it preserves the symplectic structure, i.e., ifDX#! = 0 (, d(�(X#)! = 0) :If for all X 2 g the form (�(X#)! is exact , i.e., there exists a smooth function �X on M such that�(X#)! = d�X (the X#'s are symplectic gradient vector �elds), we call the group action Hamiltonian. Thecorresponding moment map � :M ! g� (where g� is the dual of the Lie algebra g) is de�ned byhX;�(x)i = �X(x) :(hX; �i with � 2 g� and X 2 g denotes the natural pairing �(X).) The following two examples will becrucial.Example 1. The cotangent bundle of a manifold. Let M be a smooth manifold, T �M its cotangent bundle,and � the natural projection � : T �M !M . T �M carries a natural 1-form, �, given by�(x;�) = � � d�(x;�) (, �(x;�) = ��(x; �)) :Here (x; �) are the local coordinates of a point in T �xM (short for (x1; : : : ; xn; �1; : : : ; �n)). In these localcoordinates, � can be written as � =Pni=1 �1dx1. The canonical 2-form on T �xM is ! = d� (=Pni=1 d�i ^dxi).Example 2. Coadjoint orbits. Let G be a Lie group, g its Lie algebra (which can be identi�ed with thetangent space TeG at the identity e 2 G), and g� the dual of g. Recall that G acts on g via the adjointrepresentation Ad: g �X = Ad(g)X := d(cg)eX for all X 2 g; g 2 Gwhere cg : G! G is the conjugation map cg(h) = ghg�1 and d(cg) denotes its di�erential. Hence by dualitywe get the coadjoint action Ad� of G on g�:hX;Ad�(g)�i = hAd(g�1)X; �ifor all g 2 G, X 2 g, and � 2 g�. For any � 2 g�, the corresponding coadjoint orbit O� = fAd�(g)� : g 2 Ggis a symplectic manifold and the (coadjoint) action of G on O� is Hamiltonian. The symplectic structure isgiven by ! with !�(X#� ; Y #� ) = h[X;Y ]; �i for all � 2 O�and the moment map � : O� ! g� is the natural inclusion map i. See [Ki] for details and proofs.Let (M;!) and (M 0; !0) be two symplectic manifolds and f : M ! M 0 a di�eomorphism. f is called asymplectomorphism or a canonical transformation if f�!0 = !.Example 3. The lift of a di�eomorphism. Let X;X 0 be two manifolds and f : X ! X 0 a di�eomorphism.We can lift f to a di�eomorphism F : T �X ! T �X 0 of the cotangent bundles by de�ning F (x; �) =(f(x); (f�1)��). This map F is a canonical transformation with respect to the canonical 2-forms ! and !0on T �X and T �X0, respectively. 9



1.2 Lagrangean submanifoldsLet � �M be a smooth submanifold of the symplectic manifold (M;!). For each x 2 �, the tangent spaceTx� is a subspace of TxM . We denote the orthogonal complement of Tx� in TxM with respect to !x byT?x �. � is called isotropic if for all x 2 �, Tx� � T?x �, i.e., !0j� = 0 (!0j� = i�! where i : � ! M is thenatural inclusion map). If � is maximal isotropic, i.e., if Tx� = T?x � for all x 2 �, we call � Lagrangean.An isotropic subspace � is Lagrangean if and only if dim� = 12 dimM .Let (M1; !1) and (M2; !2) be two symplectic manifolds. Clearly,M 02 = (M2;�!2), M = (M1�M2; !1+!2), and M 0 = (M1 �M2; !1 � !2) are also a symplectic manifolds. We call a Lagrangean submanifold�0 �M 0 a canonical relation.Example 4. Graphs of canonical transformations. Let (M1; !1) and (M2; !2) be two symplectic mani-folds and f : M1 ! M2 a canonical transformation. Since f�!2 = !1, !1 � !2 vanishes on Graph (f) =f(m1; f(m1))jm1 2M1g �= M1. Furthermore, dimGraph (f) = dimM1 = 12dim(M1 �M2). Thus Graph (f)is a Lagrangean submanifold of M 0.Of particular relevance in this article are the homogeneous canonical transformations on cotangent bun-dles: that is, canonical transformations � : T �X ! T �Y satisfying �(x; r�) = r�(x; �) for r > 0: Thesimplest examples are lifts F to the cotangent bundle T �X of di�eomorphisms f : X ! X . The graphGraph� of any homogeneous canonical transformation is naturally di�eomorphic to T �X under either of theprojections(1:2:1) � � T �(X �X)�1 . & �2T �X T �X :Example 5. The conormal bundle of a submanifold. Let X be a manifold and Y � X a smooth submanifold.The conormal bundle N�Y � T �X is de�ned as the setN�Y = f(y; �)jy 2 Y; �(v) = 0 for all v 2 TyY g :We can de�ne local coordinates x1; x2; : : : ; xn in X such that Y is given by x1 = x2 = : : : = xk = 0. Thus,with respect to the coordinates x1; : : : ; xn; �1; : : : ; �n in T �X, N�Y is de�ned by x1 = � � �xk = �k+1; � � � ; �n =0 and of dimension n. It is clear that the natural 1-form � (see Example 1) is 0 on T (N�Y ), therefore alsothe canonical 2-form ! = d�, and N�Y is a Lagrangean submanifold of T �X.A manifold M is called conic, if there exists a free IR+ action on M . If M1;M2 and �0 are all conic,we call �0 a homogeneous canonical relation. Here, conic and homogeneous are synonyms. In this context,homogeneous has nothing to do with \homogeneous space".Two canonical relations �01 �M1 �M2 and �02 �M2 �M3 can be composed to�0 = �01 � �02 = f(1; 3)j(1; 2) 2 �1 and (2; 3) 2 �2 for some 2 g:Equivalently, �0 is the image of �01 � �02 \M1 ��(M2) �M3 under the projection� :M1 �M2 �M2 �M3 !M1 �M3 :(Here �(M2) denotes the diagonal f(2; 2)j2 2M2g.) In general, �0 = �01 � �02 is not a canonical relation.However, a clean intersection hypothesis gives a su�cient condition. Before we state this result, let us recordthe following de�nition. 10



De�nition 1.2.1 Let X;Y; Z be smooth manifolds and f : X ! Z and g : Y ! Z two maps. The �berproduct(1:2:2) F = f(x; y) 2 X � Y jf(x) = g(y)gcan be represented by the diagram(1:2:3) F �! X# # fY �! Zg :We say the two maps f and g intersect cleanly if1) F is a submanifold of X � Y and2) for each p 2 F , p = (x; y), the tangent space TpF is the �ber product of the tangent spaces TxX andTyY , i.e., the diagram(1:2:4) TpF �! TxX# # dfxTyY �! TzZdgyis a �ber diagram. The number e = dimF +dimZ� (dimX +dimY ) is called the excess of the intersection.If e = 0, the intersection is transversal .For the following theorem see, for example, [D.G], Lemma 5.3.Theorem 1.2.2 Let �01 � M1 �M2 and �02 � M2 �M3 be two canonical relations. If the �ber productdiagram F �! �01# #�02 �! M2is clean, then �0 := �01 � �02 is an immersed canonical relation in M1 �M3 and the map� : F ! �0is a �ber mapping with compact �ber.1.3 Lagrangean distributions and FIO's.These are distributions which can be written as certain types of oscillatory integrals R aei�. We begin bydescribing the assumptions on the amplitude a and the phase �. LetM be an n-dimensional smooth manifoldand X �M an open set.De�nition 1.3.1 A function � 2 C1(X � (IR n f0g)N ) is called a phase function if1) Im� � 0,2) �(x; r�) = r�(x; �) for all r 2 IR+,3) d� 6= 0.The phase function � is called non-degenerate if from d��(x; �) = 0, (x; �) 2 X � (IR n f0g)N , it follows thatd(x;�) @�@�j (x; �) are linearly independent for j = 1; : : : ; N .It follows from the implicit function theorem that(1:3:1) C� = f(x; �)jd�(x; �) = 0g;11



called the critical set of �, is a conic n-dimensional smooth submanifold of X � (IR n f0g)N . Its image underthe map(1:3:2) I� : C� ! T �(X); I�(x; �) = (x; dx�(x; �))is an immersed, conic, Lagrangean submanifold, ��, of T �(X) (see [D], Section 2.3). It can be shown (see[Sj-G], Prop. 11.4) that vice versa, every closed conic Lagrangean submanifold � � T �(X) n f0g, can locallybe parametrized in this way. More precisely, for every (x0; �0) 2 � there exists a non-degenerate phasefunction � such that � = �� in a neighbourhood of (x0; �0).De�nition 1.3.2 Let m be a real number. The set Sm(X � IRN ), called the space of symbols of order m, isde�ned as the space of all a 2 C1(X � IRN ) with the property that for all compact K � X and all � 2 INn,� 2 INN , there exists a constant CK;�;�(a) such thatj@�x @�� a(x; �)j � C(1 + j�j)m�j�jfor all (x; �) 2 X � IRN . A symbol a 2 Sm(X � IRN ) has an asymptotic expansion(1:3:3) a(x; �) � 1Xj=0 aj(x; �) (� !1)with aj 2 Sm�j . The space of polyhomogeneous or classical symbols of degree m, Smphg , is the set of allsymbols a such that(1:3:4) a(x; �) � 1Xj=0 aj(x; �)where aj is homogeneous of degree m � j, i.e., a(x; r�) = rm�ja(x; �) for r > 0.For a �xed phase function � and a �xed symbol a 2 Sm(X � IRN ), the oscillatory integral I�(a) given by(1:3:5) I�(a) = Z ei�(x;�)a(x; �)d�de�nes a distribution, i.e., an element in D0(X � IRN ). Such a u = I�(a) has its singularities (its \Wavefront set") in ��.De�nition 1.3.3 Let � � T �(X) n f0g be a closed conic Lagrangean submanifold of T �(X). The space ofLagrangean distributions of order m associated with �, Im(X;�), is de�ned as the space of all u 2 D0(X)with the following properties:1) The Wave front set WF(u) � �.2) For all (x0; �0) 2 � and any non-degenerate phase function �, de�ned on an open cone V � X�(IR n f0g)Nand parametrizing � in a neighbourhood of (x0; �0), there exists a symbol a 2 Sm+ n4�N2 (X � IRN ) withsupport in a cone � V such that u � I�(a) in neighbourhood of (x0; �0).The local representation of a Lagrangean distribution in terms of an oscillatory integral is not unique.On the other hand, for a given Lagrangean distribution u, the Lagrangean �, its principal symbol �u, whichwe will describe below, and its order are uniquely determined. Our calculations will only involve theseinvariants.De�nition 1.3.4 If u is a Lagrangean distribution on X satisfying u(1) = 1 and u(f) � 0 for all nonnegativef 2 C10 (X), then u is called a Lagrangean probability measure.12



Example 6. Discrete measures. The delta function �x0 (x) on IRn at a point x0 2 IRn is given by theoscillatory integral(1:3:6) �x0 (x) = (2�)�n ZIRn eihx�x0;�id� :We have �� = T �x0 IR and �x0 2 I n4 (IR; T �x0IR). More generally, a discrete measure(1:3:7) � = 1m� kXi=1 ci�xiwith m� =Pki=1 ci on a manifoldM of dimension n is a mixture of delta functions, hence can be expressedin local coordinates as a sum of oscillatory integrals of the form (1.3.6). We have � 2 I n4 (M;�) with� = Sx2supp � T �xM .Example 7. Delta functions on submanifolds. Any C1 density u on a smooth submanifold S � IRn canlocally be written as an oscillatory integral. Since S is a smooth submanifold, for any given point x0 2 Swe can �nd k functions �1; : : : ; �k with d�1; : : : ; d�k linearly independent at x0, such that S is de�ned in aneighbourhood around x0 by �1(x) = : : : = �k(x) = 0 :There exists a function a 2 C10 (IRn) with support near x0 such that(1:3:8) u(x) = (2�)�k ZIRk a(x)ei�(x;�)d� where �(x; �) = kXj=1 �j(x)�j :Thus �� = f(x; dx�(x; �))j �j = 0; j = 1; : : : ; k; x 2 suppug. Note that this is the conormal bundle N�(S)of S restricted to suppu. We have u 2 I k2�n4 (IRn;��).Delta functions on submanifolds are examples of conormal distributions. They are de�ned as having alocal expression as an oscillatory integral with phase function linear in �.Example 8. Homogeneous distributions on the circle S1. The basic homogeneous distributions on S1 are thedistributions �k(�) de�ned by the Fourier series�k(�) = 1Xr=1 rkeir�with Fourier coe�cients homogeneous of degree k. As Lagrangean distribution, �k 2 Ik+ 14 (S1; T+�0 S1), thatis, �k has only positive Fourier coe�cients, has order (k + 14 ) and has sole singularity at � = 0. It also hasprecisely the same singularity as the Fourier integral (� + i0)�k�1 := R10 �rei��d�, i.e. di�ers from it in aneighborhood of 0 by a smooth function. (The integral needs to be regularized at � = 0; we refer to [G.S{3]orto [H�oI] for a more detailed discussion). The analogous homogeneous distribution with singularity at � = �0instead of � = 0 is given by the Fourier expansion(1:3:9) �k(� � �0) = 1Xr=1 rkeir�e�ir�0 :Example 9. Lagrangean distributions on S1. Since S1 is 1-dimensional, the homogeneous Lagrangean sub-manifolds of T �S1 must be �nite unions of rays T���j (S1) := f(�j ; r�) : r�0g:Hence a Lagrangean distribution13



Y on S1 can only have a �nite number of singular points f�1; : : : ; �ng. Since T���j (S1) is parametrized by thephase function �(�; �) := (� � �j)�, near �j Y must have the formY(�) = Z 10 e(���j)�aj(�; �)d�with polyhomogeneous amplitude of the formaj(�; �) � 1Xi=0 amj�i�mj�i:Comparing with Example 8, we see that(1:3:10) Y(�) � nXj=1 1Xi=0 amj�i�mj�i(� � �j):Thus, Y is a �nite sum of polyhomogeneous distributions.Let X and Y be two C1 manifolds. A distribution k 2 D0(X � Y ) de�nes a linear operator(1:3:11) K : C10 (Y )!D0(X)via(1:3:12) hK(f); gi = hk; f 
 gi; f 2 C10 (Y ); g 2 C10 (X) :Conversely, by the Schwartz kernel theorem, for every mapK as in (1.3.11) there exists a unique distributionk 2 D0(X � Y ) such that (1.3.12) is valid.De�nition 1.3.5 A linear operator K : C10 (Y ) ! D0(X) is called Fourier Integral Operator (FIO) ifits Schwartz kernel k is a Lagrangean distribution on X � Y , i.e., if k 2 Im(X � Y;�) for some m 2 IRand � � T �(X � Y ) a Lagrangean submanifold. We will sometimes also write in this case, a bit loosely,K 2 Im(X � Y;�).Notation. If � � T �(X � Y ) is a Lagrangean submanifold, we will denote f(x; y; �; �)j(x; y; �;��) 2 �g by�0. Recall that �0 is a Lagrangean submanifold of T �(X � Y ) with respect to the symplectic form !X � !Ywhere !X and !Y are the canonical forms on T �X and T �Y , respectively.The following clean composition theorem gives a su�cient condition for the composition of two FIO's tobe FIO again. See, for example, [H�oIV], Theorem 25.2.3.Theorem 1.3.6 Let X;Y; Z be smooth manifolds and �01 � T �X � T �Y and �02 � T �Y � T �Z two ho-mogeneous canonical relations. Let K1 and K2 be two FIO's whose Schwartz kernels k1 and k2 are inIm1 (X � Y;�1) and Im2 (Y � Z;�2), respectively. Assume that the composition � = �01 � �2 is clean withexcess e. Then K3 = K1K2 is also an FIO and its Schwartz kernelk3 2 Im1+m2+e=2(X � Z;�) :With few exceptions (the Szeg�o projector and the trace operation), all of the Fourier Integral operators(FIO's) we will be considering in this paper come from Fourier Integral representations of Lie Groups. Infact, they will just be translations by group elements on homogeneous spaces. The following gives a summaryof the notation and terminology regarding FIO group actions.14



1.4 Hamiltonian and Fourier Integral group actionsWe begin by describing the simplest Hamiltonian actions on the cotangent bundle T �M of a compact manifoldM which arise from lifts of geometric (translation) actions on the base M .Thus, let l : G � M ! M be an action of the Lie group G on M . The action of G on M canbe lifted to an action L of G on the cotangent bundle T �M in a canonical way: For �xed g 2 G,L(g;m; �) = (lg(m); (dlg�1 )��)) for all (m; �) 2 T �M (we have denoted l(g;m) by lg(m)). This actionis always Hamiltonian and we denote its moment map by �. It is determined by the following formula:(1:4:1) �(X#)! = d(hX;�(m; �)i) for all X 2 g; (m; �) 2 T �M:More concretely, let fX1; : : : ; Xrg denote a basis of the Lie algebra g of G and let X#i denote the corre-sponding vector �elds on M . They are all Hamiltonian vector �elds on T �M with Hamiltonians fi(x; �) :=h(X#i )x; �i. The moment map can then be written as�(x; �) = (f1; : : : ; fr):In particular if G = S1, and if @@� denotes the generator of the action on M , then the moment map is theHamiltonian f(x; �) := h @@� ; �i:The action l of G on M induces a unitary representation �(1:4:2) �(g) � � = l�g�of G on L2(M;
 12 ), the space of half densities on M . Here, a 1/2-density � is the square root jdvolj1=2 of avolume density on M . These rather unusual objects give M an intrisnic L2- structure since the product oftwo 1/2-densities is a density which can be integrated over M . They are ubiquitous in microlocal analysisand although all of our manifolds have natural volume densities, we will state things in terms of 1/2-densitiesto enable us easily to quote relevant microlocal facts from the references.Since �(g) is translation (pull-back) by g, the Schwartz kernel kg(x; y) of �(g) is essentially the delta-function �(y�lg(x)). Tomake this intuitively clear notion precise, we would have to discuss delta 1/2-densitieson a manifold. For the sake of brevity, we refer to [G] for the precise de�nitions, and only note that as a deltafunction on Graph(l) = f(g;m; l(g;m))jg 2 G;m 2Mg, k(g; x; y) is Lagrangean distribution on G�M �Mwith associated Lagrangean � equal to the conormal bundle of Graph(l), which is easily seen to equal themoment Lagrangian of the Hamiltonian action of G on T �M , given by(1:4:3) � = f(g;�(m; �); m; �; L(g;m; �))j g 2 G; (m; �) 2 T �Mg :In the case of composition of FIO's coming from translations by (possibly di�erent) group actions, thecomposition of FIO's is simply the composition of the translations and the composition of the Lagrangeansis simply given by the graph of the composite translation. For future reference, we consider this case indetail.Cleanness of composition of Tg and Tei� . Let M be a manifold and l : G � M ! M and andk : S1 � M ! M two group actions with G not necessarily equal to S1. For �xed g 2 G, we denotethe corresponding translation operator in L2(M;
 12 ) by Tg. Its Schwartz kernel, kg(x; y), is a Lagrangeandistribution (the delta function �(y � lg(x))) with corresponding Lagrangean(1:4:4) �g = f(x; �; lg(x);�(dlg�1 )��)j(x; �) 2 T �Mg �= T �M :For the group action k : S1 �M !M we also consider translation in L2(M;
 12 ), denoted by Tei� . Now wedo not hold a speci�c element in S1 �xed, but view the resulting representation of S1 as a distribution onS1 �M �M . This distribution is a delta function onGraph(k) = f(ei�;x; k(ei�; x))jei� 2 S1; x 2Mg15



whose conormal bundle is given by(1:4:5) � = f(ei�;�(x; �); x; �; K�(x; �)jei� 2 S1; (x; �) 2 T �Mg �= S1 � T �M :Here K�(x; �) := (k(ei�; x); dk�e�i��) and � denotes the moment map of the group action K : S1 � T �M !T �M .The Schwartz kernel of the operator Tei�g := Tei� � Tg, viewed as a distribution on S1 �B �B, is alwaysLagrangean, since the composition �0 � �0g is automatically clean (see Theorem 1.3.6). We recall that thismeans that the �ber diagram F �! �0# # �3�0g �! T �M�1is clean, where �3 : �0 ! T �M denotes projection onto the third factor in �0 � T �S1 � T �M � T �M ,�1 : �0g ! T �M is projection onto the �rst factor, and whereF = f(ei�;�(x; �); x; �; K�(x; �); K�(x; �); LgK�(x; �))jei� 2 S1; (x; �) 2 T �Mg �= S1 � T �Mwith Lg(x; �) := (lg(x); (dlg�1 )��). Since it is a graph, the �ber product F is always a submanifold of �0��0gand it is easy to see that the derived diagramTF �! T�0# # d�3T�0g �! T (T �M )d�1is a �ber diagram with excess e = 0. Denoting the Lagrangean �0 ��g by � we have(1:4:6) � = f(ei�;�(x; �); x; �; LgK�(x; �))jei� 2 S1; (x; �) 2 T �Mg �= S1 � T �Mand(1:4:7) Tei�g 2 I� 14 (S1 �M �M;�) :1.5 The trace operationTaking the trace of an operator A can be viewed as composing a certain Fourier integral operator Tr withthe Schwartz kernel kA of A.Let kA be a Lagrangean distribution on G �M �M . Then TrA = Tr kA = R kA(g;m;m)dm. It waspointed out in [D.G] that TrA can be viewed as the composition(1:5:1) TrA = ����kAwith � : G �M ! G�M �M the diagonal embedding and � : G�M ! G the projection onto the �rstfactor.Since the operator ���� maps distributions on G �M �M to distributions on G, its Schwartz kernelk���� is a distribution on G�M �M � G. The following lemma can be found in [D.G] (p.66).Lemma 1.5.1 We identify G �M �M � G with (G �M ) � (G �M ). The Schwartz kernel k���� is thesame as kid, the Schwartz kernel of the identity map. Furthermore, k���� 2 I0(G�M �M � G;�) with �being the conormal bundle to the diagonal in G�M �M �G.16



1.6 The principal symbol of a Lagrangean distribution.Roughly speaking, the principal symbol �u is a 1/2-density on �. (To be completely accurate, it involvesadditional factors e�i� , called Maslov factors.) To de�ne �u, we use a parametrization of �.Let u be an element in Im(X;�), and let I�(a) = Z ei�ad�be a local representation of u. We assume that the phase function � u is de�ned in an open conic subsetV � X � (IR n f0g)N and that the projection of V into X is a domain of local coordinates x1; : : : ; xn. Wecan use @�=@�i, i = 1; : : : ; N as local coordinates transversal to C� in X � (IR n f0g)N . On C� itself wechoose local coordinates cj, j = 1; : : :n, that are homogeneous of degree one with respect to �. Together,the @�=@�i and cj form a complete coordinate system in V . C� carries a volume form d� de�ned by(1:6:1) d� = ���� D(x; �)D(c; @�=@�) ���� dc1 ^ � � � ^ dcn :The coe�cient on the right hand side denotes the Jacobian determinant of the xj and �i with respect to thecj and @�=@�i, j = 1; : : : ; n and i = 1; : : : ; N . Leta � a0 + a�1 + : : :be the polyhomogeneous expansion of a with a0 2 Sm+ n4 �N2 and with terms decreasing by steps of degreeone. Then the local formula for the symbol is given by(1:6:2) �u = a0pd�on C�. More precisely, the di�eomorphism I� transfers the 1/2-density a0pd� on C� to a half densityI��a0pd� on an open set U � �, which is by de�nition the symbol �u on this set. Recall that the cj arehomogeneous of degree one in �, the @2�=@�i@�k are of degree �1 in �, therefore D(c;@�=@�)D(x;�) is of degree n�Nin � and the right hand side in (1.6.1) is of degree N in �. It follows that �u0jU 2 Sm+ n4 (U ; 
 12 ) (here 
 12denotes the half density bundle over �).There is a complex line bundle, IL, over �, called the Keller-Maslov line bundle, which is also involvedin piecing together the � from di�erent coordinate patches in a smooth way. The precise de�nition of IL israther technical. Since it will play a minor role in our computations, we omit further details and refer thereader to [T], Chapters VII and VIII. Here we merely state the following.De�nition 1.6.1 The section �u 2 Sm+ n4 (�;
 12 
 IL) for which�u0j�� = I��a0pd�is called the principal symbol of u. The principal symbol �A of a Fourier Integral operator A is the principalsymbol of its Schwartz kernel kA.Example 10. The principal symbol of Tg. Recall that the Schwartz kernel of Tg, kg(x; y), is a Lagrangeandistribution (the delta function �(y � lg(x))) with corresponding Lagrangean� = f(x; �; lg(x);�(dlg�1 )��)j(x; �) 2 T �Mg �= T �M :Any symplectic manifold (N;!) of dimension (2n) carries a canonical volume form 
 := (�1)n 1n!!^n. Inthe case of T �M , 
 = dx1 ^ � � � ^ dxn ^ d�1 ^ � � � ^ d�n for which we will write for brevity dx^ d�. Since �17



is a graph, it carries the volume form ��
 where � : �! T �M denotes projection onto the �rst factor. Weclaim that the principal symbol �Tg is simply ��j
j 12 . Indeed, for any coordinate patch X �M we can writekg(x; y)0jX�X = (2�)�n ZIRn ei�(x;y;�)d� = (2�)�n ZIRn eih�;y�lg(x)id�(recall Example 7). Since �(x; y; �) = h�; y � lg(x)i,C� = f(x; lg(x); �j� 2 IRng �= X � IRn �= T �Xand a complete coordinate system for V = X �X � IRn satisfying the above conditions isci = �i; i = 1; : : : ; n; cj = xjj�j; j = n+ 1; : : : ; 2n; @�=@�k = yk � (lg(x))k; k = 1; : : : ; n :The inverse of the Jacobian in (1.6.1) is����D(�; xj�j; y� lg(x))D(x; y; �) ���� = ������ 0 0 Ij�jI 0 (xi�j=j�j)1�i;j�ndg I 0 ������ = j�jn(all blocks in the second determinant are of size n� n). This yields for d� in (1.6.1),d� = j�j�ndc1 ^ � � � ^ dc2n = dx ^ d� = 
 :Since a0 = 1 and clearly I� = ��10jT�X , we have I�?j
j 12 = ��j
j 12 which proves that �Tg = ��j
j 12 . 2Example 11. The canonical 1/2-density on a graph. Generalizing Example 10, we note that the graph of anyhomogeneous canonical transformation � carries a canonical 1/2-density. Since the graph of � : T �X ! T �Xis naturally di�eomorphic to T �X (by the conic di�eomorphism �1, see (1.2.1)), one can pull back thesymplectic volume 1/2-density j
j 12 to the 1/2-density ��1j
j 12 = ��1jdx ^ d�j 12 on Graph(�). We will referto it as the canonical graph 1/2-density and denote it by j
�j 12 . The calculation in Example 10 shows that�Tg = j
Lg j 12 .Example 12(a). The principal symbol of a discrete measure � := Pkj=1 cj�xj on IR. Recall from Example6 that � 2 I 14 (IR;Skj=1 T �xj IR). Each cotangent space T �xj IR �= IR carries a natural volume density dt. Theprincipal symbol of � is the half density �� on Skj=1 T �xj IR with ��0jT�xj IR = cj jdtj 12 .Example 12(b). The principal symbol of a transition operator T :=Pkj=1 cjTgj . The Lagrangean correspond-ing to the Schwartz kernel kT of T is the union � = Skj=1�gj where the �gj 's are as in (1.4.4). By Example10, the principal symbol of T is the half density �T on � with �T 0j�gj = cj��j
j 12 .Example 13. The principal symbol of a Fourier Integral group action. We return to the example of the mo-ment Lagrangean � (1.4.5) of a Hamiltonian S1-action and to the associated Fourier Integral representationK�: The Lagrangean has a natural parametrizationj : S1 � T �M ! T �S1 � T �M � T �M (ei�; x; �)! (ei�;�(x; �); x; �;K�(x; �))with image �: The parameter space carries the natural 1/2-density jd�j 12 
 j
j 12 which gets transported to a1/2-density j
kj 12 on �, which we will refer to as the `canonical density' on the graph of the action.Propositon 1.6.2 The principal symbol �K of a Fourier Integral S1-action is given by: �K = j
kj 12 .18



Proof. (Sketch) Let us denote by D the generator of the S1-action, so that K = ei�D. Then K is the uniquesolution of the inital value problem � ( @@� �D)K� = 0K�j�=0 = Id �The symbol can be determined by considering the corresponding initial value problem for the symbols. At� = 0 we have the canonical graph 1/2-density of the identity graph, and by the equation the symbol isinvariant under the classical HamiltonianS1 action. The 1/2-density given in the statement of the propositionis the unique solution of this initial value problem. For more details, see [D.G].Example 14. The principal symbol of the trace operation. Recall from Lemma 1.5.1 that the Lagrangean �corresponding to the Lagrangean distribution k�?�? is the conormal bundle� = f(g; ; x; �; g;�; x;��)j(g; ) 2 T �G; (x; �) 2 T �Mgof the diagonal �(G�M ). Clearly, � �= T �G� T �M . The principal symbol of the trace operation is(1:6:3) �Tr = ~��jdg ^ d ^ dx^ d�j 12where ~� : � ! T �G � T �M denotes projection onto the �rst and second factors. See, for example, Lemma6.3 in [D.G].We will also need to review the principal symbol calculus of FIO's. Given a pair of Lagrangeans �1,respectively �2, and a pair of 1/2-densities �1, respectively �2, on them we wish to de�ne a composite 1/2-density �1 � �2 on the composite Lagrangean �1 � �2: To do so, we begin with the exterior tensor productof the 1/2-densities, that is, the 1/2-density on the product space�1 
 �2 2 
 12 (�1 � �2)given by �1 
 �2(b1; b2) := �1(b1)�2(b2)where bi is a basis for T�i(�i). The composition product is a bilinear operation�1 
 �2 ! �1 � �2constructing �1 � �2 in a canonical way from �1 
 �2 in the form(1:6:4) (�1 
 �2)� = ZF� �1 � �2with � 2 �1 � �2, with F� is the �ber f(�1; �2) 2 �1 � �2 : �1 � �2 = �g of the composition over �; andwith �1 � �2 a certain density along the �ber with values in 
 12 (�1 � �2), the space of 1/2-densities on thecomposite. See [H�oIV] for the precise de�nition. Roughly speaking, if �1 = pdxdz and if �2 = pdzdy, withdz a volume density on F�, then �1 � �2 = pdxdydzWe will only need the following special cases of the composition law, which follow from the generalcomposition theorem in [H�oIV].Theorem 1.3.6 (addendum)(a) Let �i = Graph(�i) be the graph of a homogeneous canonical transformation �i on T �M (i=1,2),and as above let j
�i j 12 be the canonical 1/2-densities on the graphs. Then �1 � �2 = Graph(�1 � �2) andj
�1 j 12 � j
�2 j 12 = j
�1��2 j 12 . 19



(b) Let � be the moment Lagrangean of a classical Hamiltonian S1 action k, equipped with the canonicaldensity j
kj 12 and let Graph(�) be the graph of a homogeneous canonical transformation, equipped with thecanonical graph 1/2-density j
�j 12 : Then the composite Lagrangean � (1.4.6) is parametrized by the mapj� : S1 � T �M ! T �S1 � T �M � T �M (ei�; x; �)! (ei�;�(x; �); x; �; Lg�(x; �))and the composite 1/2-density is again given by j
��kj 12 := jd�j 12 
 j
j 12 :2 Rays of representations2.1 Geometric quantizationLet G be a compact, semisimple Lie group, Ĝ its unitary dual, and I� \ t�+ the set of lattice points in thechosen positive Weyl chamber t�+. Recall that there is a one-to-one correspondencce Ĝ $ I� \ t�+ underwhich �� $ � with � the highest weight of the irreducible character ��� . We call a representation � of G aray of representations through � if each irreducible �n�, n 2 IN0 occurs exactly with multiplicity 1 in �.Let O� be the coadjoint orbit corresponding to the integral form � 2 I� \ t�+ (see Example 2 above). Forany � 2 O�, we denote the stabilizer group of � with respect to the G-action by G�. We have O� �= G=G�.Since � is an integral point, the map �� : G� ! S1, g ! e2�ih�;Xgi where g = expXg is a homomorphism(see [G,S{1], (2.11)).By the classical Borel-Weil-Bott theorem, there exists a holomorphic structure on the orbit O� anda complex line bundle E over O� whose holomorphic sections �(E) form the representation space of theirreducible representation of highest weight �. Let us explain the situation in more detail. The holomorphicline bundle E is the quotient space of G� C with respect to the equivalence relation(2:1:1) (gh; z) � (g; ��(h)z) g 2 G; h 2 G�; z 2 C ;i.e., the associated complex line bundle G �G� C. A holomorphic section s of E is a holomorphic maps : O� ! E with � � s(�) = � for all � 2 O� (here � : E ! O� is the natural projection). Equivalently, s canbe viewed as a map ~s : G ! C for which ~s(gh) = ��(h)�1~s(g) for all g 2 G and h 2 G�. For each � 2 t�+,the set of holomorphic sections �(E) of the line bundle E over O� is �nite. The action of G on �(E) is givenby(2:1:2) g � ~s(p) = ~s(g�1p) for all g 2 G; s 2 �(E) :Any other irreducible �n� of G can of course be constructed in the very same way. Note that the line bundleE(n) over On� �= O� can also be viewed as the quotient space of G� C
n with respect to the equivalencerelation(2:1:3) (gh; z) � (g; �(n)� (h)z) g 2 G; h 2 G�; z 2 C
n :Here �(n)� denotes the character �� extended to the nth tensor product C
n of C.2.2 The Hardy space H2(B)For our computations we need to have for each ray of representations one uni�ed function space which isexactly the representation space and on which the representations act as Fourier Integral Operators. Herewe describe the construction of such a ray of representations due to [G.S{1].20



We denote the E? be the dual bundle of E, i.e., the quotient space of G�C with respect to the equivalencerelation(2:2:1) (gh; z) � (g; ��1� (h)z) g 2 G; h 2 G�; z 2 C :Its disk bundle D is de�ned by(2:2:2) D = f(�; z)j� 2 O� ; z 2 E?� ; jzj � 1gand its circle bundle B by(2:2:3) B = f(�; z)j� 2 O�; z 2 E?� ; jzj = 1g :D is a compact complex domain whose boundary is B. Furthermore, G and the circle S1 act on B and theiractions commute. The Hardy space of B, H2(B), is the space of Cauchy-Riemann (CR) functions on B,i.e., the space of L2-functions on B that can be extended to holomorphic functions on the whole disk bundleD. Holomorphic sections of E correspond to S1-equivariant CR functions on B in a one-to-one way: Lets 2 �(E?) with s(�) = [g; z], � � gG�. We then de�ne the corresponding ŝ 2 H2(B) by(2:2:4) ŝ([g; ei�]) = zei�; for all g 2 G; ei� 2 S1 :It is easy to check that ŝ is in fact well de�ned on B � G�G� S1 and that ŝ(ei� � b) = ei� ŝ(b) for all ei� 2 S1and b 2 B. We denote the set of CR functions ŝ on B that can be derived from holomorphic sections in thisway by H21 (B) = �(E). Since G acts on B and this action commutes with the action of S1, G leaves H21(B)invariant. In fact, H21(B) is a representation space of the irreducible representation �� of G. By rede�ningthe action of S1 on B successively for each n 2 IN as(2:2:5) ei� � [g; ei�] = [g; ein�ei�];we arrive at the spaces H2n(B) = ff 2 H2(B)jf(ei� � b) = ein�f(b) for all b 2 B; ein� 2 S1g which are eachrepresentation spaces of the irreducibles �n� . Since(2:2:6) H2(B) = 1Mn=1H2n(B) ;this Hardy space is exactly a representation space for the ray through �� .2.3 The Szeg�o projector and Toeplitz operatorsThe Szeg�o projector, i.e. the orthogonal projection(2:3:1) � : L2(B)! H2(B)is a special kind of FIO (of complex type) called a Toeplitz operator. A Toeplitz operator is like an FIOassociated to a canonical transformation on a symplectic sub-cone Y � T �M rather than on the full cotangentbundle. The canonical transformation associated to � is simply the identity transformation. Hence thecompressions � �(g)� correspond to the classical notion of restricting the group action to the subcone.The relevant subcone in the case of � is the cone through the prequantum contact structure of B. Here,a 1-form � on a (2n� 1)-dimensional manifold B is called a contact form if � ^ (d�)n�1 is a volume form.The haline subbundle generated by �,(2:3:2) Y = f(x; r�x)jx 2 B; r 2 IR+g � T �B;21



is then symplectic as a submanifold of T �B. In the case of our circle bundle B, � is the connection 1-formwith curvature !� for the S1-bundle � : B ! O� (see [G.S{2]). It is the unique 1-form invariant under theS1 action for which �(@=@�)� = 1 and �(@=@�)d� = 0 (here, @=@� denotes the in�nitesimal generator of theS1 action on B) The cone Y may also be described as the subspace of T �B given by f(x; �) : hv; �i = 0g forall holomorphic tangent vectors v 2 TxB (see [GS{1, p.354].We then have:Proposition 2.3.1 ([G.S{1], Proposition 6.5) For all � 2 I�\t�+, the orthogonal projection � : L2(B)!H2(B), called the Szeg�o projector, is a Toeplitz operator (Fourier integral operator of complex type) associatedto the identity canonical relation in Y � Y .The symbol of �,(2:3:3) �� = jdyj 12 
 �Y ;is a 1/2-density along Y times a \symplectic spinor" �Y in the normal direction Y ?. In fact, �Y is a certainrank one projection onto a ground state (Gaussian) associated to Y ?. In the case of discrete random walks,the asymptotics of the spectral measures are determined by traces which kill the symplectic spinor part.The basic reason is that in all the principal terms, the canonical relations will �x �Y and then the tracewill remove it (since Tr�Y = 1). Hence in the case of discrete random walks it is not necessary to discusssymbols of Toeplitz operators in detail, and we will concentrate only on the 1/2-density jdyj 12 . In the caseof continuous Lagrangean random walks, the spinor factor is not killed in the trace and plays an importantrole (see [P.Z]).In the proof of our Main Theorem we will need to consider the two compositions of FIO's and Toeplitzoperators: namely, Tgei� �� and Tr�Tgei���. According to [BdM.G, Theorem 9.4], under a clean compositionhypothesis both compositions produce Toeplitz operators associated to the composite isotropic relations. Thegeneral theorem is as follows:Theorem 2.3.2 Let K 2 Ir(X �Z;�) be a Toeplitz operator or an FIO and T 2 Is(Z �Y;�) be a Toeplitzoperator. We assume that(i) the composition �0 �� is clean (cf. De�nition 1.2.1);(ii) the natural projection � : F ! �0 �� has constant rank on each connected component (F denotes the�ber product of �0 and �).Then the composition is a Toeplitz operator associated to the isotropic relation �0 ��, that isK � T 2 Ir+s+ 12 e(X � Z;�0 ��).Example 15. The order of the Szeg�o projector �. Theorem 2.3.2 allows us to compute the order of �: Thecomposition � � � can easily seen to be clean. Its excess is e = dimB � 1. From this and the fact that�2 = � we get that � 2 I� 12 (dimB�1)(B �B;�(Y )0).Example 16. The composition Tei�g � �. Recall that Tei�g 2 I� 14 (S1 � B � B;�) with � �= S1 � T �B (see(1.4.6{7)) and � is the Szeg�o projector � 2 I� 12 (dimB�1)(B �B;�(Y )0). We thus have the �ber diagramF �! �0 �= S1 � T �B# #�(Y ) �= Y �! T �B22



with �ber productF = f(ei�;�r; b; r�; ei�g � b; r�; ei�g � b; r�; ei�g � b; r�)jr 2 IR+; b 2 B; ei� 2 S1g �= S1 � Y :Since dK�dLg(v) 2 TY , v 2 TY , the following diagramTF �! T�0 �= TS1 � T (T �B)# #T�(Y ) �= TY �! T (T �B)is a �ber diagram with excess e = 0. We have�Y := �0 ��(Y )0 = f(ei�;�r; b; r�; ei�g � b; r�)jr 2 IR+; b 2 B; ei� 2 S1g �= S1 � Y ;and it is obvious that � : F ! �Y is of constant rank. By Theorem 2.3.2,(2:3:4) Tei�g �� 2 I 14� 12dimB(S1 � B � B;�Y ) :We will also need to discuss the composition principal symbols of FIO's and Toeplitz operators. To avoidunnecessary technicalities, we will only state the composition law for symbols in the special cases that arisein the proof of our Main Theorem.As in the case of symbol composition for FIO's the symbols of our operators are best described usingparametrizations of our Lagrangeans and isotropic relations. As above, the canonical relation � underlyingthe FIO Tgei� 2 I� 14 (S1 �B �B;�) can be parametrized by S1 � T �B: Also, the isotropic cone underlying� is the graph of the identity on Y , Graph(id0jY ). Hence the composition Toeplitz operator has underlyingisotropic relation parametrized by the mapjY : S1 � Y ! T �S1 � T �B � T �B (ei�; y)! (ei�;�(y); y;LgK�y):We recall that �Tgei� = jd�j 12 
 j
j 12 and that �� = jdyj 12 
 �Y . We have:Proposition 2.3.3 With the above notation and assumptions: If the maps LgK� preserve Y and if(dLgdK�)�(��) = ��, then(2:3:5) �Tgei� � �� = jd�j 12 
 jdyj 12 
 �Yas a symplectic-spinor-valued 1/2-density on S1 � Y .Proposition 2.3.4 With the above notation and assumptions: If Tr�(��Tgei� ) is a clean composition of theFIO Tr and the Toeplitz operator � � Tgei� , then the composite isotropic relation is a union Smj=1 T+��j (S1)of cotangent rays, and the principal symbol of the composition is given on the component T+��j (S1) by(2:3:6) �Tr�(��Tgei� ) = vol(B)�r jd�j 12where r = 12 (e � dimB).3 Proof of Main TheoremWe will determine the asymptotics of the measures by calculating the moments.The pth momentM�;pr� = R xpdm�r� of the spectral measures m�r�, r 2 IN, de�ned in (0.4) can be writtenas M�;pr� = (dimVr�)�1TrT p� 0jH2r (B) = (dimVr�)�1 TrT�?p 0jH2r (B) :23



To determine their asympotics, we form the generating functions(3:1) Yp(�) = 1Xr=1 eir� TrT�?p 0jH2r (B) ; p 2 IN :which equal(3:1a) Yp(�) = Tr (Tei� � T�?p ��)with Tei� the translation by ei� in L2(B): This follows since the di�erential operator 1i @@� is equal to rI onH2r (B): The main part of the proof of our theorem will be to show that the Yp(�) are Lagrangean distributionson the circle S1. Recalling that Lagrangean distributions on S1 have a very speci�c type of Fourier expansion(see Example 9), this will allow us to determine the asymptotics of the moments.Recall that � is a discrete measure on G, hence �?p is discrete for all p 2 IN. For �xed p, we can write�?p =Pg2supp�?p �?p(g)�g . Hence T�?p = Xg2supp�?p �?p(g)Tg :In order to show that Yp(�) is a Lagrangean distribution, it therefore su�ces to show this for the case�?p = �g for some g 2 G.We will now verify that the clean composition hypotheses are satis�ed in (3.1a) in each composition. The�rst step is the composition Tei� � Tg. The cleanness of this composition has already been proved in Section1.4. Recall from (1.4.7) that Tei� � Tg 2 I� 14 (S1 �B �B;�) :Next, we have the compostion of Tei� �Tg with the Szeg�o projector � 2 I� 12 (dimB�1)(B�B;�(Y )0). Bythe discussion in Example 16, it is clean with excess 0 and we have(3:2) Tei� � Tg �� 2 I 14� 12dimB(S1 � B �B;�Y ) :Third, we take the trace of the Toeplitz operator Tei� �Tg ��. As explained in Section 1.5, the operationof taking the trace is itself a composition of Fourier Integrals and hence the trace will be a Lagrangeandistribution if the composition is clean. We now show that cleanliness of the trace is equivalent to cleanlinessof the �xed point sets of Tg on O� in the sense of Bott (see below for the de�nition).To prove this, we �rst recall (Lemma 1.5.1) that taking the trace corresponds to the compositon of �0Ywith the diagonal �(T �B). To apply Theorem 2.3.2, we must determine when the �ber diagram(3:3) F �! �0Y# #�(T �B) �! T �B � T �Biis clean and when � : F ! �0Y ��(T �B) is a map of constant rank on the connected components of F .The �ber product F in the above diagram is clearly(3:4) F = f(ei�;�r; b; r�; b; r�; b; r�; b; r�)jei�g � b = b; r 2 IRg �= f(b; r�)j9ei� s.t. ei�g � b = b; r 2 IRg :Recall that B is an S1 bundle over the coadjoint orbit O� and that G and S1 act on B viaei�g � b = ei�g � [h; ei�] = [gh; ei�+�]; ei� 2 S1; g 2 G; b = [h; ei�] 2 B :24



From this we see that(3:5) (b; r�) 2 F , lg(�(b)) = �(b)where lg denotes the action of g on O� and � is the natural projection � : B !O� . Let us denote the �xedpoint set of lg by Fix(lg). Thus we have(3:6) F �= f(b; r�)jb 2 ��1(Fix(lg)); r 2 IRg :hence F is a manifold if Fix(lg) is a manifold. We also need to determine when the diagram(3:7) TF �! T�0Y# # d�2;3T (�(T �B � T �B)) �! T (T �B � T �B)diis a �ber diagram. Now, for any v 2 T�0Y �= T (S1 � Y ),d�2;3(v) 2 T (�(T �B � T �B)), dlei�dlg(w) = w ;w being the orthogonal projection of v onto TB. The contact form � is a connection one form on TB, i.e.,at each b 2 B, the kernel of � de�nes a horizontal subspace Horb � TbB with Horb �= T�(b)O� . Furthermore,TbB = Horb �Vb where Vb is the one dimensional tangent space along the �ber S1,dlg(Horb) = Horg�b; dlg(Vb) = Vg�b anddlei� (Horb) = Horei��b; dlei�(Vb) = Vei��b :>From all this it follows that (3.7) is a clean �ber diagram if1) Fix(lg) is a manifold and2) for all xG� 2 Fix(lg), TxG� (Fix(lg)) = Fix(dlg)xG� .This is precisely that lg has clean �xed point manifolds.The next step is to show that for all g 2 G, lg has clean �xed point manifolds on O�. Note that it su�cesto show this for all g 2 T , where T is the chosen maximal torus. Indeed, each element h 2 G is conjugate toan element g 2 T , i.e., h = kgk�1 for some k 2 G. This implies that Fix(lh) = k � Fix(lg) and Condition 2holds for lg if and only if it holds for lh.At times we will distinguish two types of elements in T , regular elements and singular elements. Anelement g is called regular, if its powers generate T . Almost all (with respect to Haar measure) elements inT are regular. On the other hand, there is the set of singular elements de�ned as the union of the kernelsof the positive roots (see [B.tD], Section V.2). A singular element g generates a closed subgroup of T ofdimension strictly smaller than dimT .The case � 2 interiorI� \ t�+.In case � 2 interiorI� \ t�+, the interior of the positive Weyl chamber, we have G� = T and thus O� �= G=T .For all yT 2 O� we have(3:8) gyT = yT , y�1gy 2 T , y = zw with w 2WG and z 2 Z(g)where WG denotes the Weyl group of G and Z(g) denotes the centralizer of g. The centralizer Z(g) is alwaysa closed subgroup of G. Note that g regular , Z(g) = T :25



This shows that the �xed point set is given by Fix(lg) = fzwT jz 2 Z(g); w 2 WGg, hence is a closedsubmanifold of O� . (In case g is regular, Fix(lg) = fwT jz 2 Z(g); w 2 WGg �= WG is a discrete set andindependent of g.) This proves Condition 1.Let us now prove Condition 2. First, we show that Condition 2 holds at eT 2 Fix(lg). The tangent spaceTeTO� is isomorphic to the subspace L(G=T ) :=L�2R+ M� of the Lie algebra g. Here R+ denotes the setof positive roots and M� denotes the 2-dimensional rootspace corresponding to the root �. Furthermore,the Lie algebra L(Z(g)) of the centralizer Z(g) is the direct sum(3:9) L(Z(g)) = t�M�2NM�where t denotes the Lie algebra of T and N denotes the set of positive roots � whose kernel contains g (Nis empty for g regular). See, for example, [B.tD], Proposition V.2.3. The tangent space of Fix(lg) at eTis therefore isomorphic to L�2N M� . Under the identi�cation of TeTO� with L(G=T ) = L�2R+ M�, thedi�erential dlg : TeTO� ! TeTO� is the adjoint representation Ad(g) at g, restricted to L�2R+ M� . Butby de�nition of N , the subspace consisiting of �xed points of Ad(g) is exactly the space L�2N M� . Thisproves that Fix(dlg)eT = TeTFix(lg).We now show that Condition 2 holds at any other point in Fix(lg). Observe that for any zwT 2 Fix(lg),(3:10) TzwTO� �= Te=TO� via v 2 TeTO� $ dlzdrw(v) 2 TzwTO�where rw denotes the map rw : O� !O� , rw(xT ) = xwT . Since rw and lz commute with lg ,(3:11) v 2 Fix(dlg)eT , dlzdrw(v) 2 Fix(dlg)zwTand in particular dim(Fix(dlg)eT ) = dim(Fix(dlg)zwT )which proves 2) for all g.The case � 62 interiorI� \ t�+.In this case � lies in at least one wall of the fundamental Weyl chamber, i.e., there exist � 2 R+, the setof positive roots, such that �(�) = 0. (We have identi�ed t� with t via an inner product on t.) The Liealgebra L(G�) of the stabilizer group G� isL(G�) = t�M�2KM�where K := f� 2 R+j�(�) = 0g. This follows from the fact that G� = Z(s) for all singular elementss = expX 2 T for which �(X) = 0 for all � 2 K and �(X) 6= 0 for all � 2 Kc := R+ nK. We thereforehave TeG�O� �= M�2KcM� :For any g 2 T and any yG� 2 O� we claim that the following holds:(3:12) gyG� = yG� , y�1gy 2 G� , y = zwu with z 2 Z(g); w 2WG; and u 2 G� :Indeed, y�1gy 2 G� implies that there exists a u 2 G� such that uy�1gyu�1 2 T (since T is also a maximaltorus of G�). Furthermore, there exists a w 2 WG such that wuy�1gyu�1w�1 = g. But this implies thatwuy�1 2 Z(g), from which the claim follows. 26



So far we have shown that the �xed point set is Fix(lg) = fzwG�jz 2 Z(g); w 2 WGg and hence is aclosed submanifold of O�. In order to prove that Condition 2 holds, we can apply the same ideas as in theprevious case. Again, we consider the decomposition of L(Z(g)) as in (3.9): L(Z(g)) = t�L�2N M�. Thisprovides us with the isomorphism(3:13) TeG�Fix(lg) �= M�2NnKM� :Under this isomorphism, the di�erential dlg : TeG�O� ! TeG�O� is the adjoint representation Ad(g) at g,restricted to L�2Kc M�. But the �xed point set of Adg restricted to TeG� is exactly L�2NnK M� . Thisproves that Fix(dlg)eG� = TeG�Fix(lg). The rest is completely analogous to the case � 2 interiorI� \ t�+.The rank of the map � : F ! �0Y ��(T �B) is constant and equal to 1. This follows easily from the factthat the action of S1 and the action of G on Y are both homogeneous in IR (recall (3.4)).We have now proved that the trace operation is clean and thus that Yp(�) is a Lagrangean distributionon S1. We still need to compute the excess of this composition. From (3.3) and the de�nition of the excesse we have(3:14) e = dimF + dim(T �B � T �B) � (dim(�(T �B) � dim�0Y ) :We know that a Lagrangean distribution on the circle S1 has only a �nite number of singular points �j ,j = 1; : : :K. Among those singular �0js, the ones for which ei�jg �xes the whole circle bundle B produce theconnected components of highest possible dimension, namely dimY , of F . For b = [h; ei�] 2 B we have(3:15) ei�g � [h; ei�] = [gh; ei(�+�)] = [h; ei�] , 9t 2 G� such that gh = ht and ei� = ��(t) :Thus, if the �xed point set Fix(ei�g) = B it follows thatg 2 Z� := \h2G hG� h�1 :Hence we have, Fix(ei�g) = B i� � 2 Z� and ei� = ��(g):Moreover, Z� = ZG if � is an interior point, since G� is then a maximal torus and the intersection of allmaximal torii is the center. Provided that Fix(ei�g) = B, for at least one (ei�; g), the excess of the traceoperation is(3:16) e = dimY + 4dimB � 2dimB � (1 + dimY ) = 2dimB � 1 :>From this, (3.2), and the fact that the trace operation Tr2 I0(S1 �B � B � S1;�(T �S1 � T �B)) we get(3:17) Yp(�) 2 I 12dimB� 14 (S1; K[j=1T+��j S1) :Remark We should note that often Z� = ZG even when � is a wall weight. For instance, in the case ofG = U (n) this happens as long as � is not a scalar weight (i.e. a weight of the form (r; r; : : :; r)). Indeed,g 2 Th2G hG� h�1 implies that for all h 2 G, g commutes with h�h�1 and thus with any h�h�1 where� denotes any spectral projection of �. Here, we are regarding elements of G, of g, thus also of t�, as27



endomorphisms of Cn. If � is not a scalar, there exists an eigenvalue a of � whose eigenspace K (the rangethe spectral projection �a) has dimension k with k < n. Since for all h 2 G, g commutes with h�ah�1, gleaves each k dimensional subspace h(K), h 2 G, invariant. But this implies that g leaves every k dimensionalsubspace invariant (G acts transitively on the Grassman manifolds). We claim this is only possible if g is ascalar, i.e. if g 2 ZG. Indeed suppose g is not a scalar. Then there is at least one vector x 2 IRn (Cn, IHn)for which g(x) = cx+ y with y ? x, y 6= 0. We then can �nd a k dimensional subspace W containing x butnot containing y, which is a contradiction to g(W ) � W .The situation for the other classical groups SO(n); Sp(n) is more or less analogous (with almost complexstructures J playing the role of scalar weights).Recall now Example 9. Since Yp(�) is polyhomogeneous and a Hardy distribution (the wave front set iscontained in a union of positive half spaces), it can be written as a sum(3:18) Yp(�) = 1Xj=0 KXl=1 aj;l�m�j(� � �l) :of the basic homogeneous distributions �r discussed in Example 8. Provided that a0;l 6= 0 for at least onel, this means that Yp(�) 2 Im+ 14 (S1;SKl=1 T+��l S1). We easily �nd that m = 12 (dimB � 1) with the use of(3.17). From (3.18) we getTrT�?p 0jH2r (B) = rm KXl=1 a0;le�ir�l + rm�1 KXl=1 a1;le�ir�l + lower order terms :On the other hand by Proposition 2.3.4 of Section 2.3,�(Yp) = X(i1;:::;ip) ci1 : : : cip�Tr�Tgi1:::gipei�= X(i1;:::;ip) vol(B)ci1 : : : cip�(�m)(�gi1 :::gip ) :Since a Lagrangean distribution of order m with vanishing principal symbol actually has order m-1, weconclude that Yp = X(i1;:::;ip):gi1 :::gip2Z� vol(B)ci1 : : : cip�m(� � �gi1 :::gip ) + smootherand hence by (3.18) we have a0;l = ci1 : : : cipvol(B):By comparing Fourier series, we �nd thatTrT�?p 0jH2r (B) � Cvol(B)rm X(i1;:::;ip):gi1 :::gip2Z� ci1 : : : cipe�ir�gi1 :::gip + O(rm�1)with e�ir�gi1 :::gip = ��(gi1 : : : gip) and with C a universal constant. After normalizing by taking the quotientwith dimH2r(B) =dimVr� the coe�cient rmCvol(B) cancels and we getTrT�?p 0jH2r (B)dimH2r (B) = X(i1;:::;ip):gi1 :::gip2Z� ci1 : : : cipe�ir�gi1 :::gip + o(1)28



completing the proof of the Main Theorem.The proofs of Corollaries 1-2 were given in the introduction. The proof of Corollary 3 is essentiallythe combination of Corollary 1 with known results on the spectrum of �(T�) (the spectrum of the inducedrandom walk on l2(�):) For the sake of completeness, we include the proof:Proof of Corollary 3. (i) Kesten's amenability criterion for countable groups � states that� is an amenable group , sup supp  = 1where  is the spectral measure of the random walk (�; �) (see [Ke][K.V., Section 5.1]). Suppose that ��� < 1,� 6= scalar, and ��(z) 6= 1 for z 2 ZG \ � n fidg. Consider an arbitrary continuous function f with supportin the interval [��� ; 1]. It follows that Z fdm�r� = 0 8r 2 IN :On the other hand, by (0.5),(3:19) Z fdm�r� = Xz2ZG\���(z)r Z fdm�;z +O(r�1) :But R fdm�;e > 0 (m�;e is Kesten's spectral measure for (�; �)), so, by our assumptions on the ��(z), theright hand side in (3.19) is unequal to zero, which is a contradiction.(ii) Let � be a free countable group and � a symmetric probability measure on � supported on the setof generators fa�1i ; i = 1; : : : ; ng with fai; i = 1; : : : ; ng free. A theorem by Kesten ([Ke, Theorem 3]) statesthat �(�; �) = [�p2n� 1n ; p2n� 1n ] :Suppose now that [�p2n�1n ; p2n�1n ] 6� �(T�0jIN�). It follows that there exists an interval [c; d] � [�p2n�1n ; p2n�1n ]with [c; d] \ �(T�0jIN�) = ;. Consider an arbitrary continuous function f with support in [c; d]. The sameargument as in (i) shows that integrating both sides in (0.5) against f leads to a contradiction.4 Examples4.1 Random walk on the torus T k = (S1)k. Let G = T k and � = 12 (�(ei�1 ;:::;ei�k )+ �(e�i�1 ;:::;e�i�k )) with(�1; : : : ; �k) 62 (2�Q)k. All irreducible representations of T k are one dimensional. They correspond to thelattice points (ZZ )k � IRk. For a given � = (n1; : : : ; nk), the eigenvalues of T� along the ray IN� can easilybe computed as �r� = cos(r(n1�1 + : : :+ nk�k)) (r 2 IN). By the Main Theorem, we havedm�r� = �cos(r(n1�1+:::+nk�k)) � Xz2Tk ��(z)rdm�;z1� +O(r�1)with ��(z)r = eri(n1z1+:::+nkzk) for z = (eiz1 ; : : : ; eizk). The dm�;z1� are determined by the momentsZIR xpdm�;z1� = ��p(fzg)29



and are zero unless z = (eil�1 ; : : : ; eil�k) for some l 2 ZZ . Note that for �xed z = (eil�1 ; : : : ; eil�k),��p(z) = ( � pp�jlj2 �(12)p for jlj � p and (p� jlj) even0 otherwise :No weak limit exists form�r� as r!1. Since T k is an abelian group, � is amenable, and by Corollary 2(i), thespectral radius ��� = 1. (This can, of course, also be seen directly from the fact that fer(n1�1+:::+nk�k)jr 2 INgis dense in S1.)4.2 Random walk on the sphere. The special orthogonal group SO(n + 1) acts transitively on then-dimensional unit sphere Sn �= SO(n + 1)=SO(n) in IRn+1. Through this action, we get a representationof SO(n + 1) on the Hilbert space L2(Sn) which is exactly a ray, namelyL2(Sn) = IN�1where �1 is the (n+1)-dimensional natural representation. This follows since L2(Sn) �= L2(SO(n+1)=SO(n))is an induced representation, namely the trivial representation ~�0 of SO(n) induced up to SO(n + 1). ByFrobenius reciprocity, multiplicity of � 2 L2(Sn) = multiplicity of ~�0 2 resSO(n+1)SO(n) � :By the familiar branching rules for the restiction of an irreducible of SO(n+ 1) to SO(n) (see, for example,[F.H, x25.3]), we have multiplicity of ~�0 2 resSO(n+1)SO(n) � � 1and ~�0 2 resSO(n+1)SO(n) � , � = r�1; r 2 IN :(Although L2(Sn) is a ray of representations, it is not presented as the Hardy space of a prequantumcircle bundle B over an orbit O. Nevertheless, the methods of this paper apply to it, and in fact in amore elementary form: there is no need to introduce a Toeplitz projector. Otherwise, all of the previouscalculations remain valid.)4.3 A few rank 2 groups. (a) G = U (2). The maximal torus of the unitary group U (2) is the subgroupof diagonal matrices T = fdiag (ei�1 ; ei�2)j�1; �2 2 [0; 2�)g �= U (1)� U (1) and its center is the subgroup ofscalar matrices ZU(2) = fdiag(ei�; ei�)j� 2 [0; 2�)g �= U (1). There is only one positive root, (e2 � e1) (eidenotes the i-th standard basis vector of IR2. The positive Weyl chamber is t�+ = f(x1; x2) : x2 � x1g � IR2;it has a unique wall x2 = x1. Below is a picture of t�+ and a few rays.
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The orbit corresponding to an interior lattice point � is O� = U (2)=T = U (2)=U (1) � U (1) = SU (2)=U (1)which is the 2-sphere S2 (equivalently, complex projective space CP 1). The prequantum S1 bundle B isthen SU (2) itself and the projection to S2 is the usual Hopf projection from S3 ! S2:For a lattice point  in the wall, we have G = U (2). Thus the orbit O is just one point. It fol-lows that B = S1, so the Hardy space is just the classical Hardy space of the unit circle, i.e., H2(B) =fP1r=1 areir� jP1r=1 a2r <1g.(b) G = SO(4). The maximal torus is the subgroup of block diagonal matricesT = fdiag �� cos �1 � sin�1sin�1 cos �1 ��� cos�2 � sin�2sin�2 cos �2 ��g �= SO(2) � SO(2)and the center is ZSO(4) = f�Ig �= Z2 (ZSO(n) �= Z2 for any even n). A positive root system is R+ =f(e2 � e1); (e2 + e1)g; this gives rise to the positive Weyl chamber t�+ = f(x1; x2) : x2 � jx1jg. Picture(b) below shows t�+ and a few rays. The lattice point corresponding to the natural representation �1is (0; 1) and lies in the interior. The coadjoint orbit O� for any interior � is the Grassmann manifoldG2;4(IR) = SO(4)=SO(2) � SO(2).(c) G = SO(5). The maximal torus is the subgroup of block diagonal matricesT = fdiag �1� � cos �1 � sin�1sin�1 cos�1 ��� cos �2 � sin�2sin�2 cos�2 ��g �= SO(2) � SO(2)and the center is trivial (ZSO(n) is always trivial for n odd). A positive root system is R+ = f(e2� e1); (e2+e1); e2; e1g; this gives rise to the positive Weylchamber t�+ = f(x1; x2) : x2 � x1 � 0g (see Picture (c) below).Here the lattice point (0; 1) corresponding to the natural representation �1 lies in the wall x1 = 0. Thestabilizer group G�1 is SO(3) � SO(2). It follows that the coadjoint orbit O�1 is the Grassmann manifoldG3;5(IR) = SO(5)=SO(3) � SO(2).
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SO(5)qq qq q qq q q qq q q q qq q q q q qr rr r��������������r r�2�3�4�5�c)4.4 Pseudo-Harper operators. As mentioned in the introduction, an interesting example of a randomwalkon the unitary group U (q) is provided by the image of a rational Harper operator H� (� = pq ) under the distin-guished irreducible unitary representation of the rotation algebra A� taking U to u = diag(1; ei�; : : : ; ei(q�1)�)and V to the cyclic permutation v 2 U (q) of the standard (eigenvector) basis e1; : : : ; eq. We recall that therotation algebra A� is the algebra generated by unitaries U; V satisfying UV = e2�i�V U . The elements u; vof U (q) determine the probability measure� = 14(�u + �u� + �v + �v�)31



on U (q) and hence the transition operator H2(B�) given byT� = 14(Tu + Tu� + Tv + Tv� )with Tg the translation operator by g on H2(B�).We recall from the introduction that(4:4:1) TuTv = TzoTvTuwhere zo = e2�i� is in the center of U (q). Since this is not the commutation relation of A� we cannotexpect T� to have a subspectrum of H�. Nevertheless, the spectrum of T� can be determined along any rayof representations of U (q) from the spectral theory of Harper operators. In the following Sp denotes thespectrum in the usual sense as a closed set.Proposition 4.4.2 With the notations above: Along any ray of representations IN�, Sp(T�0jH2(B�)) = [�1; 1]as a set. In fact, it is the union of the spectra of q Harper operators, including the commutative Harperoperator.Proof: We begin by relating the commutation relation (4.4.1) along subrays to those of certain rotationalgebras. Observe, then, that at the rth representation, say Vr�, along the ray IN� the center ZU(q) = fzI :z 2 U (1)g acts by the scalar ��(z)r. Indeed, if we let f(g; w) denote a function on G�U (1) which is invariantunder the action of G� de�nig B� := (G � U (1))=G�, and equivariant of degree r under the action of U (1)on B�, then Tzf(g; w) = f(zg; w) = f(g; ��(z)w) = �r�(z)f(g; w) :Since Vr� consists of the degree r CR-functions on B� (under the U (1)-action), we see that on Vr� thecommutation relations for Tu; Tv read:(4:4:3) TuTv = ��(zo)rTvTu zo = e2�i� :Here ��(zo)r denotes multiplication by this scalar. We note that if � = (�1; : : : ; �q) then ��(e2�i�) = e2�i��with � = �1 + � � �+ �q . Thus, Tu; Tv generate the rotation algebra Ar�� on Vr�.We further observe that when � = pq , the multiplier e2�ir�� is periodic of period q in r. Of course it mightbe periodic of a smaller period if � is not relatively prime to q. However we always have that(4:4:4a) H2(B�) = q�1Mm=0H2mwith(4:4:4b) H2m := Mr�m mod q Vr�and with u; v satisfying the commutation relationuv = e2�im��vuon H2m.Let us henceforth assume for the sake of simplicity that (�p; q) = 1. We will call such a ray a \relativelyprime ray" for T�. Also, let T�;m denote the restriction of the random walk to the `sub-ray' H2m. The mainstep in the proof of the Proposition is contained in the following32



Lemma 4.4.5 SpT�;m = SpH p0q0 where p0q0 = mp�q .Proof: We �rst recall that SpH p0q0 , the spectrum of H p0q0 as an element of A p0q0 , is the union of the spectraof the q0 � q0 matrices �z1;z2(H p0q0 ) which arise in the irreducible representations of A p0q0 . We recall that for� = p0q0 ; (p0; q0) = 1, the irreducible representations of A� are all of dimension q0 and are parametrized, withsome redundancies, by the 2-torus T 2 (see [C.E.Y., p. 227]). One irreducible representation � is de�nedby �(U ) = diag(1; �; �2; : : : ; �q�1) where � = e2�i� and by putting �(V ) equal to the cyclic permutationoperator on the eigenvector basis e1; : : : ; eq. The other representations �z1;z2 are obtained by composing �with the automorphism �z1;z2 de�ned by U ! z1U; V ! z2V . Thus, the spectrum of H p0q0 is simply a unionof spectra of �nite matrices.On the other hand, the spectrum of T�;m is also a union of spectra of �nite matrices, namely the matricesT�0jVr� occuring along the points of the subray. These matrices are the images of T� in the irreduciblerepresentations of A p0q0 occuring in the subray. Hence Sp(T�;m) is the union of the spectra of these matrices,taken over all the irreducibles occurring along the ray. In particular, Sp(T�;m) � Sp(H p0q0 ).To prove equality, it would su�ce to show that the set of irreducibles of A p0q0 occuring along the sub-rayis dense in the set T 2 of all irreducibles. This is not implausible, since the dimensions dr = dimVr� of theirreducibles of U (q) along the ray are growing at a polynomial rate, while all the irreducibles of A p0q0 are ofdimension q0. Hence, V(m+nq)� are highly reducible as representations of A p0q0 , at least for n >> 1. The setof irreducibles of A p0q0 occurring in H2m thus determines a countably in�nite subset Â p0q0 ;�;m of the torus T 2parametrizing all of the irreducibles, and the closure of the union of all the eigenvalues of H p0q0 (as we rangeover Â p0q0 ;�;m) gives the spectrum of the random walk along the mth subray.However, we can argue more directly, using the Main Theorem. To this end, we reconsider the asymptoticformulae for the spectral measures m�r� as a sum of measures m�;z with the oscillatory coe�cients ��(z)r,where z ranges over � \ ZU(q). We note that uvu�v� = z0 := e2�i pq lies in � \ ZU(q) and that all otherintersection points are powers of z0. Indeed, to lie in the center, a word in the letters u; v must consistof a string of u; u�; v; v� with an equal number of u; u�'s and v; v�'s. Cancelling out we see that all thecentral elements lie in the cyclic group generated by z0. We can therefore rewrite the asymptotic formulafor m�(m+nq)� in the form(4:4:6a) m�(m+nq)� � Xa2IN��(za0 )mm�;za0 (n!1)in the sense that(4:4:6(m; k)) ZIR xkdm�(m+nq)� = Xa2IN e2�ima� pq ��k(fza0g) + o(n):We observe that the principal term on the right hand side is independent of n and hence gives a well-de�ned(non-oscillatory) asymptote along the each of the subrays.Moreover, the asymptote is identi�able as the spectral measure for the Harper operator in its \magnetictranslation representation" [B][B.V.Z] [Su]. In this representation U; V get taken to the unitary operatorson l2(ZZ2) de�ned by(U�)(m;n) = e�2�i�2m�(m;n+ 1) (V �)(m;n) = e�2�i�1n�(m+ 1; n)where � = �2��1: In the physical interpretation, the pair (�1; �2) de�ne the vector potential �1ydx+�2xdyof a magnetic �eld B = (�2��1)dx^dy whose ux thru a period cell of the lattice is �: The Harper operator33



H� = 14(U +U�+V +V �) has then a spectrum as an operator on l2(ZZ2), and it coincides with the spectrumof this operator as an element of the rotation algebra A�.Recall now that there exists a unique trace � on A�, namely�Xam;nUmV n = ao;o = hX am;nUmV n�0; �0iwhere 0 denotes the orgin of ZZ2 (cf. [B][Su]). We can thus de�ne a spectral measure for H� via the formula(4:4:7) ��(f) := � (f(H�)) f 2 C(Sp(H�)):It is closely related to the spectral measure for the discrete random walk de�ned by H� on the Heisenberggroup (cf. [B.V.Z])We then observe that dm� is essentially the same measure as the asymptote to dm�(m+nq)� in (4.4.6a)when � = p0q0 as above. To see this, we compare moments. In the case of dm� we can compute these byassociating to any monomial in (U +V +U�+V �)k a path in the lattice ZZ2 starting at the origin and thendetermined by the following tra�c directions: reading from right to left in the monomial, go right at U , leftat U�, up at V , and down at V �. We then observe that only monomials giving rise to loops (i.e., closedpaths starting at ending at the origin) contribute to the moments. Hence only even moments are non-zero.Using UV = e2�i�V U , we see that the contribution of such \loop-monomials" to the 2kth moment has theform Xa2IN Xloops2�2k ��(zao )m#f2k-loops : zloop = zaog :Here, �2k is the set of elements of word-length 2k and for a word representing a \loop", zloop is the elementof the center to which the word reduces. We have also used the de�nition of p0q0 . Comparing to the leadingasymptote of dm�(m+nq)� we see that both spectral measures have precisely the same moments. It followsthat they have the same supports.Since the spectrum of H� equals the support of m�, we conclude that the spectrum of T�;m contains thespectrum of H�, where as above � = p0q0 . Combined with the reverse inclusion noted above, the proof of thelemma is complete.To complete the proof of the proposition, we note thatSp(T� 0jH2� (B)) = q�1[m=0Sp(T� 0jH2m;�(B)):In the case of m = 0, T�0jH2m;�(B) is Harper operator corresponding to the the commutative Harper algebra,and its spectrum is that of the multiplication operator 12(cosx + cosy), namely [�1; 1]: For the other valuesof m, Sp(T�0jH2m;�(B)) equals the spectrum of the Harper operator Hmp�q and hence is the union of bandsseparated by gaps as described in [B][C.E.Y]. It follows that Sp(T�0jH2� (B)) is a dense pure point spectrumin [�1; 1] whose closure has a well-de�ned multiplicity function obtained from the comparison with the qHarper operators.References[B.V.Z] C.Beguin, A.Valette, A.Zuk, On the spectrum of a random walk on the discrete Heisenberg groupand the norm of Harper's operator (preprint,1995).[B] J. Bellisard, Noncommutative methods in semiclassical analysis; Springer Lecture Notes in Mathe-matics 1589, Transition to Chaos, ed. S. Gra� (1994).34
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