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1 IntroductionWe consider the long time asymptotics of solutions to drift-di�usion systemsut=r� (ru+ur�) ; (1.1)vt=r� (rv�vr�) ; (1.2)��=v�u ; (1.3)where u, v denote densities of negatively, respectively positively, charged par-ticles. The Poisson equation (1.3) de�nes the electric potential � couplingthe equations (1.1)-(1.2) for the temporal evolution of charge distributions.The system (1.1)-(1.3) was formulated by W. Nernst and M. Planck at theend of the nineteenth century as a basic model for electrodi�usion of ions inelectrolytes �lling the whole space IR3. Note that the case of multichargedparticles is also covered by (1.1)-(1.3) since u and v denote the charge den-sities.Supplemented with the no-ux boundary conditions@u@� +u@�@� =0 ; (1.4)@v@� �v@�@� =0 (1.5)on the boundary of a bounded domain 
� IRd, d�3, and either�=0 on@
 ; (1.6)or �=Ed � (v�u) ; (1.7)where Ed is the fundamental solution of the Laplacian in IRd, the system(1.1)-(1.3) was also studied by P. Debye and E. H�uckel in the 1920's. (1.6) sig-ni�es a conducting boundary of the container, while in the case of a boundeddomain the \free" boundary condition (1.7) corresponds to a container im-mersed in a medium with the same dielectric constant as the solute.These equations, together with their generalizations including e.g. anexterior potential, known as drift-di�usion Poisson systems, also appear inplasma physics and (supplemented with some mixed linear boundary condi-tions instead of (1.4)-(1.5)) in semiconductor device modelling.2



To determine completely the evolution, the initial conditionsu(x;0)=u0(x) ; v(x;0)=v0(x) (1.8)are added. Obviously, positivity of u0�0, v0�0 is conserved: u(x;t)�0,v(x;t)�0, as well as the total chargesMu= Z u0(x)dx= Z u(x;t)dx ; Mv= Z v0(x)dx= Z v(x;t)dx : (1.9)HereMu,Mv are not necessarily the same, i.e. the electroneutrality conditionMu=Mv (1.10)is not, in general, required. Condition (1.10) must be satis�ed in the case ofthe homogeneous Neumann boundary conditions @�@� =0 (i.e. an isolated wallof the container) leading together with (1.4)-(1.5) to@u@� = @v@� = @�@� =0 :Our results (Theorem 1.2 below) are valid in that case, with even a simplerproof.The asymptotic properties of solutions to (1.1)-(1.3), (1.7) have beenstudied recently in [1]. The authors proved that (for d�3, Mu=Mv=1 andu0 and v0 regular enough) u, v tend to their self-similar asymptotic statesat an algebraic rate. We improve these results by relaxing assumptions onthe initial data and showing a stronger (still algebraic) decay rate, which weexpect to be optimal (see Theorem 1.1 below).In the case of a bounded domain, the convergence (with no speci�c speed)in the L1-norm of u and v solving (1.1)-(1.5) to their corresponding steadystates has been proved in [5] (as well as the L1-convergence for more regularu0, v0). Here we prove the exponential convergence towards the steady stateswith a decay rate depending on d�2, Mu, Mv, and the initial value of theentropy functional only (see Theorem 1.2 below).Notation. The Lp-norm in IRd or 
�� IRd is denoted by j � jp, and inessentialconstants (which may vary from line to line) are denoted generically by C.3



De�ne the asymptotic states in IRd byuas(x;t)= Mu(2�(2t+1))d=2 exp � jxj22(2t+1)! ; (1.11)vas(x;t)= Mv(2�(2t+1))d=2 exp � jxj22(2t+1)! ; (1.12)where the charges of the solution hu;vi of (1.1)-(1.2) are given by (1.9), andthe entropy functional byL(t)= Z u(x;t)log u(x;t)uas(x;t)! dx+Z v(x;t)log v(x;t)vas(x;t)! dx+ 12 jr�(t)j22 :(1.13)Theorem 1.1 There exists a constant C=C(d;Mu;Mv;L0) such that foreach solution hu;vi of (1.1)-(1.3), (1.7)-(1.8) in IRd, d�3, if L(0)=L0, thenfor all t�0, L(t)�CH(t) (1.14)and ju(t)�uas(t)j21+ jv(t)�vas(t)j21+ jr�(t)j22�CH(t) ; (1.15)where H(t)=8>><>>: (2t+1)�1=2 ; d=3 ;(2t+1)�1�log(2t+1)+1� ; d=4 ;(2t+1)�1 ; d>4 :Moreover if Mu=Mv, then H(t)=(2t+1)�1 for any d�3.In the case of a bounded domain, de�ne the entropy functionalW (t) = Z u(x;t)log u(x;t)U(x) ! dx+Z v(x;t)log v(x;t)V (x) ! dx+12 Z (���)(u�U�v+V )dx ; (1.16)for the solution hu;v;�i of (1.1)-(1.5), (1.6) or (1.7), (1.8) and the uniquesteady state hU;V;�i of the Debye-H�uckel system withMu= Z U(x)dx ; Mv= Z V (x)dx : (1.17)4



Note that for the condition (1.6) the third term in W (t) takes the form12 jr(���)j22.Theorem 1.2 If d=2, then there exist two constants �=�(d;Mu;Mv;W0)and C=C(Mu;Mv;W0) such that for each solution hu;v;�i of (1.1)-(1.6),(1.8) in a bounded domain 
, if W (0)=W0, then for all t�0,W (t)�W (0) e��t ; (1.18)and ju(t)�U j21+ jv(t)�V j21+ jr(���)j22�C e��t : (1.19)If d�3, the same results hold except that � and C may also depend on �=supt�0 j�(t)j1, which is supposed to be �nite.Su�cient conditions for � to be �nite in the case of linear boundaryconditions and explicit estimates of � and C will be provided in the proof ofthis result.2 Proof of Theorem 1.1We begin with a rescaling of the system (1.1)-(1.3) which will lead to a sys-tem with a quadratic con�nement potential, and therefore (eliminating thedispersion) to the expected exponential convergence to the steady states.This idea was applied in [8] and [7], as well as in [1], to a variety of problemsranging from kinetic equations to porous media equations.Let �x2 IRd, � >0, be the new variables de�ned by�x= xR(t) ; � =logR(t) ; R(t)=(2t+1)1=2; (2.1)and consider the rescaled functions �u, �v, �� such thatu(x;t)= 1Rd(t) �u(�x;� ) ;v(x;t)= 1Rd(t) �v (�x;� ) ; (2.2)�(x;t)= ��(�x;� ) :5



This whole section will deal with the rescaled system, so omitting the barsover x, u, v, � will not lead to confusions with the original system, whichnow takes, after rescaling, the formu� =r� (ru+ux+ur�) ; (2.3)v� =r� (rv+vx�vr�) ; (2.4)��= e��(d�2)(v�u) : (2.5)The scaling (2.2) preserves the L1-norms, so the rescaled initial data u0, v0still satisfyMu= Z u0(x)dx= Z u(x;� )dx ; Mv= Z v0(x)dx= Z v(x;� )dx : (2.6)Denote by hu1;v1i the steady state of (2.3)-(2.4), that isu1(x)= Mu(2�)d=2 exp �jxj22 ! ; (2.7)v1(x)= Mv(2�)d=2 exp �jxj22 ! : (2.8)Of course, going back to the original variables x, t, hu1;v1i corresponds tothe asymptotic state huas;vasi de�ned by (1.11)-(1.12). Writing �=� with�=�(� )= e��(d�2)!0 as �!+1, we introduce the relative entropyW (� )= Z ulog� uu1� dx+Z v log� vv1� dx+ �2 jr j22 (2.9)corresponding to the original entropy functional L in (1.13). The evolutionof W is given bydWd� =�Z u����r�log uU �����2 dx�Z v ����r�log vV �����2 dx� d2 �1!�jr j22 ;(2.10)with U , V denoting the local MaxwelliansU(x;� )=Mu exp��12jxj2��(x;� )�R exp��12jyj2��(y;� )� dy ; (2.11)6



V (x;� )=Mv exp��12jxj2+�(x;� )�R exp��12jyj2+�(y;� )� dy ; (2.12)so that rU=U =�(x+r�), rV =V =�(x�r�). Using the notationJ= 12 Z u����ruu +x����2 dx+ 12 Z v ����rvv +x����2 dx ; (2.13)(2.10) can be rewritten asdWd� =�2J�2Z (ru�rv) �r�dx�2Z (u�v)x �r�dx�Z (u+v)jr�j2dx� d2 �1!�jr j22 (2.14)=�2J��2Z (u+v)jr j2dx�2�ju�vj22+ d2 �1!�jr j22 :The quantity J in (2.13) can be estimated from below using the Gross loga-rithmic Sobolev inequalityZ f log fjf j1! dx+d�1+ 12 log(2�a)�jf j1� a2 Z jrf j2f dx (2.15)valid for each a>0, see e.g. [11] or a thorough discussion of di�erent versionsof logarithmic Sobolev inequalities in [2]. (2.15) becomes an equality if andonly if f(x)=C exp(�jxj2=(4a)) (up to a translation).Taking a=1 in (2.15), the relation (2.14) leads to� dWd� +2W!�2�ju�vj22�� d2 jr j22��C�(Mu+Mv)2 (2.16)with a constant C=C(d)= 2d �d�24 �(d�2)=2�d=2, because by the Hardy-Little-wood-Sobolev inequality and an interpolationjr j22��ju�vj22d=(d+2)��ju�vj4=d1 ju�vj2�4=d2 � 4d ju�vj22+Cju�vj21 :Clearly, (2.16) impliesdd� �e2�W (� )��C(Mu+Mv)2e�(4�d)7



and, after one integration, we obtainW (� )��W (0)e��+C(Mu+Mv)2�e�� (2.17)in the case d=3, W (� )��W (0)+C(Mu+Mv)2��e�2� (2.18)if d=4, and �nally for all d>4W (� )��W (0)+C(Mu+Mv)2�e�2� : (2.19)Since from the Csisz�ar-Kullback inequality (cf. (1.9) in [2], App. D in [7],[6] or [10])W (� ) controls the L1-norm of u�u1 and v�v1, we get the samedecay rates as in (2.17)-(2.19) forju(� )�u1j21+ jv(� )�v1j21+�jr (� )j22�2�max(Mu;Mv)+1�W (� ) :(2.20)Returning to the original variables x, t, this implies, of course, the estimates(1.14)-(1.15) of Theorem 1.1 in the general case.In the electroneutrality case (1.10): Mu=Mv, since u1=v1, so for d=3,ju�vj21= ju�u1+v1�vj21�Ce�� . Next, a modi�cation of (2.16) readsdd� �e2�W (� )��Ce2��ju�vj21�C ;and this leads to W (� )�C(1+� )e�2�. Inserting this into (2.20) and (2.16)once again implies dd� �e2�W (� )��C(1+� )e�� ;so that W (� )�Ce�2�. If d=4, the same reasoning once again applies pro-viding also the same improved decay rate. 2Remark 2.1 Note that the constant C in (1.15) depends on d, Mu, Mv andL(0) only, and is independent of e.g. ju0jr, jv0jr with some r>d=2 | as itwas in fact in [1]. Conditions like ju0jr+ jv0jr<1 are su�cient for (local in8



time) existence of solutions to the considered systems (cf. Theorem 2 in [5]),but they can be relaxed | as it was done for a related parabolic-elliptic systemdescribing the gravitational interaction of particles in [4]. Thus, compared to[1], Theorem 1.1 gives not only an improvement of the exponents but alsogets rid of the unnecessary dependence on quantities other than L(0), Mu,Mv. We do not know if the exponents in Theorem 1.1 are optimal, but sucha conjecture is supported by the calculations in the proof of the followingProposition 2.2 There exists a constant �>0 depending only on d with���(d)=(d�2)�q(d�1)2+3� (d�1)�, such thatW (� ) � W (0) e��� (2.21)and hence L(t) � L(0) (2t+1)��=2for each solution hu;vi to the Nernst-Planck system.Remark 2.3 The interest of this proposition is that the constants control-ling the convergence of W (t), L(t), and hence ju�uasj1, jv�vasj1 in (1.15),depend on the initial values of W (0), L(0) only (and not on juj1=Mu, jvj1=Mv, which are quantities not comparable with, say, R ulogudx, R v logv dx inthe whole IRd space case). However, the exponent � | which is evaluatedexplicitly | is not as good as the one in Theorem 1.1.Proof of Proposition 2.2. Using (2.9), (2.13), (2.14), we may write forany positive ���dWd� +�W� =��J�Z ulog� uu1��Z v log� vv1��+(2��)J+B+2E��F ; (2.22)where B=�2Z (u+v)jr j2dx ;E=�ju�vj22 ;F = d2 �1!�jr j22 ;�=1+ �d�2 :9



Observe that if we de�neG1= Z u�ruu +x��r�dx ; G2= Z v�rvv +x� �r�dx ;then G1�G2= Z r(u�v) �r�dx+Z (u�v) (x �r�)dx=E�F:De�ne now f1=p2�� �pu�ruu +x� ; g1=pur� ;f2=p2�� �pv�rvv +x� ; g2=pvr� ;a1= jf1j2 ; b1= jg1j2 ; a2= jf2j2 ; b2= jg2j2 :By the Cauchy-Schwarz inequality we have(2��)1=2jE�F j= (2��)1=2jG1�G2j= ����Z (f1g1�f2g2)dx����� a1b1+a2b2 :But 0� (a1b2�a2b1)2=(a21+a22)(b21+b22)� (a1b1+a2b2)2 ;a1b1+a2b2 �p2q(a21+a22)=2qb21+b22� 1p2�12(a21+a22)+(b21+b22)�= 1p2�(2��)J+B� ;and thus (2��)1=2jE�F j� 1p2�(2��)J+B� :Using (2.22) we get��dWd� +�W�� q2(2��)jE�F j+2E��F=F ��q2(2��)jX�1j+2X��� (2.23)10



with X =E=F �0. For either d�4 and ��2, or d=3 and ��1, we have��2. The right hand side of (2.23) (positive for X ��=2) equals (for X��=2�1)q2(2��)(1�X)+2X��=�2�q2(2��)�X+q2(2��)�� ;so that q2(2��)�� (2.24)guarantees dWd� +�W �0, which implies (2.21). The condition (2.24) isequivalent to ���(d). In particular, �(d) is an increasing function of d,�(3)=p7�2<1, �(4)=4p3�6 and limd!+1�(d)= 32 . 2Remark 2.4 In the case of one species of particles, i.e. v�0 as was in [3]and [4], the result of Proposition 2.2 still holds.Finally, we remark that there is, in general, no hope to have �>2 in non-trivial cases. This can be inferred from the formula (2.22), where for each�>1, J���R ulog� uu1 � dx+ R v log� vv1 � dx� could be negative and domi-nate the other terms (for instance, in the limit Mu; Mv!0+).3 Proof of Theorem 1.2First, we recall that steady states hU;V;�i of (1.1)-(1.3) satisfy the relationsr� (e��r(e�U))=0 ; r� (e�r(e��V ))=0 ;hence U =Mu e��R e�� dx; V =Mv e�R e� dx : (3.1)Together with (1.3) this leads to the Poisson-Boltzmann equation��=Mv e�R e� dx�Mu e��R e�� dx : (3.2)This equation, supplemented with the Dirichlet boundary condition (1.6) orthe free condition (1.7), for every Mu;Mv�0, has a unique (weak) solution11



�, see [9] or Proposition 2 in [5] (and this solution is classical whenever @
is of class C1+� for some �>0).The evolution of the Lyapunov functional de�ned by (1.16) in the case ofthe Dirichlet boundary condition (1.6) or in the case (1.7) is given bydWdt =�Z ujr(logu+�)j2dx�Z vjr(logv��)j2dx ; (3.3)cf. (35) in [5], where the above relation is obtained for weak solutions tothe Debye-H�uckel system.Concerning the global in time existence of solutions to the Debye-H�uckelsystem with nonlinear boundary conditions (1.4)-(1.5), we note that this wasdone for d=2 only in Theorem 3 of [5]. Thus, in higher dimensions d�3, weassume that hu(t);v(t)i exists for all t�0 and�=supt�0 j�(t)j1<1 (3.4)holds. If equations (1.1)-(1.3) are supplemented with linear type boundaryconditions (as it is the case in semiconductor modelling), the assumption u0,v02Lr(
) with an exponent r>d=2 (cf. Theorem 2 (ii) in [5] and [1] forthe case of the whole space IRd) guarantees the existence of hu(t);v(t)i forall t�0.For d=2 the uniform bound (3.4) for the potential � follows fromW (0)<1. Indeed, for either of conditions (1.6) or (1.7)�(x;t)= Z
K(x;y) (v(y;t)�u(y;t))dy;where the kernel K is either the Green function of the domain 
 or thefundamental solution E2 of the Laplacian in the plane. Since jG(x;y)�E2(x;y)j�C=C(
), we have, using the inequalityAB�AlogA+eB�1for all A�0, B2 IR, with A=u; v and B= 12� jlog jx�yjj,j�(x;t)j � Z
(u+v)� 12� jlog jx�yjj+C�dy�C�Z
ulogudy+Z
v logv dy+1� ;12



independently of x. Now, (3.3) givesj�(t)j1�C�W (0)+1�=C�W (0);Mu;Mv;
���<1for all t�0.The calculations below are reminiscent of the proof of Theorem 2.1 in [1],but we do not use the Holley-Stroock perturbation lemma for logarithmicSobolev inequalities as was in [1]. First, apply the inequality (2.15) witha=2e��=� and a small �>0 (to be determined later) to the functions f =ue�and f =ve��. Taking into account (3.3), (1.16) and (3.2) we arrive at� dWdt +�W! ���Z ue� logudx+Z ve�� logv dx�+�Z (ue��ve��)�dx��jue�j1 log jue�j1��jve��j1 log jve��j1+�d�1+ 12 log� 4��e��� (jue�j1+ jve��j1)��Z (ulogu+v logv)dx+�(Mu logMu+Mv logMv)��Z (u�v)�dx��Mu log�Z e�� dx���Mv log�Z e� dx���2 Z (���)(u�U�v+V )dx :Since the both exponential factors e�� are uniformly bounded from belowby e��, so e�e���1�0, and since by the Jensen inequality, R
ulog(u=Mu)dx��Mu log j
j, the above inequality leads to� dWdt +�W!�C1�+C2�log�1��for some C12 IR, C2>0 | depending on Mu, Mv, W (0), � and j
j only.Now it is clear that for some small �=�(d;Mu;Mv;W (0))>0, dWdt +�W �0, i.e. W (t) decays exponentially in tW (t)�W (0) e��t : (3.5)13
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