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Abstract

This paper is concerned with the one-dimensional stationary linear Wigner equation, a kinetic formulation of quantum mechanics. Specifically, we analyze the well-posedness of the boundary value problem on a slab of the phase-space with given inflow data for a discrete-velocity model. We find that the problem is uniquely solvable if zero is not a discrete velocity. Otherwise one obtains a differential-algebraic equation of index 2 and, hence, the inflow data make the system overdetermined.

1 Introduction

The so-called Wigner distribution function was introduced as a method for reformulating quantum mechanics in classical phase-space \cite{33} ($\mathbb{R}^{6N}$ for a general $N$-particle system; however we consider here only systems which are one-dimensional and described by a mean, or self-consistent, field, so our phase-space is $\mathbb{R}^2$).

The (real-valued) Wigner function, $w(x, v, t)$ with $x \in \mathbb{R}, v \in \mathbb{R}$ and $t \in \mathbb{R}^+$ is a quasi-probability distribution; it is not, in general, positive but its marginal distribution, the configuration-space density

$$ n(x, t) = \int_{\mathbb{R}} w(x, v, t) dv $$

is indeed non-negative and, in fact, corresponds exactly with the correct quantum-mechanical expression for the density. For an arbitrary quasi-probability distribution $w(x, v)$ to be a (physical) Wigner function, it has
to correspond to a positive trace class operator, the density matrix (cf. [25]).

Wigner showed in [33] that \( w \) obeys a kinetic (quasi-transport) equation, the so-called Wigner equation

\[
 w_t + vw_x - \Theta[V]w = 0, \tag{1.2a}
\]

with the pseudo-differential operator

\[
 \Theta[V] = i \left[ V(x + \frac{\partial}{2i}) - V(x - \frac{\partial}{2i}) \right], \tag{1.2b}
\]

where we have set Planck’s constant \( \hbar = 1 \). Alternatively, \( \Theta[V] \) can (formally) be expressed as a convolution operator in \( v \):

\[
 (\Theta[V]w)(x, v) = a(x, v) *_v w(x, v), \tag{1.3}
\]

with

\[
 a(x, v) = \sqrt{\frac{\pi}{2}} \text{Im} [e^{2ivx} (\mathcal{F}V)(2v)], \tag{1.4}
\]

and \( \mathcal{F} \) denotes the Fourier transform. These two definitions of \( \Theta[V] \) coincide under some regularity and decay assumptions on \( V \) (cf. [3]).

In (1.2b) \( V \) represents the (real-valued) system potential. It may either be specified \textit{ab initio} (the linear case) or may be a self-consistent potential which depends on the density \( n \) (Equ. (1.1)) (the nonlinear case). In a typical situation \( V \) obeys a Poisson equation and one speaks of the Wigner-Poisson system. However, in this paper only the linear stationary Wigner equation is studied. Furthermore, as suggested by the title of the paper, we are interested in the stationary equation.

In the last decades many physicists have used the Wigner formalism for quantum scattering theory [20, 11]; for computing virial coefficients [20]; “squeezed states” [32]; and for Hartree-Fock calculations [15]. When considered on the whole space, i.e. \( x \in \mathbb{R} \), the Wigner approach is equivalent to “ordinary” quantum mechanics. On finite (spatial) domains, however, it is tricky for three reasons: first, the potential appearing in \( \Theta[V] \) must still be known in the whole space, here \( \mathbb{R}_x \). Secondly, it is not clear how to formulate adequate boundary conditions (BCs) [35]. And, thirdly, it is usually unknown if the Wigner function \( w(x, v) \) on a bounded domain corresponds to a positive density matrix operator that gives rise to a non-negative density \( n(x) \).

For the past 15 years physicists, engineers, and mathematicians have been using Wigner equation models to simulate the electron transport in sub-micron semiconductor devices (cf. [22], [28], e.g.). In these numerical simulations physicists ([22], [16]) have mostly used so-called \textit{inflow boundary conditions} for the Wigner equation. These classical transport-theoretical BCs give reasonable results even for quantum models, if they are applied ‘far enough away’ from the main source of quantum effects (tunneling barriers, e.g.). Assuming the boundaries are in the one-dimensional
model at \( x = 0 \) and \( x = L \) one specifies the distribution flowing into a medium through the boundary (either in the stationary or the time-dependent case):

\[
\begin{align*}
  w(0, v) &= f^+(v), \quad v > 0, \\
  w(L, v) &= f^-(v), \quad v < 0. \\
\end{align*}
\] (1.5)

In \([31, 2]\) absorbing boundary conditions have been devised for the Wigner equation as a refinement of inflow BCs. They account for the coupling of the incoming and outgoing distribution at the boundary in quantum kinetic models.

We remark that both of these BCs break the strict correspondence between the Wigner and Schrödinger-Heisenberg formulations of quantum mechanics. Hence, it is not easy to judge if the resulting Wigner function is physical in the sense of corresponding to a positive density matrix. It would, e.g., be desirable to find conditions on the prescribed inflow data \( f^+, f^- \) which guarantee that the resulting Wigner function (when extended to the whole space) is physical.

For the time-dependent Wigner equation with inflow conditions, well-posedness has been studied for the linear \([27]\) and nonlinear \([26]\) cases. (See also \([7]\) which studies inflow in the classical limit and \([6]\) where a strategy for coupling classical and quantum regimes is discussed.) One study has been made of the stationary Wigner equation with inflow conditions \([24]\); a rather involved technical method was used to construct a solution.

The quantity of interest to engineers is the stationary current as a function of applied voltage, the so-called \( I-V \) curve. This explains our interest in the stationary problem. Our objective then is to show unique solvability of the stationary boundary value problem (BVP)

\[
vwx - \Theta[V]w = 0, \quad 0 < x < L, \quad v \in \mathbb{R},
\] (1.6)

subject to the BCs (1.5). In \([16]\) Frensley analyzed a full discretization (upwind finite differences) of this stationary Wigner equation with inflow BCs, and there is numerical evidence that the problem is well-posed. A mathematical proof, however, has not yet been given.

At the first glance (1.6) looks like a classical transport problem of the form

\[
T f_x - Af = 0, \quad 0 < x < L,
\]

for \( f(x) \) in some Hilbert space, and \( T\partial_x \) is the usual transport operator. For classical linear (\([12]\)) and nonlinear (\([5, 1]\)) transport problems with inflow conditions, a great deal is known. In typical applications and in most of the mathematical analysis \( A \) is a positive Fredholm operator, modeling the interaction of the “transport” particles with the medium in which they are diffusing. In (1.6), however, \(-\Theta[V]\) describes the time-reversible interaction of the electrons with the system potential. Since it is skew-symmetric on \( L^2(\mathbb{R}_v) \), standard techniques of generalized transport theory (cf. \([17]\),
e.g.) cannot be applied to the BVP of the Wigner equation, even in the linear case.

At this point it is in order to compare (1.6) with its classical counterpart, the BVP for the stationary Liouville equation:

\[ \nu w_x - V_x w_v = 0, \quad 0 < x < L, \quad v \in \mathbb{R}. \]  (1.7)

Potential wells inside the domain \( (0, L) \) give rise to closed particle trajectories, and hence the solution of (1.7) the with inflow BCs (1.5) is in general not unique (see [6] for the linear problem, and [18] for the nonlinear case). The quantum picture is, however, different: Since bound states cannot be compactly supported, it is possible to ‘control’ them through the inflow data.

The model we adopt in this paper, aside from being one-dimensional and linear, is also discrete-velocity. This may be considered either a preliminary step towards the analysis of the continuous-velocity model or an end in itself, since for numerics the velocity has to be discretized in any event (see Section 2). In Section 3 we prove well-posedness of the BVP problem. Finally, in Section 4 we find that the problem is not well-posed if \( v = 0 \) is included in the set of discrete velocities.

### 2 Velocity-discretization of the Wigner equation

In the two subsequent Sections we shall analyze the well-posedness of discrete velocity analogues of (1.6). In this Section, we therefore discuss an example of how to obtain such a velocity semi-discretization. In [30], [4] a spectral-collocation method (in velocity) of the time-dependent Wigner equation was studied. In order to obtain a simple discretization of \( \Theta[V] \), the Wigner function is there approximated by a finite linear combination of trigonometric polynomials (in \( v \)), since they are (generalized) eigenfunctions of \( \Theta[V] : \)

\[ \Theta[V]e^{i\nu v} = \delta V(x, \eta)e^{i\nu \eta}, \]  (2.1)

where

\[ \delta V(x, \eta) = i \left[ V(x + \frac{\eta}{2}) - V(x - \frac{\eta}{2}) \right] \]

is the symbol of \( \Theta[V] \) (see (1.2b)). Here we present a generalization of these techniques to infinitely many equidistant, discrete velocities.

The vector function \( w(x) = (w_j(x), j \in \mathbb{Z})^T \) denotes the discrete velocity Wigner function, where \( w_j(x) \) is considered as an approximation to \( w(x, v_j) \). Here, we choose the discrete velocities as \( v_j = \frac{(j-\frac{1}{2})\pi}{\eta_0}, j \in \mathbb{Z}, \) where \( \eta_0 > 0 \) will be defined later on. With this choice we “skip” the discrete velocity \( v = 0 \), as this would create analytical problems for the resulting BVP (see §3, 4).
In the sequel we consider \( w(x) \) as the sequence of the Fourier coefficients of the velocity-transformed function

\[
\hat{w}(x, \eta) = \sum_{j \in \mathbb{Z}} w_j(x) e^{-i\eta j}, \quad -\eta_0 \leq \eta \leq \eta_0, \quad 0 \leq x \leq L, \quad \text{(2.2)}
\]

and conversely:

\[
w_j(x) = \frac{1}{2\eta_0} \int_{-\eta_0}^{\eta_0} \hat{w}(x, \eta) e^{i\eta j} d\eta, \quad j \in \mathbb{Z}. \quad \text{(2.3)}
\]

Obviously \( \hat{w}(x, \cdot) \in L^2(-\eta_0, \eta_0) \) iff \( w(x) \in l^2(\mathbb{Z}) \). \( \eta_0 \) gives the finite support (bandwidth) of \( \hat{w}(x, \eta) \). In order to evaluate \( \Theta[V] \) we extend \( \hat{w} \) by 0 from \( L^2(-\eta_0, \eta_0) \) to \( L^2(\mathbb{R}_\eta) \). This corresponds to a trigonometric interpolation of \( w(x) \) on \( \mathbb{R}_v \):

\[
\tilde{w}(x, v) := \frac{1}{2\eta_0} \int_{-\eta_0}^{\eta_0} \hat{w}(x, \eta) e^{i\eta v} d\eta, \quad v \in \mathbb{R}, \quad \text{(2.4)}
\]

and we have \( \tilde{w}(x, v_j) = w_j(x) \). This function \( \tilde{w}(x, v) \) is considered as a smooth approximation to \( w(x, v) \). Since \( w(x) \in l^2(\mathbb{Z}) \), this implies \( \tilde{w}(x, \cdot) \in L^2(\mathbb{R}_v) \cap C^\infty \) and all \( v \)-derivatives decay at infinity:

\[
(\partial_v^n \tilde{w})(x, v) \to 0 \quad \text{for} \quad |v| \to \infty, \quad n \in \mathbb{N}_0.
\]

Using (2.1), (2.4) we calculate:

\[
(\Theta[V]\tilde{w})(x, v) = \frac{1}{2\eta_0} \int_{-\eta_0}^{\eta_0} \delta V(x, \eta) \hat{w}(x, \eta) e^{i\eta v} d\eta, \quad \text{(2.5)}
\]

If \( V \in L^\infty(\mathbb{R}) \) (which is the typical situation in semiconductor applications) we have \( \Theta[V]\tilde{w}(x, \cdot) \in L^2(\mathbb{R}_v) \) with

\[
\| (\Theta[V]\tilde{w})(x, \cdot) \|_2 \leq 2 \| V \|_\infty \| \tilde{w}(x, \cdot) \|_2. \quad \text{(2.6)}
\]

When finally inserting (2.2) into (2.5) we get the desired discretization of \( \Theta[V] \) for fixed \( x \in [0, L] \):

\[
A(x) : l^2(\mathbb{Z}) \to l^2(\mathbb{Z}),
\]

\[
(A(x)w)_j = \frac{1}{2\eta_0} \int_{-\eta_0}^{\eta_0} \delta V(x, \eta) \left[ \sum_{k \in \mathbb{Z}} w_k e^{i\eta (v_j - v_k)} \right] d\eta, \quad \text{(2.7)}
\]

For \( V \in L^\infty(\mathbb{R}) \) we have \( A(x) \in B(l^2(\mathbb{Z})) \) with

\[
\| A(x) \| \leq 2 \| V \|_\infty. \quad \text{(2.8)}
\]

We now proceed a formal calculation to represent (2.7) as a discrete convolution (similar to the convolution representation (1.3) of \( \Theta[V] \)):

\[
(A(x)w)_j = \sum_{k \in \mathbb{Z}} w_k a_{j-k}(x), \quad j \in \mathbb{Z}, \quad \text{(2.9a)}
\]
with
\[ a_j(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \delta V(x, \eta) \exp \left( \frac{i \pi j \eta}{\eta_0} \right) d\eta. \] (2.9b)

We remark that (2.9) is equivalent to (2.7) only under restrictive assumptions on the potential \( V \). For the analysis of the discretized BVP in §3 we shall need \( A(x) \in B(l^2(\mathbb{Z})) \). In the convolution form (2.9), the boundedness of \( A(x) \) follows e.g. if \( (a_j, j \in \mathbb{Z}) \in l^1 \). But for an arbitrary potential \( V \in L^\infty \) the Fourier coefficients \( (a_j) \) are usually not in \( l^1 \). Sufficient conditions for Fourier coefficients to be \( l^1 \) are listed in §1.6 of [21], e.g.

## 3 Well-posedness of the boundary value problem

In this Section we analyze the well-posedness of the discrete velocity analogue of (1.6). The vector function \( w(x) = (w_j(x), j \in J) \) still denotes the discrete velocity Wigner function. The discrete velocities \( v_j \in \mathbb{R} \) are assumed to be strictly increasing, i.e. \( v_j < v_{j+1} \), and the index set \( J \subset \mathbb{Z} \) might be finite or countably infinite. In the sequel we also assume \( v_j > 0 \) for \( j > 0 \) (i.e. \( j \in J^+ := J \cap \mathbb{N} \)), and \( v_j < 0 \) for \( j < 0 \) (i.e. \( j \in J^- := J \cap (-\mathbb{N}) \)); we set \( v_0 = 0 \), and generally assume in this Section that \( 0 \notin J \). Note that, due to these assumptions on \( v_j \), the discrete velocities cannot accumulate at zero; this fact will be important for our subsequent analysis.

Our stationary discrete velocity Wigner equation hence reads as
\[ T w_x - A(x)w = 0, \quad 0 < x < L, \] (3.1)
subject to the inflow BCs
\[ w_j(0) = f_j, \quad j \in J^+; \quad w_j(L) = f_j, \quad j \in J^-, \] (3.2)
with a given sequence \( f = (f_j, j \in J) \). Here, \( T = \text{diag} (v_j)_{j \in J} \) is the diagonal matrix of the discrete velocities, and the real-valued matrix \( A(x) \) is an appropriate semi-discretization (in \( v \)) of the operator \( \Theta[V] \) for a given potential \( V \); often the matrix \( A(x) = (a_{jk}(x))_{j,k \in J} \) will be a Toeplitz matrix (where \( a_{jk}(x) = a_{j-k}(x) \)), at least for an equidistant velocity discretization (see Section 2 or [4]).

In the sequel we shall assume that the matrices \( A(x) (0 \leq x \leq L) \) are skew-symmetric, reflecting the skew-symmetry of \( \Theta[V] \). This is the key structural property that guarantees the unique solvability of the two-point BVP (3.1), (3.2). If the discrete velocity \( v_0 = 0 \) is included in our model (i.e. if \( 0 \in J \)) then (3.1), (3.2) is a differential-algebraic boundary value problem (ADE-BVP) which behaves very differently from the ODE-BVP. Hence, in this section we will assume \( 0 \notin J \), and we discuss the zero velocity case in Section 4.
We introduce a vector $\mathbf{w}$ by $
abla \mathbf{w} = \mathbf{w}$ for any $\mathbf{w} = (\mathbf{w}^+, \mathbf{w}^-), \mathbf{w}^\pm \in H^\pm$. Let $P^\pm$ denote the projections defined by $P^\pm \mathbf{w} := (\mathbf{w}^+, 0), P^- \mathbf{w} := (0, \mathbf{w}^-)$; the embeddings $E^\pm : H^\pm \to H$ are defined by $E^+ \mathbf{w}^+ := (\mathbf{w}^+, 0), E^- \mathbf{w}^- := (0, \mathbf{w}^-)$. One has the relations $P^\pm = E^\pm Q^\pm$.

We set $D := T^{-1}, D$ being the diagonal operator $\text{diag} (1/v_j)$. Due to our assumptions on the $v_j$ we have $D \in B(H)$ (the bounded linear operators on $H$).

We assume $A$ to be an operator in $L^1 ((0, L), B(H))$ such that $A(x)$ is skew-symmetric for all $x \in [0, L]$. By a mild solution of the BVP (3.1), (3.2) we mean a function $\mathbf{w} \in W^{1,1}((0, L), H)$ such that

$$w(x) = w_0 + \int_0^x DA(x')w(x')dx'$$

is valid on $[0, L]$ (where $w_0 = \mathbf{w}(0)$) and such that (3.2) is fulfilled, i.e.

$$w^+(0) = f^+, \quad w^-(L) = f^-,$$

where $f = (f^+, f^-)$ is given. By a classical solution of the BVP (3.1), (3.2) we mean a function $\mathbf{w} \in C^1([0, L], H)$ satisfying

$$w_x - DA(x)w = 0$$

on $[0, L]$ such that (3.4) is fulfilled.

We decompose a given skew-symmetric $A \in L^1 ((0, L), B(H))$ as

$$A(x) = \begin{pmatrix} A^{++} & A^{+-} \\ A^{-+} & A^{--} \end{pmatrix} = -A^*(x),$$

with $A^{++} := Q^+ A E^+ \in B(H^+), A^{+-} := Q^+ A E^- \in B(H^+, H^-), A^{-+} := Q^- A E^+ \in B(H^+, H^-), A^{--} := Q^- A E^- \in B(H^-)$. Also, one has

$$D = \begin{pmatrix} D^+ & 0 \\ 0 & D^- \end{pmatrix}, \quad |D| = \begin{pmatrix} D^+ & 0 \\ 0 & -D^- \end{pmatrix},$$

where $D^\pm := \text{diag} (1/v_j)_{j \in J^\pm}$. We get $|D| \geq 0$ in the Hilbert space sense, i.e. $< |D| \mathbf{w}, \mathbf{w} > \geq 0$ for every $\mathbf{w} \in H$.

Crucial for our analysis is the following transformation of the BVP (3.1), (3.2): We introduce a vector $\mathbf{z}$ by $\mathbf{w} := \sqrt{D} \mathbf{z}$, and $\mathbf{z} \in H$ implies $\mathbf{w} \in H$. Then the transformed problem has the form

$$z_x - B(x)z = 0, \quad 0 < x < L,$$

with $z \in H$. We denote $z = E^\pm \mathbf{z}$, where $E^\pm$ is the natural inner product on $H$. Crucial for our analysis is the following transformation of the BVP (3.1), (3.2): We introduce a vector $\mathbf{z}$ by $\mathbf{w} := \sqrt{D} \mathbf{z}$, and $\mathbf{z} \in H$ implies $\mathbf{w} \in H$. Then the transformed problem has the form

$$z_x - B(x)z = 0, \quad 0 < x < L,$$
\[ z^+(0) = \sqrt{|D|}^{-1} f^+ =: g^+, \quad z^-(L) = \sqrt{|D|}^{-1} f^- =: g^-, \quad (3.9) \]

where \( g = (g^+, g^-) \) are the transformed inflow data, and we shall assume \( g \in H \). The operator \( B \) is defined as \( B(x) := \sqrt{|D|}^{-1} DA(x) \sqrt{|D|} \), and the assumptions on \( A \) imply \( B \in L^1((0, L), B(H)) \) since \( \sqrt{|D|} \in B(H) \). We may write \( B(x) \) in the form

\[ B(x) = \begin{pmatrix} \sqrt{D^+} A^+(x) \sqrt{D^+} & \sqrt{D^+} A^-(x) \sqrt{D^+} \\ - \sqrt{D^-} A^+(x) \sqrt{D^+} & - \sqrt{D^-} A^-(x) \sqrt{D^+} \end{pmatrix}. \quad (3.10) \]

Hence we have \( < Aw, w' > = < \text{sign}(D) Bz, z' > \) for all \( z = \sqrt{|D|}^{-1} w \) and \( z' = \sqrt{|D|}^{-1} w' \in H \), and (3.6) gives

\[ B^{++}(x) = -B^{--}(x), \quad B^{+-}(x) = -B^{-+}(x), \quad B^{+-}(x) = B^{++}(x). \quad (3.11) \]

Our next goal is to reformulate the BVP (3.8), (3.9) as an initial value problem (IVP) together with an operator equation to calculate the outflow data in terms of the given inflow data. To this end let us consider the IVP

\[ \begin{align*}
  z_x - B(x) z &= 0, \quad 0 < x < L, \\
  z(0) &= z_0 \in H. \quad (3.12)
\end{align*} \]

**Lemma 3.1** If \( B \in L^1((0, L), B(H)) \) then the IVP (3.8), (3.12) has a unique mild solution \( z \in W^{1,1}((0, L), H) \), and there exists a unique strongly continuous propagator \( U(x, x') \in B(H)(\forall 0 \leq x, x' \leq L) \). It satisfies

\[ \begin{align*}
  F'(x) - B(x) F(x) &= 0, \quad G'(x) + G(x) B(x) = 0, \quad F^s'(x) - F^s(x) B^s(x) &= 0 \\
  \text{almost everywhere on } (0, L),
\end{align*} \quad (3.13) \]

where

\[ F(x) := U(x, 0), \quad G(x) := F^{-1}(x) = U(0, x), \]

and \( F(0) = G(0) = F^s(0) = I \).

**Proof:** The result follows by a simple extension of the first theorems of §5.1 of [29]. The identities (3.13) follow easily from the mild version of the differential equation and the definition of \( F(x) \) and \( G(x) \). \( \Box \)

We are now in the position to reformulate the BVP (3.8), (3.9) using the propagator \( U \) of the IVP (3.8), (3.12). Since the inflow data \( z^+(0) = g^+, \quad z^-(L) = g^- \) are given we can get the solution of the BVP (3.8), (3.9) by

\[ z(x) = U(x, 0) \begin{pmatrix} g^+ \\ h^- \end{pmatrix} = U(x, L) \begin{pmatrix} h^+ \\ g^- \end{pmatrix}, \quad 0 \leq x \leq L, \quad (3.14) \]

if the a-priorily unknown outflow data \( z^-(0) = h^-, \quad z^+(L) = h^+ \) could be determined. The idea is to calculate \( h^\pm \) from (3.14) by eliminating \( h^- \). The vectors \( h^\pm \) satisfy

\[ \begin{pmatrix} h^+ \\ 0 \end{pmatrix} = P^+ U(L, 0) \begin{pmatrix} g^+ \\ h^- \end{pmatrix}, \quad \begin{pmatrix} 0 \\ h^- \end{pmatrix} = P^- U(0, L) \begin{pmatrix} h^+ \\ g^- \end{pmatrix}. \quad (3.15) \]
From (3.15) one gets by insertion (using the notation from Lemma 3.1)

\[
\begin{bmatrix}
  h^+ \\
  0
\end{bmatrix}
 = P^+ F(L) \left[ \begin{bmatrix}
  g^+ \\
  0
\end{bmatrix}
 + P^- G(L) \begin{bmatrix}
  h^+ \\
  g^-
\end{bmatrix} \right],
\]  \tag{3.16}

and when solving for \( h^+ \)

\[
[I - P^+ F(L)P^- G(L)P^+] \begin{bmatrix}
  h^+ \\
  0
\end{bmatrix}
 = P^+ F(L) \left[ \begin{bmatrix}
  g^+ \\
  0
\end{bmatrix}
 + P^- G(L) \begin{bmatrix}
  0 \\
  g^-
\end{bmatrix} \right] = i(g).
\]  \tag{3.17}

In (3.17) the right hand side \( i(g) \) is datum. Introducing \( K := [I - P^+ F(L)P^- G(L)P^+] \) one gets from (3.16) an operator equation for \( h^+ \), namely

\[
[I - K] \begin{bmatrix}
  h^+ \\
  0
\end{bmatrix}
 = i(g).
\]  \tag{3.18}

If (3.18) is uniquely solvable then, by inserting the solution \( h^+ \) into the second equation of (3.15), one can determine \( h^- \). And one then gets the unique solution \( z(x) \) of the BVP (3.8), (3.9) by either formula of (3.14). Thus, our goal is to show that (3.18) is uniquely solvable in \( H \).

One can write

\[
K = \begin{pmatrix}
  0 & F(L)^{+-} \\
  0 & 0
\end{pmatrix}
 \begin{pmatrix}
  0 & 0 \\
  G(L)^{-+} & 0
\end{pmatrix}
 = \begin{pmatrix}
  F(L)^{+-} G(L)^{-+} & 0 \\
  0 & 0
\end{pmatrix}.
\]  \tag{3.19}

The unique solvability of equation (3.18) is now implied the following lemma, which exhibits the main structural property of our problem.

**Lemma 3.2** If \( B \in L^1((0, L), B(H)) \) then \( K \leq 0 \) (in the Hilbert space sense).

**Proof:** Define the matrix operator \( \tilde{G}(x) \) on \( H \) by

\[
\tilde{G}(x) := \begin{pmatrix}
  G(x)^{++} & -G(x)^{-+} \\
  -G(x)^{+-} & G(x)^{--}
\end{pmatrix}, \quad 0 < x < L.
\]  \tag{3.20}

By using (3.11) and (3.13) one sees that the operator differential equation

\[
\tilde{G}'(x) - \tilde{G}(x) B^*(x) = 0
\]

is satisfied a.e. on \( (0, L) \) which is the same equation that is fulfilled by \( F^*(x) \) (see (3.13)); since \( \tilde{G}(0) = F^*(0) = I \) holds, \( \tilde{G}(x) = F^*(x) \) follows a.e. on \( (0, L) \). Since \( F(x) \) (and hence \( F^*(x) \)) and \( G(x) \) (and hence \( \tilde{G}(x) \)) are strongly continuous in \( x \) on \( [0, L] \) this implies that \( \tilde{G}(x) = F^*(x) \) for all \( x \in [0, L] \). Thus, we see that

\[
G(L)^{-+} = -G(L)^{-+} = -F^*(L)^{-+} = -(F(L)^{+-})^*.
\]

This in turn implies

\[
K^{++} = F(L)^{+-} G(L)^{-+} = -F(L)^{+-} (F(L)^{+-})^* \leq 0.
\]

From Lemma 3.2 we immediately deduce
Theorem 3.3 Assume $0 \notin J$, $g = (g^+, g^-) \in H$, and let $A(x) \in B(H)$ be skew-symmetric for all $x \in [0, L]$. Then one has:

a) If $A \in L^1((0, L), B(H))$ the BVP \( (3.8), (3.9) \) has a unique mild solution $z \in W^{1,1}((0, L), H)$.

b) If $A(x)$ is strongly continuous in $x$ on $[0, L]$ and uniformly bounded in the norm of $B(H)$ on $[0, L]$, then the solution from a) is a classical solution, i.e. $z \in C^1([0, L], H)$.

Proof: The assumptions on $A$ imply that $B \in L^1((0, L), B(H))$. Lemma 3.2 and the self-adjointness of the bounded operator $K$ imply that $I - K$ is invertible with a bounded inverse; this shows the unique solvability of the BVP.

To prove b) we only have to show that a mild solution $z \in L^1((0, L), H)$ is in $C^1([0, L], H)$. Since $z$ is in $W^{1,1}((0, L), H)$ it is also in $C([0, L], H)$. Since the equation

$$z(x) = z_0 + \int_0^x B(x') z(x') dx' \quad (3.21)$$

is satisfied on $[0, L]$, it is enough to show that the mapping $x \mapsto B(x) z(x) =: u(x)$ is in $C([0, L], H)$. Let $x \in [0, L]$ be fixed, and let $x_n \to x$ (for $n \to \infty$), then it follows that for $n \to \infty$ we have $u(x) - u(x_n) = [B(x) - B(x_n)] z(x) + B(x_n)[z(x) - z(x_n)] \to 0$ since $B(x)$ is strongly continuous and uniformly bounded, and $z$ is continuous.

With the transformation $w = \sqrt{D} z$ Theorem 3.3 immediately translates into a result for our original BVP \( (3.1), (3.2) \). We remark that $z \in H$ iff $w \in \bar{H} := L^2(J; [v_j])$. Here $|v_j|$ denotes a weight function, i.e. we endow $\bar{H}$ with the inner product

$$\langle w, y \rangle = \sum_{j \in J} |v_j| w_j y_j$$

(if $T = \text{diag} \ (v_j)_{j \in J}$ is bounded, then the Hilbert spaces $H$ and $\bar{H}$ coincide and the two norms are equivalent). Such weighted spaces are typical for kinetic BVPs (see [13], [2], where $L^2(\mathbb{R}; v)$ is the appropriate space for the (non-discrete) boundary data).

Proposition 3.4 Assume $0 \notin J$, $f = (f^+, f^-) \in \bar{H}$, and let $A(x) \in B(H)$ be skew-symmetric for all $x \in [0, L]$. Then one has:

a) If $A \in L^1((0, L), B(H))$ the BVP \( (3.1), (3.2) \) has a unique mild solution $w \in W^{1,1}((0, L), \bar{H})$. Also, $T w_x \in L^1((0, L), H)$.

b) If $A(x)$ is strongly continuous in $x$ on $[0, L]$ and uniformly bounded in the norm of $B(H)$ on $[0, L]$, then the solution from a) is a classical solution, i.e. $w \in C^1([0, L], \bar{H})$. Also, $T w_x \in C([0, L], H)$. 

10
**Proof:** The assertions on $T w_x$ follows from $\dot{H} \subset H$ and the discretized Wigner equation (3.1).

We finish this Section with some remarks:

1.) The motivation on the assumptions on $A(x)$ stem directly from the continuous velocity case: there the pseudo-differential operator $A(x) = \Theta[V](x)$ in the Wigner equation has the explicit form

$$A(x)w = i\mathcal{F}^{-1}\{[V(x + \cdot/2) - V(x - \cdot/2)]\mathcal{F} w\}$$

for $w \in L^2(\mathbb{R}_v)$ where $\eta \rightarrow V(x \pm \eta/2)$ is a multiplication operator in the dual Fourier variable $\eta$; $\mathcal{F}$ denotes the Fourier transform in the $v$ variable.

Assuming $V \in L^\infty(\mathbb{R}_v)$ one sees that $A(x) \in B(L^2(\mathbb{R}_v))$ and $\|A(x)\| \leq 2\|V\|_\infty$; furthermore, using Lebesgue’s dominated convergence theorem it is easy to see that $A(x)$ is strongly continuous on $[0,L]$. If the potential $V$ is discontinuous at (at least) one point in $[0,L]$, then $A(x)$ is discontinuous for every $x \in [0,L]$ in the uniform operator topology; this is easily seen e.g. for a step potential modeling tunneling in semiconductor devices.

2.) Theorem 3.3 equally applies for the continuous velocity case when one uses a velocity cut-off in the stationary Wigner equation in the vicinity of zero. E.g. it applies to the following modification of (1.6):

$$\zeta(v)w_x - \Theta[V]w = 0,$$

with a cut-off function $\zeta(v) = v$ for $v > \varepsilon > 0$ and $\zeta(v) \geq \varepsilon$ elsewhere. Then, $T^{-1} = 1/\zeta(v)$ is again a bounded operator on $L^2(\mathbb{R}_v)$.

3.) Our method and Theorem 3.3 apply also to symmetric velocity discretizations of the Liouville equation (1.7), showing that the discretized version of the inflow BVP (1.7), (1.5) is uniquely solvable. In the limit of continuous velocities, however, it is clear that no propagator $U(x, x')$ (cf. Lemma 3.1) can exist because of the characteristics intersecting the $x$-axis (unless $V = \text{const}$).

4.) The original problem (1.6)—the stationary Wigner equation with continuous velocities—still poses additional analytical problems since here $T^{-1}A(x)$ is unbounded on $L^2(\mathbb{R}_v)$. This case will eventually be treated in a forthcoming paper.

### 4 Zero as a discrete velocity

In this Section we shall analyze the discrete velocity Wigner equation

$$T w_x - A(x)w = 0, \quad 0 < x < L, \quad (4.1)$$
for $\mathbf{w}(x) = (w_j(x), j \in J)^\top$ in the case $0 \in J$. Again we prescribe inflow BCs

$$
\mathbf{w}^+(0) = f^+,
\mathbf{w}^-(L) = f^-.
$$

(4.2)

The model now includes the discrete velocity $v_0 = 0$, hence (4.1) is a linear differential-algebraic equation (DAE, cf. [9, 19], e.g.). Frensley already mentioned in [16] that one should “avoid” this zero velocity in the numerical discretization of the stationary Wigner equation on a slab. In this Section we shall analyze the algebraic reasons for it. To illustrate the problems encountered here, we will first consider an example of dimension $m := |J| = 3$ with a constant matrix $A$:

**Example 4.1**

$$
T \mathbf{w}_x - \begin{pmatrix}
0 & -a_{1,0} & -a_{1,-1} \\
-a_{1,0} & 0 & -a_{0,-1} \\
-a_{1,-1} & a_{0,-1} & 0
\end{pmatrix} \mathbf{w} = 0, \quad 0 < x < L,
$$

(4.3)

with $T = \text{diag}(v_1, 0, v_{-1})$, $\mathbf{w} = (w_1, w_0, w_{-1})^\top$ and the BCs

$$
w_1(0) = f_1, \quad w_{-1}(L) = f_{-1}.
$$

(4.4)

In order to avoid trivialities we assume that $a_{1,0}, a_{0,-1} \neq 0$.

As the second row of (4.3) – the algebraic constraint – does not involve $w_0$, one has to differentiate algebraic constraints twice in order to express $(w_0)_x$ as a function of $\mathbf{w}$. Hence, the index of (4.3) is 2.

The constant-coefficient DAE (4.3) is called tractable ([9]) or solvable ([9]) if the determinant

$$
det(\lambda T - A) = \lambda \left( v_1 a_{0,-1}^2 + v_{-1} a_{1,0}^2 \right)
$$

(4.5)

does not vanish identically for $\lambda \in \mathbb{C}$. First we consider the case $v_1 a_{0,-1}^2 + v_{-1} a_{1,0}^2 \neq 0$. Then (4.3) is easily seen to be equivalent to

$$
\begin{align*}
(w_1)_x &= 0, \\
 a_{0,-1} w_{-1} &= a_{1,0} w_1, \\
 a_{0,-1} w_0 &= a_{1,-1} w_1.
\end{align*}
$$

And, obviously, only one BC can be specified for (4.3) in this case.

In the non-tractable case, i.e. for $v_1 a_{0,-1}^2 + v_{-1} a_{1,0}^2 = 0$, the three rows of (4.3) are linearly dependent (after differentiating the second row). Hence, there are more than countably many solutions to the BVP (4.3), (4.4) in this case:

$$
\begin{align*}
w_1(x) &= f_1 e^{-\frac{a_{1,0}}{v_1} \int_0^x w_0(x') e^{-\frac{a_{1,0}}{v_1} (x-x')} dx'}, \\
w_{-1}(x) &= \frac{a_{1,0}}{a_{0,-1}} w_1(x),
\end{align*}
$$
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and $w_0$ is arbitrary up to the constraint $w_{-1}(L) = f_{-1}$.

We summarize the situation of Example 3.1 in Proposition 4.2:

**Proposition 4.2** For any matrices $T$ and $A$ of the above structure, the DAE (4.3) is not well-posed if two independent BCs (4.4) are prescribed.

We now turn to the general situation (4.1), (4.2). To avoid technical difficulties, we confine ourselves to the finite dimensional case ($m < \infty$) and we assume $A(x)$ to be sufficiently smooth in $x \in [0, L]$.

In the sequel we shall assume that (4.1) is solvable (see §2.4.1 of [9] for the definition in the variable coefficient case). Otherwise (4.1) would not have a solution $w(x), 0 < x < L$ that is uniquely determined by fixing the solution $w(x_0)$ at one point $x_0$.

In the variable coefficient case there is no simple characterization of solvability (like $\det(\lambda T - A(x)) \neq 0$ for constant coefficients), but we can give a sufficient criterion. First, we remark that (4.1) can be written in *Hessenberg form of size 2*, i.e.

$$\begin{pmatrix} I_{m-1} & 0 \\ 0 & 0 \end{pmatrix} w_x - \begin{pmatrix} \tilde{A}_{11}(x) & \tilde{A}_{12}(x) \\ \tilde{A}_{21}(x) & 0 \end{pmatrix} w = 0, \quad 0 < x < L,$$

if the constraint

$$\tilde{A}_{21}(x)\tilde{A}_{12}(x) = - \sum_{j \neq 0} \frac{a_{j0}^2(x)}{v_j} \neq 0 \quad \forall x \in [0, L] \quad (4.6)$$

is satisfied. Here, $\tilde{A}_{21}(x)$ and $\tilde{A}_{12}(x)$ are, respectively, $1 \times (m - 1)$- and $(m - 1) \times 1$-matrices.

**Proposition 4.3** (§2.4.2 of [9]): If (4.1) is in *Hessenberg form of size 2*, then it is solvable and has index 2.

A simple calculation gives

$$\det(\lambda T - A(x)) = \lambda^{m-2} \left( \sum_{j \neq 0} \frac{a_{j0}^2(x)}{v_j} \right) \prod_{j \neq 0} v_j + \text{lower order terms (in } \lambda)$$

(cp. (4.5)). Hence, the Hessenberg condition (4.6) also implies the local (in $x$) regularity of the matrix pencil $\lambda T - A(x)$.

Next we discuss the index of the DAE (4.1). Since $T$ is constant in $x$, it has constant rank, and the differentiation procedure (of the algebraic constraint) can be used to define the index of (4.1), i.e. the minimum number of differentiations necessary to express $w_x$ explicitly as a continuous function of $w$ and $x$ (see §2.4.1 of [9]). In (4.1) the algebraic constraint has the form

$$\sum_{j \in J} a_{0,j}(x) w_j = 0. \quad (4.7)$$
Since \( a_{i,0}(x) \equiv 0 \), (4.1) has an index \( k \geq 2 \) (if it is solvable). The index can indeed exceed 2 (for \( m = 4 \), e.g., the index 4 is possible).

Since the differentiation procedure works for (4.1) it can be further shown (see §2.4.2 of [9]) that (4.1) is (analytically) equivalent to a decoupled system in \textit{standard canonical form}:

\[
\begin{pmatrix}
I_{m-s} & 0 \\
0 & N(x)
\end{pmatrix}
\begin{pmatrix}
y_x
\end{pmatrix}
- \begin{pmatrix}
C(x) \\
0
\end{pmatrix}
\begin{pmatrix}
y
\end{pmatrix}
= 0, \quad 0 < x < L,
\]

(4.8)

where \( w = R(x)y \) is a change of coordinates with a smooth, non-singular matrix \( R(x) \), and we partition \( y = (y_1, y_2)^\top \). \( N(x) \) is a strictly lower triangular, square matrix of size \( s \geq k \) with nilpotency \( k \). One easily verifies that the second equation of (4.8),

\[
N(x)(y_2)_x - y_2 = 0
\]

only has the trivial solution \( y_2(x) \equiv 0 \), and hence, no BCs may be specified for \( y_2 \). A necessary condition for the unique solvability of the first equation of (4.8) is to specify \( m - s \) BCs.

We therefore conclude that only \( m - s (\leq m - k \leq m - 2) \) BCs may be prescribed for (4.8) or, equivalently, (4.1). The \( m - 1 \) BCs (4.2) hence make the system overdetermined.

We summarize in

\textbf{Theorem 4.4 a)} If the DAE (4.1) is not solvable (in the sense of §2.4.1 of [9]), solutions of (4.1), (4.2) cannot be unique.

\textbf{b)} If the DAE (4.1) is solvable, the BCs (4.2) are overdetermined and hence make the BVP (in general) unsolvable.
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