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The classical three-body problem { where is abstractmathematics, physical intuition, computational physicsmost powerful?H. A. PoschInstitut f�ur Experimentalphysik, Universit�at Wien, Boltzmanngasse 5, A-1090 Wien,AustriaE-mail: posch@ls.exp.univie.ac.atW. ThirringInstitut f�ur Theoretische Physik, Universit�at Wien, Boltzmanngasse 5, A-1090 Wien,AustriaE-mail: fwagner@ap.univie.ac.at(February 17, 2000)We propose a simple oscillator model for the reduced three-bodyproblem to understand the stability of orbits with small eccentricityof the light planet. It models the main short-time features for smallmass ratios of the other bodies. These results are confronted withthe exact mathematical analysis for stability for all times, and withcomputer simulation results for bigger mass ratios, where chaoticfeatures emerge. I. INTRODUCTIONThe three-body problem is very old (see Reference [1] for a historic reviewwhich starts even with the Babylonians) and an immense literature has accu-mulated over the centuries [2]. How can one think that one can make a newcontribution to it? It is not that we possess new observational data, but thecomputer puts us in a better position than previous generations. Any idea whichwould have taken years to verify or falsify with a slide rule can now be settledwithin seconds. Furthermore, unlike astronomers we can change the mass ratiosat will to understand the various mechanisms and to see when and why thingsbecome chaotic. Of course, a general solution is impossible and would also be toocomplicated to be of any use. So we concentrate on some limited but relevantquestions mainly on the restricted three-body problem [3], where one body is solight that it does not in
uence the (circular) motion of the two others. The an-swers to these questions require di�erent tools and we shall formulate them suchthat they make use of physical intuition, rigorous analysis and computationalmethods.Question 1. Even if the second body is much lighter than the heaviest one,its in
uence on the third is much less than a naive estimate would tell us. For1



instance, MJupiter=M� � 1=1000, but without sun it would take Mars at rest onlyabout 200 years to fall freely into Jupiter. But its near-Kepler orbit is stable for amuch longer time, merely its eccentricity is about twice that of the Earth. Whatis exactly the mechanism which stabilizes the orbit?Answer 1. The radial motion of nearly circular orbits is like a harmonic os-cillator, and the in
uence of Jupiter is like periodic kicks (better pulls). Fromthe kicked oscillator one knows that the amplitude of the induced oscillationsgets damped again if one is not at a resonance, and the kicks get out of phase.We shall underpin this by an elementary calculation and illustrate it by computersimulations below. If resonance conditions apply, the amplitude increases linearlywith time, but then one gets into the nonlinear domain and out of phase withthe kicks. Whether this comes in time to quench the oscillations or whether thesituation is already out of hand depends on the strength of the kicks, i.e. MJ .Question 2. In general, for which initial conditions can one guarantee stabilityad aeternitatem?Answer 2. Since the orbits can become so complex, this question cannot besettled by naive models and computers cannot calculate to t = 1. So this isthe domain of mathematical proofs. Generally there are plenty of even periodicorbits, but the question is whether the stable sets - apart from that determinedby the Jacobi constant - have �nite measure or are even open. For a sweepingproof one has to be prepared for the worst situation, and any rational frequencyratio is a possible resonance. Though one can show that for small perturbationsthere are regions of �nite measure (not open) which are stable, one had to cutout (perhaps unnecessarily) so many pieces in phase space that for the systemsun + Jupiter + small planet one is still far away from a proof of stability of setsof �nite measure for a mass ratio MJ=M� � 10�3.Question 3. One has learned at school that if there is no other constant thanthe Hamiltonian, the system becomes ergodic. Computer studies show that forcon�ning potentials jxi�xjj�, � > 0, the orbits for several particles seem ergodicon the energy{angular momentum shell [4]. Is this still true here?Answer 3. According to 2, for small perturbations this is not the case. Butonly the computer can give a hint how strong the perturbation has to be forergodicity. (1) gives a clue for the mechanism of instability. If the kicks aretoo strong so that the planet will spill over and come near the sun or Jupiterbefore the quenching becomes e�ective it will be completely thrown out of itsorbit and there is no stabilizing mechanism any more. A simple estimate showsthat this happens for MJ=M� > 1=100, and then the computer shows that thereare large chaotic regions but they contain islands of regularity. They shrink with2



increasingMJ=M� and look rather weird, not like a submanifold given by anotherconstant of motion K(x; y; px; py) = const. Sometimes they are connected by asmall bottleneck with other parts of the energy shell and the orbit fails to �ndthe hole in a reasonable time.The impression one gets from these considerations is that our solar systemmust be very cleverly constructed to be stable over such a long time [5,6]. Exten-sive computer-aided calculations [7] show that the Liapunov time in the planetarysystem is of the order of 107 years, much shorter than its age, destroying the hopeof a general stability proof for 4 � 109 years. Jupiter is not too heavy but farenough from the sun to carry most of the angular momentum. This stabilizesits plane of motion, otherwise the inclination of the orbits would be random.Furthermore, all planetary orbits are nearly circular, and the two groups of outerand inner planets are fairly evenly spaced. Presumably, in the early solar systemthere were many more planets, but their orbits did not comply with the abovestability speci�cations, so they collided, fell into the sun or were thrown out ofthe solar system. In the newly-discovered planetary systems [8,9], where theheaviest planet has about 1/10 of the mass of the central star the orbits of theother unseen planets must be so chaotic that they cannot provide a su�cientlywell-tempered climate for life to exist.II. INTUITIVE ARGUMENTWe consider here the situation where the two heavy bodies (\sun and Jupiter")make a circular orbit, and the third (the \planet") has a negligible mass (re-stricted 3-body problem). Furthermore, all move in the same plane. For theplanet's motion the con�guration space is 2-dimensional, the phase space is 4-dimensional, and there is one constant of the motion, the Hamiltonian in therotating system (equivalent to the \Jacobi constant"). In those parts of phasespace where the planet cannot escape, no other constant is known and we havethe simplest situation of a non-integrable system. We shall start with an almostcircular orbit of the planet, because in our solar system most eccentricities aresmall and these orbits are apparently the most stable ones. Without Jupiter thee�ective radial potential is Ve�(r) = �1r + L22r2 ;and the circular orbit is in the minimum of this potential. Throughout, we usereduced units for which the sum of the massesM�+MJ of the primaries, the sun- Jupiter distance, and the angular velocity of Jupiter are unity. r is the distanceof the light planet from the sun, and L is its angular momentum. The potentialis depicted in Fig. 1. Now we shall naively guess what the e�ect of Jupiter might3
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FIG. 1. E�ective potential Ve� for the 2:1 resonance, r0 = 2�2=3. The dashed curveis the harmonic approximation for the kicked-oscillator model.be on an orbit inside its circle. We are interested in mass ratios MJ=M� between10�1 and 10�3, so Jupiter should not immediately throw the planet out of orbit.Since the force is �MJ jx�xJj�2 it should be most noticeable when the planet ison Jupiter's side of the sun and Jupiter pulls the planet outward of the minimumof Ve� . Of course, there will also be an azimuthal force, but this will be �rstaccelerating and then decelerating, so we think it will largely average out andforget about it. About the force f of Jupiter, we only assume that it is periodicwith a period � = 2�=(! � 1), where ! is the unpertubed angular velocity of theplanet, that of Jupiter being unity in our units. � is the time between successiveconjunctions of Jupiter and the planet. Though the orbit of Jupiter is strictlyperiodic, the one of the planet is not, so f(t) = f(t + � ) is not quite correct.But we think it is a good approximation. Thus, if we concentrate on the radialmotion of the planet, the complex coordinate z = pr + i!(r � r0), V 0e�(r0) = 0,obeys _z(t) = i!z(t) + f(t); V 00e�(r0) = !22 (1)near the minimum r0. In the solutionz(t) = ei!tz(0) + Z t0 dt0 ei!(t�t0)f(t0) (2)the two terms have spectra f!g and f!g [ (! � 1)Z, respectively. In particular,Z �0 dt0f(t0)ei!(��t0) =: ei!�Kshows that for all times the change of z during a period � ,4



z(� ) = ei!�(z(0) +K); (3)depends only on ! = r�3=20 and the constant K. Since the detailed form of f(t)does not enter, this gives us con�dence that (3) might be a good guess, and weiterate it to the symplectic mapz(n� ) = ein!�  z(0) +K 1 � e�in!�1� e�i!� ! ; n 2 Z: (4)To get an idea of the planetary motion, we have in Fig. 2 replaced the e�ectof Jupiter by periodic kicks, f(t) = KPn �(t� n� ), where, in a generous mood,we have computed K as half of the total accumulated force of a planet passingJupiter on a straight line with the correct minimal distance 1 � r0 and relativevelocity v = 1=pr0 � 1,K = MJ2 Z 1�1 dt(1 � r0)[(1� r0)2 + (vt)2]3=2 =MJ pr0(1 � r0)(1�pr0) : (5)We do not insist on this hair-raisingly crude approximation, but to our surpriseit worked rather well as will be shown below.What we learn from (4) is that the periodic pull of Jupiter excites radialoscillations of the planet, but unless there is a resonance, !� = 2�g, g 2 Z, forwhich the denominator in (4) vanishes, these oscillations eventually get out ofphase with the period of the pull. Thus, after some time there will be a \thrustreversal", and the oscillations will be damped again until one comes close tothe original con�guration. More in detail, the in
uence of Jupiter will be mostnoticeable near a resonance !� = 2�g + ", g 2 Z, " � 1. For n � 1=", therelevant factor (1 � e�in!� )=(1 � e�i!� ) becomes about n � i"n2=2, whereas, forn � 1=", both pr and r � r0 become of order K=". For n" near � we get thrustreversal, and for n" near 2� pr and r�r0 go back to the order of K. Since K is ofthe orderMJ=M� � 10�3, only a small region near ! 2 Z is dangerous. However,even !� = 2�g might not be catastrophic because the resonances have a built-inselfquenching mechanism. If we start, say, with ! = r�3=20 = 2, � = 2�, thenrmax = r0max2�n<t<2�(n+1) Im z(t) will determine the frequency after some time.The harmonic approximation to Ve� will break down and ! becomes r�3=2max 6= 2.Hence, we will get thrust reversal and whether this comes in time before rmax �r0+ nK is close to one depends on the strength of K. To follow this analyticallyby improving our crude model is very tedious and at this stage it is better toconsult the computer to see what is going to happen.For our numerical work in this section the equations of motion are derivedfrom the Hamiltonian in the (synodic) center-of-mass frame rotating with Jupiter,H = 12(p2x + p2y)� xpy + ypx � M�[(x�MJ)2 + y2]1=2 � MJ[(x+M�)2 + y2]1=2 ; (6)5
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FIG. 2. Radial planetary motion, perturbed by Jupiter, for various unperturbed cir-cular-orbit radii r0. The mass ratioMJ=M� = 0:001=0:999. r(t) denotes the separationfrom the sun. The smooth lines are the \exact" computer-simulation results, and thedashed lines are for the kicked-oscillator model described in the text. From top tobottom: r0 = 0.55, 0.60, 0.62, and 1=22=3 = 0:62996.6



where the sun and Jupiter are located at (MJ ; 0) and (�M�; 0), respectively, andwhere M�+MJ = 1. They are integrated with a variable-step-size Runge-Kuttaalgorithm of fourth order, keeping the energy constant to 10 signi�cant digits for30,000 Jupiter periods. Since in this section only slightly perturbed cirular orbitsare considered, no regularization of the equations of motion is required [3]. Inall cases, the planet is initially located on the x-axis at x(0) = r0 �MJ , with avelocity in y-direction corresponding to the respective unperturbed circular orbit(MJ = 0) with radius r0.In Fig. 2 we compare the \exact" simulation results (smooth lines) with thepredictions of the kicked-oscillator model (dashed lines) for a perturbed orbitnear and at the 2:1 resonance. The mass ratio MJ=M� = 0:001=0:999. Asbefore, r(t) denotes the radial distance from the sun. The unperturbed radius r0corresponds, from top to bottom, to 0.55, 0.60, 0.62, and 2�2=3 = 0:62996, and isindicated by the labels. According to this model, r(t) oscillates between the kicksoccuring at the times n� , n = 0; 1; 2; : : :, with the unperturbed angular velocity! and with an amplitude determined from (4). It is surprising that away fromthe major 2:1 resonance, which occurs at r0 = 2�2=3, this simple model gives arather good description of the eccentricity of the orbit. Not unexpectedly, themodel breaks down at the resonance, for which it predicts an undisturbed linearincrease of the amplitude with time, wheras the exact oscillations are damped byself quenching as mentioned above. From the di�erent scales in Fig. 2 we inferthat the oscillations are much less pronounced when one moves away from theresonance.For a given r0 close to the resonance, the oscillation amplitudes are propor-tional to MJ=M�. This is demonstrated in Fig. 3 for r0 = 0:60, where MJ=M�is varied between 1/999 and 5/995. For smaller mass ratios � 2=998 the kickedoscillator model provides a reasonable description of the \exact" simulation re-sults. It fails for MJ=M� = 5=995 due to the dephasing induced by the frequencychanges in the nonlinear regime of the e�ective potential.To study this phase mismatch between the orbit and the periodic pull inmore detail, we show in Fig. 4 the radial oscillations at the 2:1 resonance, r0 =2�2=3. The perturbed amplitude starts to grow linearly with time, until it reachesthe nonlinear regime of the e�ective radial potential depicted in Fig. 1, andthe trajectory gets out of phase with Jupiter. As a consequence, the radialdisplacement is quenched again and the whole process repeated. This phasemismatch becomes apparent also in Fig. 5, where the time intervals � betweensuccessive maxima of r(t) in Fig. 4 are plotted at the end of each interval. �di�ers signi�cantly from �, which is the unperturbed period of the planet in thiscase, equal to half the period of Jupiter. For most of the time, � < �, andthe phase shift accumulates until the force exerted by Jupiter damps the motionagain. We also deduce from Fig. 4 that the radial oscillations of this ! = 2=1resonance are not symmetrical around r0. The largest amplitudes occur for r < r0,for which the e�ective potential Ve� increases more steeply than for r > r0. This7
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FIG. 3. Radial planetary motion, perturbed by Jupiter, for various mass ratiosMJ=M� as indicated by the labels. The unperturbed radius r0 = 0:60.The smoothlines are the \exact" computer-simulation results, and the dashed lines are for thekicked-oscillator model described in the text.8
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FIG. 4. Radial oscillations of the perturbed planetary orbit for the 2:1 resonancewith Jupiter. The mass ratio MJ=M� = 0:001=0:999. r is the distance from the sun.
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subtlety cannot be captured by the kicked-oscillator model and severely limitsour intuition. A closer look at the exact computer-generated trajectories revealsthat the largest amplitudes for r(t) mainly occur in a direction not aligned withJupiter in our co-rotating frame.
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FIG. 6. Radial oscillations of the perturbed planetary orbit for a fractional res-onance, ! = 3=2, with Jupiter. The mass ratio MJ=M� = 0:001=0:999, and theunperturbed radius r0 = (3=2)�2=3 ' 0:7631. The smooth lines are the \exact" com-puter-simulation results, and the dashed lines are for the kicked-oscillator model.For comparison we show in Fig. 6 also the next fractional resonance for which! = 3=2, r0 = !�2=3 ' 0:7631, and � = 4�. Now the planet is closer to Jupiter,and K is bigger. The nonlinear regime is reached sooner, and the quenching timeis shorter than before. In spite of the rather complicated structure of r(t), theorbit appears to be quasiperiodic with a smooth and ring-shaped Poincar�e map.Unless !� = 2�g, the maximum amplitude in (4) is bounded for all n. Inter-esting phenomena appear for fractional resonances such as the ! = 2=5 resonanceof Jupiter - Saturn (see Fig. 7). There, the �rst conjunction occurs when Saturnis at the angle �1, �1=(�1 + 2�) = 2=5) �1 = 4�=3, and the next at �2 = 8�=3.For �3 = 12�=3 � 0 we are back again. Thus, !� = 4�=3, the force f is periodicwith period 3� and the amplitude is periodic in n with period 3.Also fractional resonances like the Saturn-Jupiter 2:5 resonance depicted inFig. 7 are not contained in (4). As the �gure shows, however, the radial oscil-lations are small and show an interesting double periodicity. This orbit is notbound by the Jacobi constant (see Fig. 13) to a �nite region in con�guration10
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FIG. 7. Radial oscillations of the perturbed planetary orbit for a fractional 2:5 res-onance with Jupiter. The mass ratio MJ=M� = 0:001=0:999, and the unperturbedradius r0 = (2=5)�2=3 ' 1:8420:space. Nevertheless it is stable for a long time due to the action of the Coriolisforces in the rotating frame.III. RIGOROUS MATHEMATICSOne of the dogmas of classical statistical mechanics is that even if a systemis not in equilibrium since in addition to H there are some other constants of themotion a little speck of dust (\Staubk�ornchen") will break them and render thesystem ergodic. Many great scientists tried to prove that, or even thought thatthey could prove it, but �nally light was shed on this question by Kolmogorov,Arnold and Moser (KAM theorem) [14]. What they proved was not that someconstants persist for small perturbations but that in regions of phase space witha �nite measure the orbit stays on a submanifold homeomorphic to a torus.Thus, for small perturbations the system does not become ergodic. The proofproceeds as follows. If we have an integrable system with action variables Ijand an unperturbed Hamiltonian H1(Ij) and add �H 01(Ij; 'i), 'j the angularvariables and � the perturbation parameter, then by a canonical transformationI; '! �I; �' we try to cast H = H1 + �H 01 into the form H2(�Ij) + �2H 02(�Ij; �'j). If11



successful, we iterate the procedure to get H = H3+�4H 03 and keep on to �nallyreach, for small �, H = H1(I(1)) for which the orbit remains on an invarianttorus. Thus we are faced with three problems:a) Do we succeed in the �rst step, and if not, why not?b) Under which conditions do we keep succeeding?c) Does the procedure converge to an H1?a) Standard perturbation theory proceeds as follows: For the transformation(I; ')! (�I; �') we use a generator S(�I; '): Ij = �Ij+� @S=@'j, �'j = 'j+� @S=@ �Ijsuch that for some value of I, say Ij = 0, the system remains integrable up toO(�2). With !j = @H1@IJ �����I=0 ; H 01(I; ') = Xk2Zm fHk(I)ei(k�')we set !j @S@'j +H 0(�I; ') = fHk=0(�I) (7)then H = H0(�I) + �fHk=0(�I) + �2H 02(�I; �'; �) (8)with H 02(�I; �'; 0) < 1 if everything is su�ciently di�erentiable. (7) is solved inFourier space by S(�I; ') = �Xk 6=0 ei(k�!)i(! � k) fHk(I); (9)and we fail ifa1) (! � k) = 0 for some 0 6= k 2 Zm, ora2) Pk 6=0 diverges.a1) means that the !j are not linearly independent, 9 0 6= k 2 Zm, !1k1 +!2k2+ : : :+!mkm = 0 and we have the resonance situations considered in SectionII. Although a term in (9) becomes in�nite in this case, this does not mean that inthe orbit something becomes in�nite. It only means that it cannot be described by(8). To see this more explicitly consider a simpli�ed \Jupiter{Saturn" resonanceH = 2I1 + 5I2 + � sin(5'1 � 2'2) : (10)_'1 = 2; _'2 = 5; _I1 = 5� cos(5'1 � 2'2) = �52 _I2 =)12



'1(t) = '1(0) + 2t; '2(t) = 5'2(0) + 5tI1(t) = I1(0) + 5�tc; I2(t) = I2(0)� 2�tc; c = cos(5'1(0)� 2'2(0)):Thus, nothing drastic happens except that the action variables increase linearlyin time. Mathematically, this is harmless, since the group structure of the timeevolution tells us that the worst case is exponential growth. In reality this wouldbe catastrophic if it were to go on forever, but we have seen in Section II that thelinear increase of the amplutide of oscillation is quenched by nonlinear e�ects,which break the resonance. Nevertheless, in our strategy we have to be preparedfor the worst and stay away from points in phase space where the frequencies arerationally related. In fact, in our restricted three-body problem we seem to bein trouble right at the beginning because in the two-body Kepler problem theangular and radial frequencies (!'; !r) are not only rationally related on somepoints but equal in all of phase space where H < 0. This di�culty is spurioussince we have to go into the frame rotating with Jupiter and there (Ref. [13],4.4.12) the Hamiltonian becomes (MJ = �, M� = 1, ~xJ = (1; 0))H1 = 12  p2r + p2'r2 !� p' � 1rand !' = !r � 1. (Jupiter is now �xed and for circular orbits !r = r3=20 , so forr0 = 1 we have !' = 0.) However, the perturbation H 01 = �(r2�2r cos'+1)�1=2is not a polynomial in the exponentials of the angle variables since r is rathercomplicated when expressed by action-angle variables (Ref. [13],5.3.15,2). Thusall fHk1;k2(I) will be di�erent from zero and to avoid !rk1 + !'k2 = 0 we haveto delete all rational !'=!r = 1 � r�3=20 . Since this set is dense in phase space,H = H1(Ik) cannot hold in an open set and we still seem to be in trouble. Onemight cherish some hope because this set has no interior points and is of measurezero. This hope is destroyed bya2). For the series (9) to converge we need not only (! � k) 6= 0 but it has tostay su�cciently far away from zero. However, since the rationals are dense inR we can approximate !r=!' closely by k2=k1 if the k's are su�ciently big. Sothe situation can be saved only if the fHk decrease su�ciently with increasing k.It is known that if H 0 is r-times di�erentiable fH decreases with a power r, andif fH is analytic it decreases exponentially. Away from r = 1, ' = 0 we have thelatter situation, so fHk can beat any power. Thus, ifjfHkj < c e�jkj�; jkj = mXj=1 jkjj;in the regions of phase space where for some n we have(! � k) � "jkjn 8 0 6= k 2 Zm; (11)13



there is no problem with the convergence in (9) sinceXk jkjn e��jkj+i('�k) <1:We even have analyticity for jIm 'jj < �. But are there !'s which satisfy (11)?The good set G is in our planar caseG = ((!r; !') : 8 k 6= 0 �����!'!r � k1k2 ����� � "=!rjk2jjk1 + k2jn) ; (12)so its complement does not only contain all the rationals. It even contains an openneighbourhood of each of them. To some extent this agrees with our previousexperience where it did not make much di�erence whether one is exactly on theresonance or just close, but now we learn that the bad set Gc is not only dense butalso open. It is surprising that there is still something left over for G, and peoplewith a brilliant physics intuition thought that it is not. Yet simple considerationshows that the measure of Gc goes with " to zero. We may consider in our case0 � !'=!r � 1, so k1 and k2 have the same sign (say positive) and k1 < k2 + 1.Now we just add the length of the dangerous intervals around !'=!r given by(12). Since they might overlap we get an inequality, which, however, goes in theright direction,��!'!r 2 D� � 2 Xk2+1>k1>0k2>0 "=!rk1+n2 � 2"!r Xk2>0 k2 + 1k1+n2 < 2"!r � 1n� 1 + 1n� : (13)Thus for n su�ciently big and for small ", there is a lot left over for G where �rstorder perturbation theory works.b) The Iteration.If we include �fHk=0 into H1 then the Hamiltonian regains its original form exceptthat � is replaced by �2. Before starting the same procedure again we have tocheck whether the resonance condition holds. In fact, the new term will add� @@IfHk=0 to the frequencies and may break a resonance in H1, the e�ect weencountered in Section II. However, by the same token it may also throw us intoa resonance and we have to be able to avoid that by moving a little with the actionvariables. This would not help in the simple example (10) where the frequenciesare �xed. One needs at least some quadratic terms in the action variables suchthat the Hessian C := det @@Ij @@IjH1! 6= 0:If H1 is quadratic in the Ij one can manage this with some e�ort [13], for thegeneral case we recommend Ref. [18], or for more courageous people the originalpaper by Arnold [15]. 14



c) The Convergence.In the terminology of physicists we have carried out a renormalization grouptransformation, and now we have to prove that it leads to a �xed point. Whatone needs is that for some norm k k at each step kH 0nk gets smaller than thesquare of the previous one, since the recursive relationkH 0nk � kH 0n�1k2
�nimplies kH 0nk � (
�3kH 01k)2n�1
�n+2 : (14)Thus, if 
�3kH 01k < 1 for n ! 1 kH 0nk converges to zero, we have reached ourgoal. The constant 
 contains among other things the perturbation parameter�, and by making it su�ciently small we can always satisfy this inequality. Theestimate of � is very cumbersome and contains also kC�1k and, alas, the pricefor stability from now to eternity is high. An estimate by H�enon [17] limits� to be < 10�50. Celletti and Chierchia [16] have truncated Pk fHkei(!�k) andgot the limit down to 10�6, but what one would need is MJ=M� � 10�3. Thistruncation is not mathematically rigorous but physically reasonable since in ourplanetary system there are more important in
uences. This is like in music wherea consonant interval contains higher overtones which are strongly dissonant, butthey are only faintly excited and do not bother us.Since the question of stability to eternity does not seem to be amenable to acomplete understanding, we turn to another feature of the problem which can beeasily deduced and understood. It is the problem of energy gain by a test planetinteracting with a rotating system. This is of obvious importance as a fuel savingmeasure for space travel and leads, in the extreme, to the celebrated example ofa planet gaining so much energy between two rotating binaries that it can pushthem to in�nity within a �nite time [10]. The simple general rule is expressed bythe followingTheorem: (15)Let a body with coordinates X(t) rotate around the origin, jX(t)j = constant,and interact with the test planet (coordinates x) through a central potential V (r).Denote by the future (resp. past) half space the half space bounded by the planeperpendicular to _X(t) and going through X(t) and the origin, into which X(t)moves (resp. which it leaves). Then, if V (r) is attractive (V 0 > 0), the test planetgains energy if it is located in the past half space, and loses energy when it is inthe future half space. For repulsive V , it is the other way round.Proof:For a potential depending explicitely on the time t, the change of the test-planet15



energy E(t) in the �xed frame is simply given by dE=dt = @V=@t. In our case,V (r) = V (jX(t)� xj) and @jX(t)� xj2=@t = �2( _X(t) � x). Thus,@V@t = � ( _X(t) � x)jX(t)� xjV 0;which, in the attractive case, is positive in the past half space, ( _X � x) < 0, andnegative otherwise. For repulsive potentials, V 0 < 0, it goes the other way.Remarks:1) To accumulate energy, x has to remain in the past half space for some timeand has to follow X(t). This gives some intuitive basis for the theorem since itmeans that the test planet gains energy as it is dragged along.2) In our two-dimensional example with the Newton potential V = ��=r, andwith X(t) = (cos t; sin t), we have with polar coordinates (r; �) for x: jX(t)�xj =(1� 2r cos(�� t) + r2)1=2 and dE=dt = �r sin(t� �)(1� 2r cos(t� �) + r2)�1=2.If we assume in a �rst approximation that x follows a circular orbit (r; !t) with! = r�3=2, the accumulated energy gain between t = 0 and t = �=(1�!) becomes� Z �=(1�!)0 dt r sin(t(1� !))(1� 2r cos t(1� !) + r2)3=2 = �1 � ! ( 2=(r2 � 1) for r > 12=(1 � r2) for r < 1:Since ! < 1 for an outside orbit, and ! > 1 for an inside orbit, the former gainsenergy (the test planet is dragged along) and the latter looses energy (it is pulledback). Since ! = r�3=2, the planet is ejected after one swing if �(r � 1)�2 � 1.3) In our system actually both the sun and Jupiter rotate around their center ofgravity, and there is a contribution to (15) also from the sun with the oppositesign, since the sun goes up when Jupiter moves down. Although the force of thesun is �M�, its velocity is �M�1� and the mass dependence cancels out. Onlythe distance matters. If sun and Jupiter are located at (1=2; 0) and (�1=2; 0),respectively, then the quadrants II and IV in the co-rotating frame are energyincreasing, the others energy decreasing.We illustrate this behavior in Fig. 8 by a trajectory of a test particle in thesynodic, co-rotating frame, for which Jupiter is located at (-1/2,0), and the sunat (1/2,0). Initially, the particle is at (x; y) = (� cos(a) + 0:5; sin(a)), a = �=18,with a synodic velocity (�0:9 cos(a); 0:9 sin(a)) pointing away from the origin.In the absence of Jupiter, the particle is trapped by the sun with a negative�xed-frame energy E = �0:095, and follows the dashed trajectory in Fig. 8. Forthe same initial conditions but with a mass ratio MJ=M� = 0:1=0:9, the testparticle traces out the smooth line in the Figure. As predicted by (15), betweenA and B in the past half space it is attracted by MJ , and the �xed-frame energyincreases from -0.6465 to +0.0668. As follows from Remark 3), the energy Estarts to decrease slightly again between the points B and C in the �rst quadrantas is shown in Fig. 9. For small mass ratios this second-order correction to (15)16
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becomes neglegible. The �nal energy in our example remains positive, and theparticle escapes to in�nity. Since the trajectory is represented here in the co-rotating frame, this path to in�nity appears as a spiral. It is interesting to notethat some comets actually perform such loops around Jupiter.In Fig. 10 we show another example of a trajectory in the synodic frame,for which the test particle is in the past half space between the points A andB and, as a consequence, gains considerable energy during that time. The timedependence of the total �xed-frame energy is given in Fig. 11. Between the pointsB and C the particle is in the future half plane and loses so much energy thatthe subsequent energy gain in the past half space beyond the point C still leavesthe energy negative asymptotically. The particle remains trapped and does notescape. Also in this example the mass ratio MJ=M� = 0:1=0:9, and the synodiclocations of the sun and of Jupiter are indicated by the big and small circles,respectively. The large variation of the energy in Fig. 11 is reminiscent of theenergy oscillations in the Sitnikov problem [11,12].IV. THE COMPUTERLet us return for a moment to the self-quenching phenomenon which led tothe introduction of the kicked-oscillator model in Section II. If the perturbationMJ=M� becomes bigger than about 1/100, then the orbit gets out of its harmonicshelter too soon for the stabilizing factor to become e�ective, and the orbit willcome close to the sun or Jupiter. Then the test body will be thrown out of itsoriginal circle and the orbit becomes chaotic. This is demonstrated in Fig. 12 fora few \exact" perturbed trajectories distinguished by the mass ratio MJ=M�. Interms of the kicked-oscillator model, for the quenching mechanism to be e�ectiveit is essential that the beat it strictly observed. If the planet is thrown out too farof its harmonic regime and the frequency of the radial motion becomes stronglydependent on the amplitude, it never gets the rhythm. Thus, it is bound tohappen that a few kicks will throw the planet beyond the point of no return.Then there is no stabilizing mechanism, and chaos prevails.For these large perturbations the analysis of Sect. 3 certainly does not apply,and the �rst guess is that then the system becomes ergodic. For this to be trueone �rst has to make sure that the orbit remains in a compact region in phasespace. If it escapes to in�nity then with probability one it has also come fromin�nity and one has a scattering situation. In this case one even has the maximalnumber of constants of the motion (three in our case) and one is in the oppositeextreme of ergodicity. However, in the synodic rotating frame the Hamiltonian(6) can be written [13,3]H = 12 h(px + y)2 + (py � x)2i+ 
(x; y);18
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thus like for a particle in a constant magnetic �eld perpendicular to the plane ofmotion and subjected to a potential
(x; y) = �12(M�r2� +MJr2J )� 12  M�r� + MJrJ !+ M�MJ2(see Fig. 13). Here, r� = [(x� 1=2)2 + y2]1=2 and rJ = [(x + 1=2)2 + y2]1=2 arethe distance of the planet from the sun and from Jupiter, respectively, where weuse for convenience a co-rotating frame in which the sun is located at (1/2,0) andJupiter at (-1/2,0). The regions 
 < E0 are time invariant and are compact incon�guration space for su�ciently low synodic energy E0. So the question is inthis case whether the energy shell H = E0 is covered uniformly by the orbit orwhether it is divided further by hitherto not-discovered constants. We shall seethat neither seems to be the case. Since neither physical intuition nor rigorousmathematics are in a position to answer this question we have to avail ourselvesof modern computer technology.Ergodicity means that the time average of the orbit gives a homogeneous den-sity on the energy shell. The former we have to calculate on the computer and thelatter, �(H(x; y; px; py) � E0), becomes particularly simple when projected ontocon�guration space as follows from the more general Bohr-van Leeuwen-type (seeRef. [21], 2.5.39,1)Theorem: (16)In two dimensions the microcanonical density in con�guration space of a particlein an arbitrary potential and arbitrary magnetic �eld is constant in the energet-ically allowed region.Proof: H = 12 h(px �Ax(x; y))2 + (py �Ay(x; y))2i+ V (x; y);�(x; y) = Z dpxdpy�(H � E0) = Z dvxdvy� �12(v2x + v2y) + V (x; y)� E0�= 2��(V (x; y)�E0)with vi = pi �Ai and � the step function.To study this chaotic behaviour in more detail we have followed the dynamicalevolution on the computer. Since we are concerned with long chaotic trajectories,a regularization procedure according to Birkho� is used to remove the singulari-ties at the position of both primaries [20,3]. In combination with a Runge-Kutta4-th order algorithm with variable time step we ascertain that the energy is con-served to 10 signi�cant digits over the whole length of the simulation. In Fig.15 a stroboscopic map re
ecting the probability density in con�guration spaceis shown. The energy E0 = �1:795 was chosen to allow for a narrow channel22
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According to Theorem (16) of Section IV, ergodicity requires that the probabilitydensity of the test particle in con�guration space is constant in the allowed do-main. Computer simulations in Section IV demonstrate that this is not strictlythe case due to nonergodicity.What one really wants to know is what is the measure associated with theregular domains in phase space, in which the trajectory stays on a toroidal sub-manifold, for which the characteristic function is an additional constant of themotion. Only rigorous mathemats is capable of answering this question, if at all.Impressive progress has been achieved recently by Celletti and Chierchia [16],although one is still a few orders of magnitude away from this goal. However,analytical theory in Section III provides a surprisingly simple answer to a less-ambitous question concerning the gain and loss of the test-particle energy E(t)in the �xed, inertial frame. Let us consider a synodic co-rotating frame in whichJupiter is located at (�1=2; 0) and the sun at (1=2; 0). Then we conclude fromTheorem (15) and the following remarks in Section III that _E > 0 wheneverthe particle is in the second or fourth quadrant of that frame of reference, and_E < 0 whenever it is in the �rst or third quadrant. This simple result has beencon�rmed by numerical simulations.ACKNOWLEDGMENTSWe gratefully acknowledge helpful discussions with Rudolf Dvorak, WilliamG. Hoover, Heide Narnhofer, and Karl Wodnar, and support from the Fonds zurF�orderung der wissenschaftlichen Forschung, Grant No. P11428-PHY.
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