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The main aim of the proposed project2 is to develop new theoretical developments

and some fundamental applications of the theory of generalized smooth functions (GSF3).

The nonlinear theory of generalized smooth functions has recently emerged as a minimal

extension of Colombeau’s theory that allows for more general domains for generalized

1This proposal is a resubmission, and a part of this section has been improved.
2This proposal is a resubmission. Some parts are new and elaborated in accordance with reviewers’ indications. The
main changes are underscored using footnotes.

3A complete list of acronyms can be found at the end of this document; To help the reader, Adobe Acrobat produces
small windows (tooltips) near acronyms, equation references, figures and citations (near the end of the citation).
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functions (GF), resulting in the closure with respect to composition, a better behaviour

on unbounded sets and new general existence results. The central topics we propose to

develop are:

1. Newton method and the Pontryagin principle for singular problems;

2. Singular Hamiltonian mechanics;

3. Numerical and graphical tools to visualize GSF.

The proposal thus aims at showing the flexibility of GSF theory in these classical topics,

and at widely extending well-known results in different fields of mathematical analysis.

1 Aims and research objectives

The main objective of the present research project is to develop new theoretical developments and

some fundamental applications of the theory of GSF. This type of GF are an extension of classical dis-

tribution theory which makes it possible to model nonlinear singular problems, while at the same time

sharing several fundamental properties with ordinary smooth functions, such as the closure with re-

spect to composition and several non trivial theorems of the calculus, see [Giordano-Kunzinger-Ver15,

Giordano-Kunzinger18a, Giordano-Kun-Ver18, Giordano-Kunzinger16, LL-Giordano16]. One could

describe GSF as a methodological restoration of Cauchy-Dirac’s original conception of generalized

function, see [Dir26, Laug89, KatTal12]. In essence, the idea of Cauchy and Dirac (but also of

Poisson, Kirchhoff, Helmholtz, Kelvin and Heaviside) was to view GF as suitable types of smooth

set-theoretical maps obtained from ordinary smooth maps depending on suitable infinitesimal or

infinite parameters. GSF are a minimal extension of Colombeau’s theory of generalized functions

(CGF), see [Col92, NePiSc98, Obe92, Pil94]. In fact, when the domain is the set Ω̃c of com-

pactly supported generalized points in the open set Ω ⊆ Rn, then the two spaces of GF coincide,

cf. [Giordano-Kunzinger-Ver15]. Therefore, we expect that the directions envisaged in the present

project will also exert a considerable impact on Colombeau’s theory. For these reasons, the department

of Mathematics of the University of Vienna, and in particular the research group of Prof. M. Kunzinger

(see http://www.mat.univie.ac.at/~mike/ and the included CV), constitute the ideal place where

to implement the present research project, because of the group’s specific competencies on GF, partial

differential equations (PDE) and functional analysis.

A concise presentation of the project’s main aims is as follows (WP = work package):

WP 1: Newton method and the Pontryagin principle for singular problems

Problems and motivations: To our knowledge, the only general method to solve equations with

GSF is the Banach fixed point method developed in [L-Giordano16a]. The well-known Newton method

is another root-finding algorithm that seems approachable in this framework. A first analysis of its

proofs shows that the use of ρR̃-valued norms and the related completeness could be the basic methods

needed for this extension. The availability of Newton method would open the possibility to rigorously

prove and extend the Pontryagin’s maximum principle, by following the proof e.g. of [Eva10] and

[DmOs14].

The idea and the plan: The simple method of generalizing the steps of the classical proofs by

using the ring of scalars ρR̃ instead of the field R proved to be surprisingly effective e.g. in the

development of both the Banach fixed point theorem and several results of calculus of variations, see
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[L-Giordano16a, LL-Giordano16].

Innovative features and deliverables: The main delivery of a proof of Newton method would be

a complete proof of Pontryagin principle, and hence an important extension of calculus of variations

and control theory to singular problems.

WP 2: Singular Hamiltonian mechanics

Problems and motivations: Since many important physical systems are described by singular

Hamiltonians (see below), a well-established thread of research aims at developing classical mechanics

using some kind of GF. Since the modern formulation of Hamiltonian mechanics is formulated in the

language of symplectic manifold, this generalization would also be an occasion to develop a number

of important notions of differential geometry for GSF.

The idea and the plan: The framework of GSF presents flexible properties that are not available for

Sobolev-Schwartz distributions. Among them it is important to underscore: existence and uniqueness

theorems for ODE (and PDE); a Grothendieck topos that permits to extend in a very general way

the notion of GSF from arbitrary subsets of generalized points of ρR̃n to extensions of manifolds; a

language of nilpotent infinitesimals that allow us to develop several topics of differential geometry in

an intrinsic way, along the lines of previous works of the PI, [Giordano10a, Giordano10b, Giordano11a,

Giordano-Wu16].

Innovative features and deliverables: Even a partial development of this part of the project would

represent a milestone of the theory of GSF, because of its applicability to singular classical mechanics

and of the corresponding theoretical results in differential geometry.

WP 3: Numerical and graphical tools to visualize GSF

Problems and motivations: Even if the theories of GSF and CGF can nowadays be considered well

developed from the theoretical point of view, there are no general and easy-to-use tools to visualize

generalized solutions of nonlinear singular differential equations (DE). In particular, tools showing

the “dynamics” of the solutions as ε → 0 can be useful to develop a strong intuition on this type of

GF. We expect this to lead to a substantial strengthening of the intuition underlying the theory, in

particular with respect to infinitesimal properties.

The idea: The idea is to use Matlab object oriented programming to easily implement particular

interesting cases of GSF: Cauchy-Dirac GSF, i.e. of the form f(x) = [ϕ(xε, pε)] (see below), where ϕ is

an ordinary smooth function and p = [pε] ∈ ρR̃n are fixed parameters; GSF defined by different cases in

ε, i.e. fε := fkε if ε ∈ Ik ⊆ I and Ik∩Ij = ∅ if k 6= j; embedding of Sobolev-Schwartz distributions, etc.

Given a DE, among others, we plan to implement a visualization tool to display “ε-moving solutions”,

i.e. as ε→ 0+, so as to investigate infinitesimal and infinite properties of solutions.

The plan: The aim of this part of the proposal is not to develop new numerical methods, but to use

well-known Matlab-solvers and oriented programming to visualize GSF. Another approach is to use

Picard-Lindelöf iterates (see below for the Picard-Lindelöf theorem for ODE and PDE with GSF).

Innovative features and deliverables: We plan to prepare a new Matlab toolbox and to (freely)

deliver it to the mathematical community. This could help the dissemination and applications of the

theory. Suitable visualization tools can also greatly help in developing the intuition related to this

type of GF. A comparison with the well-known numerical results of [Col07b] is planned.

The present research project is designed for five co-workers: the applicant P. Giordano, co-authors

M. Kunzinger, A. Bryzgalov (PhD candidate), a new post-doc and a new PhD candidates. See in the
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proposal the CV of the three cited co-workers. See also Sec. 5 for the organization of the research

work.

2 State of the art

2.1 State of the art in the research field

Generalized functions:

J.F. Colombeau’s theory of GF allows one to perform non linear operations (of polynomial growth)

between embedded distributions, avoiding the difficulty of Schwartz impossibility theorem. See e.g.

[Ned-Pil06, GrKuObSt01, NePiSc98, Pil94, Obe92, Col92] for an introduction with applications. This

theory makes it possible to find generalized solutions of some well-known PDE which do not have

solutions in the classical space of distributions, see [Obe92], and has manifold applications, e.g. to

the theory of elasticity, fluid mechanics and in the theory of shock waves (see e.g. [Col92, Obe92]),

to differential geometry and relativity theory [GrKuObSt01, Kun04, SteVic06] and to quantum field

theory [CoGs08].

A new and fundamental step in the theory of GF based on CGN, which presents several analogies

with our present proposal, has first been achieved in [Ar-Fe-Ju05, Ar-Fe-Ju12]. In this work, the basic

idea is to generalize the derivative as a limit of an incremental ratio taken with respect to the e-norm,

[Ar-Fe-Ju05, Ar-Fe-Ju09] and with increments which are asymptotic to invertible infinitesimals of the

form [εr] ∈ R̃, for r ∈ R≥0. This theory extends the usual classical notion of derivative and smoothness

to set-theoretical functions on CGN, e.g. of the form f : R̃n −→ R̃d, and enables one to prove that

every CGF is infinitely differentiable in this new sense. Several important applications have already

been achieved (see [Ar-Fe-Ju12]) and hence the theory promises to be very relevant. As explained

in greater detail in [Giordano-Kunzinger-Ver15, Giordano-Kunzinger16, Giordano-Kun-Ver18], the

notion of smoothness developed in [Ar-Fe-Ju05] includes functions like i(x) = 1 if x is infinitesimal

and i(x) = 0 otherwise. This makes it impossible to prove classical theorems like the intermediate

value one, whereas for GSF this theorem holds. The theory of GSF, on the other hand, while fully

compatible with the approach in [Ar-Fe-Ju05], singles out a subclass of smooth functions with more

favourable compatibility properties with respect to classical calculus and hence may be viewed as a

refinement of that theory.

Newton method and the Pontryagin principle

Newton method, also called Newton-Raphson method, is a well-known method for computing a zero

of a nonlinear equation. If X and Y are Banach spaces and F : X → Y is a Fréchet differentiable

function, the Newton method can be written as

xk+1 = xk − F ′(xk)−1F (xk) k ∈ N (1)

where F ′ is the Fréchet derivative of F [Ar08].

Newton method helps in finding approximate solutions to nonlinear problems. Convergence prop-

erties, error estimates, numerical stability and computational complexity of the method has been

proven, see e.g. [Oz04, Ga00, Hi10]. Concerning its convergence properties, Kantorovich theorem

assumes conditions that ensure existence and uniqueness of solution of nonlinear equations yielding
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the convergence of Newton method, [Or68]. Whereas Newton method may be considered a first or-

der method, Halley method is a root-finding algorithm which extends to higher order using Taylor

expansion. It yields iteratively a sequence of approximations to the root and has a cubic rate of

convergence. We also mention that Householder method is an iterative root-finding algorithm which

has a convergence rate of order d + 1 and generalizes both Newton and Halley methods [SeGo01].

[Oz04] presents a variant of the Newton method based on harmonic mean and midpoint integration.

The method has been applied to computation of eigenvalues and eigenvectors of symmetric matrices

[FuZe86], nonlinear wave equations, nonlinear partial differential equations and nonsmooth analysis,

see e.g. [Hi10], [KoJeMi03] and references therein.

In control theory, the state of a physical system is governed by an ODE, and the possibility to

influence system’s behaviour is achieved by adding suitable control variables. Given A⊆Rn, f :

Rn × A → Rn and x0 ∈ Rn , the set of admissible controls can be represented as: A = {a :

[0,∞) → A | a is a measurable}. If a ∈ A , then given an ODE system, a solution is found for the

evolution of the system: ẋ(t) = f(x(t), a(t)), t ≥ 0, x(0) = x0. A pay-off functional is introduced as:

P [a] =
´ T
0 r(x(t), a(t)) dt + g(x(T )), where T > 0, r : Rn × A → R and g : Rn → R. The Pontryagin

maximum principle states that if a ∈ A is optimal for the given ODE, for P and x∗, then there exists

a function p∗ : [0, T ]→ Rn such that

ODE ẋ∗(t) = ∇pH(x∗(t), p∗(t), a∗(t))

ADJ ṗ∗(t) = −∇xH(x∗(t), p∗(t), a∗(t))

M H(x∗(t), p∗(t), a∗(t)) = max
a∈A

H(x∗(t), p∗(t), a).

(2)

Moreover, the map t → H(x∗(t), p∗(t), a∗(t)) is constant and T satisfies ṗ∗(T ) = ∇xH(x∗(T )). The

original proof of Pontryagin principle did not fit into classical methods of the calculus of variations.

There have been several attempts to reprove the method [DmOs14, Eva10], and efforts were also made

to find rigorous proof for the classical problem of Pontryagin type. As far as we know, as of yet there

is no extension of the Pontryagin principle to GF.

Extension of Hamiltonian mechanics using generalized functions

One of the main reasons to study Hamiltonian mechanics from a mathematical point of view is due

to the fact that Hamiltonian mechanics can be formulated on an arbitrary symplectic manifold. A

recent review of this symplectic description can be found in [deL14] (note, however, that this work

is mainly oriented towards the study of classical field theories on the basis of results for Hamiltonian

and Lagrangian Mechanics).

The motivation to introduce a suitable kind of GF formalism in classical mechanics is clear: is

it possible to generalize Hamiltonian and Langrangian mechanics so that the Hamiltonian can be

presented as a generalized function? This would undoubtedly be of an applicable advantage, since

many relevant systems are described by singular Hamiltonians. In fact, this type of problems is widely

studied (e.g. [Kunzle96, LeMoSj91, Tan93, LiHuZh14, Lim89]), but the presented solutions are not

general and hold only for special conditions and effective potentials.

In this sense, the fact that since J.D. Marsden’s works [Mar68, Mar69] (who uses Sobolev-Schwartz

distributions) there has not been any further attempt to use GF for the description of Hamiltonian

mechanics can be considered as a clue that the classical Sobolev-Schwartz distributional framework

is not well suited to face this problem in general terms. In [Mar68, Mar69], J.D. Marsden introduces
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distributions on manifolds based on flows. In fact, since the traditional system of Hamilton’s equations

breaks down, Marsden considers the flow as a limit of smooth ones. On the other hand, Kunzinger et

al. in [KuObStVi] (using CGF) critically analysed the regularization approach put forward by Marsden

and constructed a counter example for the main flow theorems of [Mar68]. Among recent works we

single out [Col07, Giun03].

In this field a number of problems remains open, see [Mar68]. For example, in the non-smooth case

the variational theorems fail, and the study of the virial equation for hard spheres in a box is still an

open question.

Numerical solutions of (singular) nonlinear differential equations

As far as we know, the numerical solution of singular nonlinear DE that possess generalized solutions

has not been studied by many authors. Here, we can cite e.g. [Col92, Col07b]. In [Col07b], the

numerical solution of 2D systems using dimension splitting, which was introduced by Godunov [Go59],

and the solution of the Riemann problem for 1D systems by the method of splitting of equations have

been considered. Results were achieved for problems which included scalar conservation laws using

Heaviside GF [CoRo88] and Godunov’s scheme and the Lax-Friedrichs method were used for the

numerical computations. Further results included charged black holes moving at light speed, predator-

prey models, and collisions of solids with strong deformation. [CaCo89] investigated discontinuous

generalized solutions of nonlinear nonconservative hyperbolic equations that arise in elastodynamics.

For this kind of problems, it is not possible to define a weak solution depending on distribution theory.

Existence of global solutions of the Cauchy problem for a system of two equations was proved by a

compactness argument from a convergent numerical scheme using generalized solutions obtained by

the theory of CGF.

In the present project proposal, we do not aim at introducing new numerical schemes for solving

DE, but to use Matlab implementation of well-established numerical methods to visualize ε-wise

solutions of nonlinear singular DE in the context of GSF. For these reasons, we review only these

Matlab methods. Matlab has proven to have good solvers both for ODE and PDE. Matlab ODE

solvers can be grouped into stiff and nonstiff problem solvers. For stiff problems, the solvers include:

ode23s (based on order 2 of a modified Rosenbrock formula), ode23t (based on implementation of

the trapezoidal rule using a "free" interpolant), ode23tb (based on implementation of an implicit

Runge-Kutta formula with a first stage that is a trapezoidal rule step and a second stage that is

a backward differentiation formula of order two) and ode15s (a variable order solver based on the

numerical differentiation formulas). The solvers for nonstiff problems include: ode45 (based on an

explicit Runge-Kutta (4,5) formula, the Dormand-Prince pair), ode23 (based on an explicit Runge-

Kutta (2,3) pair of Bogacki and Shampine), ode113 (a variable order Adams-Bashforth-Moulton PECE

solver) and ode15i (variable order method). The Matlab Toolbox has two PDE solvers. The first

solver is pdepe which solves initial-boundary value problems for parabolic-elliptic PDE in 1 − D.

The ODE that result from discretization in space are integrated to obtain approximate solutions at

specified times. The pdepe function returns values of the solution on a input provided mesh. The

second solver is pdeval, which evaluates numerical solution of PDE using output of pdepe. The solver

is executed using [uout, duoutdx] = pdeval(m,x, ui, xout), where m is a symmetry of the problem, ui

is the same as xmesh in pdepe, xout is a vector of points of the interval. See [Mat18].
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2.2 State of the art in applicant’s research

In this section, we briefly introduce some of the key notions of the present research proposal: nets in

the variable ε ∈ I := (0, 1] are written as (xε); if (xε) is a net of real numbers, x = [xε] denotes the

corresponding equivalence class with respect to the equivalence relation (xε) ∼ρ (yε) iff |xε − yε| =

O(ρmε ) for every m ∈ N = {0, 1, 2, . . .}, where ρ = (ρε) ↓ 0 is an increasing net called gauge that

generalizes the classical ρε = ε.

The ring of Colombeau ρR̃

The ring ρR̃ is the quotient of the ring of ρ-moderate nets (∃N ∈ N : xε = O(ρ−Nε )) modulo ρ-negligible

nets (∀n ∈ N : xε = O(ρnε )). The point of view of GSF is frequently that of a theory where ρR̃ acts

as the ring of scalars for all the subsequent constructions. For example, sharp topology is preferably

defined using the absolute value |[xε]| := [|xε|] ∈ ρR̃ and the balls Br(x) := {y ∈ ρR̃d | |y − x| < r},
where r > 0 is a strictly positive generalized number, i.e. r ∈ ρR̃≥0 and r is invertible. In this proposal,

we use the notation dρ := [ρε] ∈ ρR̃.

Generalized smooth functions as a category of smooth set-theoretical maps

If X ⊆ ρR̃n and Y ⊆ ρR̃d are arbitrary subsets of generalized numbers, a GSF f ∈ ρGC∞(X,Y ) can be

simply defined as a set-theoretical map f : X −→ Y such that

∃(fε) ∈ C∞(Rn,Rd)I ∀[xε] ∈ X ∀α ∈ Nn : (∂αfε(xε)) is ρ−moderate and f(x) = [fε(xε)], (3)

see [Giordano-Kunzinger-Ver15, Giordano-Kun-Ver18]. If (3) holds, we say that the net (fε) defines f .

If X = Ω̃c, the set of compactly supported points in the open set Ω ⊆ Rn, then ρGC∞(Ω̃c,
ρR̃) coincides

exactly with the set-theoretical maps induced by all the CGF of the algebra Gs(Ω). The greater flexi-

bility in the choice of the domains X leads e.g. to the closure of GSF with respect to composition, to

the extreme value theorem on closed intervals bounded by infinite numbers, to purely infinitesimal so-

lutions of ODE or also to inverses of given GSF, see [Giordano-Kunzinger-Ver15, Giordano-Kun-Ver18,

L-Giordano16a, Giordano-Kunzinger16].

Classical theorems like the chain rule, existence and uniqueness of primitives, integration by change of

variables, the intermediate value theorem, mean value theorems, the extreme value theorem, Taylor’s

theorem in several forms for the remainder, suitable sheaf properties, the local inverse and implicit

function theorems, some global inverse function theorems, the Banach fixed point theorem, the Picard-

Lindelöf theorem and several results in the classical theory of calculus of variations, hold for these

GSF, see [Giordano-Kunzinger-Ver15, Giordano-Kun-Ver18, Giordano-Kunzinger16, L-Giordano16a,

LL-Giordano16]. One of the peculiar properties of GSF is that these extensions of classical theorems

for smooth functions have very natural statements, formally similar to the classical ones. All this

underscores the different philosophical approach as compared to [Ar-Fe-Ju05] (and to the more classical

Colombeau theory), which constitutes a more general approach, but where some of these classical

theorems do not hold.

Particularly interesting for the present research proposal are the structure of ρR̃-Fréchet space on

a solid compactly supported set and the notion of hyperseries. Firstly, a functionally compact set is

a sharply bounded internal sets K = [Kε] = {[xε] ∈ ρR̃n | xε ∈ Kε for ε small} ⊆ Br(0), for some

r ∈ ρR̃>0, generated by a net Kε b Rn of compact sets. Secondly, a solid set is a set S ⊆ ρR̃n whose
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interior in the sharp topology is dense in S; the latter allow us to deal with partial derivatives at

boundary points. For example, every closed interval [a, b] ⊆ ρR̃ is functionally compact and solid.

On functionally compact sets, GSF satisfy the extreme value theorem and hence on every closed

interval they can be integrated
´ b
a f ∈ ρR̃. The space ρGC∞(K, ρR̃d) share many properties with the

classical Fréchet spaces of ordinary smooth functions defined on a compact set. In particular, these

spaces are sharply Cauchy complete and their sharp topology can be defined using a countable family

‖f‖i :=

[
max |α|≤i

1≤k≤d
supx∈Rn |∂αfkε (x))|

]
∈ ρR̃, i ∈ N, of ρR̃-valued norms, see [Giordano-Kunzinger18a,

L-Giordano16a]. We also proved a generalization of the Banach fixed point theorem and of the

corresponding Picard-Lindelöf theorem that are applicable to any Cauchy problem with a normal

generalized PDE, see [Giordano-L-Kunzinger18]. The basic idea is the notion of loss of derivatives:

if K ⊆ ρR̃n is a solid functionally compact set, and y0 ∈ X ⊆ ρGC∞(K, ρR̃d), then we say that

P : X −→ X is a contraction on X with loss of derivatives L ∈ N starting from y0 if

∀i ∈ N ∃αi ∈ ρR̃>0 : ‖P (u)− P (v)‖i ≤ αi · ‖u− v‖i+L ∀u, v ∈ X

and

lim
n,m→+∞
n≤m

αni+mL · ‖P (y0)− y0‖i+mL = 0,

where the limit is taken with respect to the sharp topology and with n, m ∈ N. We proved that if

αi ≤ αi+1 and X is sharply Cauchy complete, then P is sharply continuous, ∃ limn→+∞ P
n(y0) =: y

and P (y) = y. Note explicitly that, in general, we don’t have the uniqueness of the fixed point y,

exactly because we can have a loss of L > 0 derivatives. If T ⊆ ρR̃, S ⊆ ρR̃n are solid functionally

compact sets, Y ⊆ ρGC∞(T × S, ρR̃d) and the set-theoretical map F : T × S × Y −→ ρR̃d satisfies

F (−,−, y) ∈ ρGC∞(T × S, ρR̃d) for all y ∈ Y , then we say that F is uniformly Lipschitz on Y with

constants (Λi)i∈N ∈ ρR̃N
>0 and loss of derivatives L ∈ N if

∀i ∈ N∀u, v ∈ Y : ‖F (−,−, u)− F (−,−, v)‖i ≤ Λi · ‖u− v‖i+L.

We can prove that any PDE of the form ∂ty(t, x) = G [t, x, ∂xy(t, x)], where G is a GSF, defines a

uniformly Lipschitz map on the space

Y =
{
y ∈ ρGC∞(T × S, ρR̃d) | ‖y − y0‖i ≤ ri ∀i ∈ N

}
. (4)

We finally proved the following generalization of the Picard-Lindelöf theorem: let t0 ∈ ρR̃, α, ri ∈ ρR̃>0

and Tα := [t0 − α, t0 + α]. Let y0 ∈ ρGC∞(S,H), where H ⊆ ρR̃d is a sharply closed set such that

Br(y0(x)) ⊆ H for all x ∈ S. Define Yα as in (4), but using Tα instead of T , and assume that F is

uniformly Lipschitz on Yα with constants (Λi)i∈N and loss of derivatives L. Finally, assume that

Λi ≤ Λi+1 ∀i ∈ N

‖F (−,−, y)‖i ≤Mi(y) ∀y ∈ Yα
α ·Mi(y) ≤ ri ∀i ∈ N

lim
n,m→+∞
n≤m

αn+1 · Λni+mL · ‖F (−,−, y0)‖i+mL = 0

8



Then there exists a solution y ∈ ρGC∞(Tα × S, ρR̃d) of the Cauchy problem∂ty(t, x) = F (t, x, y) ∀(t, x) ∈ Tα × S
y(0, x) = y0(x) ∀x ∈ S

Note explicitly that this is only an existence result and nothing is stated about the uniqueness of the

solution. A generalization of these results to k-th order PDE can be easily proved because, due to

the closure of GSF with respect to composition, every higher order PDE can be reduced to a system

of first order PDE, see [Giordano-L-Kunzinger18]. For example, by taking S = [−dρ−1, dρ−1]n ⊇ Rn

it is possible to prove the existence, local in the normal variable t, but global in the “space” variable

x ∈ S ⊇ Rn of every polynomial PDE with real coefficients, i.e. where G ∈ R[t, x, d]. This includes

an infinite class of PDE that cannot even be formulated e.g. within the theory of Sobolev-Schwartz

distributions. Note also that this kind of results is not possible for CGF either due to the missing of

closure with respect to arbitrary compositions and because generally speaking the domain Tα×S also

includes non compactly supported points4.

To introduce the notion of hyperlimit and hyperseries, we first consider the set of hypernatural

numbers in ρR̃, i.e. ρÑ :=
{

[nε] ∈ ρR̃ | nε ∈ N ∀ε
}

. If σ, ρ are two gauges and a : σÑ −→ ρR̃ is a

σ-generalized sequence of ρ-generalized numbers, then the hyperlimit l = ρlim
n∈σÑ an is simply the

limit of this sequence in the sharp topology, i.e.

∀q ∈ N ∃M ∈ σÑ ∀n ∈ Nσ : n ≥M ⇒ |an − l| < dρq.

The importance to consider two gauges lies in the fact that if σε := exp

(
−ρ−

1
ρε

ε

)
, then ρlim

n∈σÑ
1

logn =

0 ∈ ρR̃, whereas 6 ∃ ρlim
n∈ρÑ

1
logn , see [MTA-Giordano]. The notion of hyperseries is a particular case:

let a : N −→ ρR̃ be a sequence of ρR̃ and let s ∈ ρR̃. Assume that the partial sums with summands

an ∈ ρR̃ can be extended to σÑ as N ∈ σÑ 7→ ∑N
n=0 an :=

[∑nint(N)ε
n=0 anε

]
∈ ρR̃ (here nint(k) is

the nearest integer function), then we set ρ
∑

n∈σÑ an := ρlim
N∈σÑ

∑N
n=0 an whenever this hyperlimit

exists. For example, one can easily prove that ρ
∑

n∈ρÑ k
n = 1

1−k for all k ∈ ρR̃<1 and ρ
∑

n∈ρÑ
xn

n! = ex

for all x ∈ ρR̃ finite, see [T-Giordano20, T-Giordano].

We finally mention that the sheaf property for GSF, see [Giordano-Kun-Ver18], can be used to prove

that the functor ρGC∞(−, T ) belongs to a suitable Grothendieck topos ρTGC∞ of sheaves. This topos

can be considered a Cartesian closed universe of generalized sets and functions which is closed with

respect to set theoretical operations such as X ∪ Y , X ∩ Y , Y X , X × Y , P(X), subsets, etc. This

allows us to consider a framework of infinite dimensional spaces of GF like ρGC∞(C,D)
ρGC∞(A,B) =

ρTGC∞(ρGC∞(A,B), ρGC∞(C,D)).

3 Work program

In this section, we describe the methods we plan to employ in carrying out the research program

sketched above. For each one of the three parts of the research project, we will also give a (subjective

but justified) judgement of its feasibility. This qualitative judgement of feasibility will also be used to

quantify and support the project’s time planning.

4This proposal is a resubmission, and a part of this section has been improved.
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3.1 WP 1: Newton method and the Pontryagin principle for singular problems5

A proof of Newton method can be accomplished along different lines. For our aims of extension to

the GSF case, a very promising approach is presented in [Ben66], where the problem is reduced to

the study of a contraction, and hence to the Banach fixed point theorem (which was already proved

for GSF). Different approaches seems anyway repeatable in our context, e.g. using the Fermat-Reyes

theorem for GSF (i.e. the possibility to see derivatives of GSF as generalized incremental ratios, see

[Giordano-Kun-Ver18]) or Taylor’s formulae. In any case, it is essential to consider the structure of
ρR̃-Fréchet space (see Sec. 2.2) on a functionally compact solid set, and hence its Cauchy completeness

with respect to the sharp topology. We also take into account the possibility to consider an infinite

number N ∈ ρÑ \ N of iterations in Newton’s algorithm.

We also plan to consider suitable generalization of Newton method, such as Householder’s method,

Halley’s method ([SeGo01]) and possibly situations where the function F is defined between infinite-

dimensional ρR̃-Fréchet spaces of GSF and not only between sets of generalized points. This would

allows an applications of Newton methods to the solution of DE.

As we mentioned above, this extension of Newton method to the GSF framework, would permit us

to consider a possible proof of Pontryagin’s maximum principle. As it is clearly stated in [DmOs14,

Eva10], one of the problem considered by the present research on this topic is to find a proof satisfying

the present requirements of rigour used in modern calculus of variations. Clearly, we add to this

the goal to find a wide extension to the GSF setting. Our work plan will be in accordance with the

following methodological lines:

1. The general setting for variational problems and control theory have to be the same used in our

generalization of classical results of calculus of variations to the GSF context, see [LL-Giordano16].

From here we already know what function spaces we need to consider and what kind of topology

we have to take on these spaces.

2. The setting for unique solution of ODE will clearly be the one presented in [L-Giordano16a],

where we proved existence and uniqueness of local and global solutions of ODE (using Picard-

Lindelöf (possibly hyperfinite N ∈ ρÑ) iterates), continuous dependence from initial conditions,

relations with classical distributional solutions and several other examples.

3. We hence plan to prepare a series of seminars about the rigorous proof presented in [DmOs14]

but using the notations of [Eva10]. These seminars have the main aim to check where the level

of rigour is considered as sufficient by our group and, mainly, where a possible generalization

to the GSF setting would be more problematic. We also plan here an intuitively very clear

presentation of the ideas used in the proofs.

4. For example, in the proof presented in [DmOs14], the more problematic step, from the point of

view of its extensibility to GSF, is the finite intersection property. This is mainly where [Eva10]

differs from [DmOs14] because the former uses a suitable form of Newton method.

5. We plan to extend the Pontryagin principle so as to allow for GSF as admissible control parame-

ters. This includes e.g. the possibility to also consider infinitesimal or infinite control parameters.

6. Particular problems to which we plan to apply these general theoretical results are:

5This proposal is a resubmission, and a part of this section has been improved.
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a) Minimization of the energy functional for:

i. A classical particle (or high-frequency waves) moving through discontinuous media con-

taining barriers or interfaces where the Hamiltonian is discontinuous: see e.g. [SiJe13,

JiWuHu08] and references therein; see also [CrLi83]. We can view the physical and

geometrical parameters characterizing the different media as the set of admissible con-

trols.

ii. Discontinuous Lagrangian in geometrical optics: see e.g. [LaGhTh11]. As above, the

admissible controls can be the physical and geometrical parameters of the media tra-

versed by light rays.

iii. A harmonic oscillator forced by a Dirac comb or a more general periodic singular force

(formalized using a GSF). As above, the movement in a discontinuous medium can also

be considered.

iv. Departure from the classical Hook’s law for steel deformation (the stress-strain relation

is not differentiable): see e.g. [UgFe11, ChCh11]. We can consider the stress-strain

relation as depending on a suitable number of admissible control parameters. The

final aim is hence to find the best values of these parameters so as to get the desired

nonlinear dynamics in case of deformation.

b) Applications of variational principles in quantum mechanics (see e.g. [Gri95, SaNa13]).

For example, solution of the stationary Schrödinger equation for an infinite rectangular

potential well (a case that cannot be formalized using Sobolev-Schwartz distributions, see

e.g. [GaPa90]) or a rectangular potential well with periodic barriers changing at infinite

frequency, and application to high frequency laser pulses acting on quantum objects (see

e.g. [VKRKPW]);

c) Design of potentials in Alfa-decay modelling, see e.g. [Zak96]: by describing the potential

well using suitable admissible control parameters, the problem is to find solutions of a

stationary Schrödinger equation that allow for an increasing or decreasing of the probability

of nucleus decay. Note that for solving this problem, the easiness in defining a GSF (as

compared e.g. to Sobolev-Schwartz distributions) is of fundamental importance.

d) Deduction of the Schrödinger equation from variational principles using a Lagrangian GSF.

This derivation can be easily obtained by generalizing the well-known calculations presented

e.g. in [And06] to the calculus of variations we developed in [LL-Giordano16]. We also plan

to apply the same idea to the Dirac, and hence in particular to the Pauli, equation. To solve

this problem, we also collaborate with researchers of the recently approved FWF project

Functional analysis of infinite bounded operators (PI P. Giordano), which also includes

a section about the foundation of quantum mechanics using GSF and non-Archimedean

analysis.

Here the expertise of A. Bryzgalov in physical modelling will be of great help.

e) Determine minu∈Mp

´
K

(
|∇u|2 +W (u)

)
dx, where K ⊆ ρR̃n is a functionally compact sub-

set, Mp =
{
u ∈ ρGC∞(K, ρR̃) |

´
K |u|p dx = 1

}
and W is a GSF (see [BrSq18, BeLuSq20]).

f) Existence and uniqueness of solutions for nonlinear integral equations of Fredholm type

ϕ(x) = f(x) + λ
´ b
a K(x, t)ϕ(t)p dt, where x ∈ [a, b] ⊆ ρR̃ (where a < b can also be infinite
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numbers), λ ∈ ρR̃, p ∈ ρR̃≥2, f and K are GSF; see [GuHeSa04] for a classical approach in

the particular case of continuous f , K.

Note that all these problems cannot be solved or even formulated either for Sobolev-Schwartz

distribution or for CGF if K or [a, b] contain infinite numbers.6

Risks: The generalization of Newton method does not seem to present particular difficulties. The

possibility to reduce it to the Banach fixed point theorem increases the feasibility of this part. An

extension of the Pontryagin principle could be considered as more problematic because unexpected

topological properties may be necessary in the proof.

Solutions: On the other hand, our work on calculus of variations, [LL-Giordano16], clearly shows

that the sharp topology on ρR̃-Fréchet spaces of GSF is the right one for this kind of variational

problems.

Subjective assessment of feasibility: For these reasons, in our opinion this part of the project has

a medium-high assessment of feasibility.

3.2 WP 2: Singular Hamiltonian mechanics

The main problem in extending modern versions of Hamiltonian mechanics mainly corresponds to

a generalization of results of differential geometry and of an interrelated theory of ODE on these

geometrical spaces. In our case, the main problem is to give a flexible definition of GSF on an

extended manifolds and hence to prove local existence and uniqueness of solutions of ODE on these

new spaces. The solution presented in [KuObStVi], in the framework of CGF, presents constraints

such as c-boundedness conditions for the composition of CGF and only extension of sharply bounded

regions of the manifold. Clearly, a generalization to infinite dimensional spaces such as Man(M,N),

the space of all the smooth mappings between two manifolds, or to manifolds with singular points is

not immediately possible using the idea of [KuObStVi] because of the lacking of Cartesian closedness

of the category of smooth manifolds.

The Grothendieck topos ρTGC∞ of GSF, would permits a more general and flexible approach. To

briefly illustrate the main idea in the particular case of a smooth manifold M , let ϕ : U −→ ϕ(U) ⊆M
and ψ : V −→ ψ(V ) ⊆ M be charts of an atlas on M ; we introduce an equivalent relation (x, ϕ) ∼
(y, ψ), if ϕ(x) = ψ(y) ∈M . The isomorphism M ' Charts/ ∼, where Charts is the set of all the pairs

of the form (x, ϕ), can be written in more general categorical terms as

M ' colim
U∈Man /M

U (5)

i.e. as a colimit (quotient set) of all the charts U ∈ Man /M over the manifold M modulo the

aforementioned equivalence relation.

We therefore plan to consider the following steps:

1. Take the extension 〈U〉 of each open set U ⊆ Rn as the corresponding strongly open set generated

by the constant net ε 7→ U . We have that 〈U〉 ∈ ρTGC∞.

2. Introduce the negligibility relation on the set of all the nets M I : (xε) ∼ρ (yε) if there exists a

net of charts ϕε : Uε −→ ϕε(Uε) ⊆ M (of the same atlas) such that (ϕ−1ε (xε)) ∼ρ (ϕ−1ε (yε)) for

ε small.

6This proposal is a resubmission, and a part of this section has been improved.
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3. Extends each net of charts ϕε : Uε −→ ϕε(Uε) as 〈ϕε〉([xε]) := [ϕε(xε)] and define the equivalence

relation ([xε], 〈ϕε〉) ∼ ([yε], 〈ψε〉) if 〈ϕε〉([xε]) = 〈ψε〉([yε]).

4. Define the extension of the manifold as 〈M〉 := colimU∈Man /M 〈U〉 = 〈Chart〉/ ∼, where the

index set is the same as in (5), but where the colimit (quotient) is now taken in the category
ρTGC∞. In this definition, 〈Chart〉 is the set of all the pairs ([xε], 〈ϕε〉). A GSF in this setting

is simply an arrow f ∈ ρTGC∞(〈M〉, 〈N〉) in the topos.

5. Prove that in the case where M is an open set of Rn, then this new construction and the

classical one always give the same space 〈M〉 ⊆ ρR̃n (up to a natural isomorphism). Prove the

preservation properties of the functor 〈−〉 : Man −→ ρTGC∞ by following analogous ideas used

in [Giordano-Wu16]. We call 〈−〉 the Colombeau functor.

6. Generalize the same construction from manifold to arbitrary diffeological spaces (for a self-

contained introduction to diffeological spaces, see [Giordano-Kun-Ver18, Giordano-Wu16, Giordano11a])

so as to include also infinite dimensional spaces such as ρTGC∞(〈M〉, 〈N〉), i.e. the infinite di-

mensional space of all the GSF between the extended manifolds 〈M〉 and 〈N〉.

7. Use the language of nilpotent infinitesimals introduced for infinitesimal Taylor formula of GSF

(see [Giordano-Kun-Ver18, Thm. 53]) to define tangent vectors, vector fields, flows, Lie brackets

and differential forms along the lines of [Giordano10b]. Use the results of [L-Giordano16a] about

local existence of solutions of ODE to prove the existence of generalized flows.

8. Definition of symplectic structure and generalized Poisson bracket; Hamiltonians as GSF; gen-

eralized Hamiltonian vector fields; Legendre transform and relations with Lagrangian approach;

Hamiltonian systems as fiber bundles over ρR̃; generalized smooth canonical transformations,

symplectomorphisms and symmetries.

9. Using the preservation properties of the functor 〈−〉, and the well-known relations between GSF

and CGF, compare this approach with that of [KuObStVi, Mar68, Mar69].

10. Compare the preservation properties of the functor 〈−〉 with a more classical ultrapower exten-

sion used in nonstandard analysis; see e.g. [Tod15, Tod13, Tod11] for an approach to CGF in

the framework of nonstandard analysis.

At this point, we have all the geometrical instruments we need to consider Lagrangian mechanics

on manifolds (clearly using [LL-Giordano16]), symplectic manifolds and the canonical formalism for

Hamiltonian dynamics. Note that the possibility to extend the aforementioned geometrical tools to

the case of arbitrary diffeological space would allow an extension to infinite dimensional spaces, such

as in fluidodynamics. Anyway, this part of the project will probably not be considered due to a lack

to time. On the other hand, we will definitely consider the physical examples listed in WP 2 in 6a)

and 6b).

Risks and solutions: This part of the project is well grounded on papers such as [LL-Giordano16] for

the calculus of variations; [Giordano-Kun-Ver18] for the Grothendieck topos of GSF; for ODE theory

with GSF see [L-Giordano16a]; finally, for the study of the Colombeau functor and the language of

nilpotent infinitesimals in differential geometry, see [Giordano10b, Giordano-Wu16] for a very similar

approach. For these reasons, and for its very high and important goals, we assess as successful even

a partial development of this part. We also take into account the possibility that the construction
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outlined above will really work only for bounded subsets of the manifolds. Even if our ideas try to

avoid this constraint, similar conditions appears both in the independent works [Mar68, Mar69] and

[KuObStVi]. Anyway, the expertises of P. Giordano on the aforementioned categorical construction

and on the use of nilpotent infinitesimals, and those of M. Kunzinger in singular differential geometry

applied to mathematical general relativity (see [GrKuSa19, KuSa18, GrGrKu18]) will surely help in

finding the correct solutions.

Subjective assessment of feasibility: For these reasons, in our opinion this part of the project has

a medium-high assessment of feasibility.

3.3 WP 3: Numerical and graphical tools to visualize GSF

In this part of the project, our aim is twofold: on the one hand, we want to develop new tools to

visualize the behaviour of a meaningful subclass of GSF. On the other hand, using standard Matlab

solvers for DE, we want to implement a new toolbox for the numerical solutions of nonlinear singular

DE.

By using Matlab object oriented programming, we can create an easy-to-use numerical framework to

input and study GSF. We recall that, using overloading of operators in object oriented programming,

we can insert a GSF by using suitable creation methods, and then to define new GSF by using the

common notation for sum, product, composition, powers, etc. of previously defined GSF. The creation

methods we want to implement are:

1. Input of a gauge ρ = [ρε] and the possibility to use in Matlab the notation dρ.

2. Input of a Cauchy-Dirac GSF, i.e. of a GSF of the form f(x) = [ϕ(xε, pε)] ∈ ρR̃d, where ϕ ∈
C∞(Rn × RP ,Rd) is an ordinary smooth function, and p = [pε] ∈ ρR̃P is a vector of generalized

parameters. For example, f(x) = dρ · sin
(
x
dρ

)
is an example of Cauchy-Dirac GSF (and of use

of overloading of the product symbol ·, and of the symbol sin).

3. GSF defined by cases in ε. For example, f(x) = [f1ε(xε)] if ε = 1
n for some n ∈ N and

f(x) = [f2ε(xε)] otherwise.

4. GSF defined by smoothly interpolating two (or more) given smooth functions. For example,

we can interpolate f1ε ∈ C∞([−1,−ε],R) and f2ε ∈ C∞([ε, 1],R) using a smooth function

iε ∈ C∞([−ε, ε],R) which satisfies the conditions iε(0) = 1/2, i′ε(0) = 1/ε. Different smooth

interpolations will be considered.

5. GSF defined using the classical Colombeau embedding, i.e. the inverse Fourier transform of a

given function of S(Rn) which is identically equal to 1 in a neighbourhood of the origin.

6. GSF defined by hyperseries, i.e. hyper-analytic GSF, see [T-Giordano20, T-Giordano].

7. GSF defined by (hyperfinite) Fourier transform, see [M-Giordano20].

8. GSF defined as ε-wise solutions of a boundary value problem for an ODE or a PDE. In this part of

the project we will not develop new numerical methods for the solution of nonlinear singular DE.

Therefore, in case of non-convergent solutions, our Matlab implementation will simply output

a warning to indicate that more refined methods are necessary. Even under these constraints,

the competencies in implementing numerical solutions of both linear and non-linear problems

of co-author A. Bryzgalov (see CV) and of Prof. H. Schichl of the Computational Mathematics
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Group of the University of Vienna (see Sec. 4 and the enclosed collaboration agreement letter)

will be of great help.

9. A comparison of this toolbox with the well-known numerical results of [Col07b], obtained in the

setting of CGF, is planned.

Even if, of course, this would permit us only the implementation of a small subclass of GSF, we think

it could completely solve the goals of this part of the project. For example, it would easily permit us

to consider GSF such as f(x) = δ(δ(δ(x)))+cos(H(δ(x)))+dρ ·δ(H(x))3−N(dρ−1, x), where N(σ, x)

is a Gaussian density with standard deviation σ. Note that the generalized function f(x) is neither a

Sobolev-Schwartz distribution nor a CGF.

An important tool we also plan to develop is the creation of a video that represents a given GSF

(e.g. originating as solution of a nonlinear PDE) as ε → 0+. Such a visualization can be really

helpful in understanding blowing up of solutions or infinitesimal/infinite properties of the solution

or a meaningful discontinuous behaviour with respect to ε. In our experience, this kind of “experi-

mental mathematics” could accomplish strong intuition culminating in interesting theoretical results

(e.g. visualization of wave front sets).

Clearly, Matlab is not the only possibility to implement all these numerical tools. Even if we

prefer to focus our attention on Matlab because of its diffusion in industries and because of our

specific competencies, we will also study, if the time would allow it, the possibility to have analogous

implementation in Wolfram Mathematica, Maple, Python or Fortran.

Risks: The plan is feasible, without particular risks. The results, even if it has clear differences with

respect to the full theory, can be surely considered as an effective tool to develop a strong intuition

on GSF.

Subjective assessment of feasibility: For these reasons, and based on the experience of the co-

author A. Bryzgalov in numerical algorithms, in our opinion this part of the project has a very high

assessment of feasibility.

4 Scientific relevance, originality and expected benefits for potential

users

The present research proposal takes place in the following international research frameworks:

• It fits well in current threads of Austrian research, in particular those of the DIANA group of

Prof. M. Kunzinger at the University of Vienna, who is also one of the main developers of the

theory of GSF.

• It also fits well into the research interests of the international community of CGF, where the

interest for numerical implementation, applications of Colombeau’s theory and its dissemination

was clearly voiced in several conferences.

• The WP 3 about numerical and graphical representation of GSF will certainly profit from our

collaboration with the Computational Mathematics Group of Prof. Hermann Schichl, also situ-

ated at the Faculty of Mathematics in Vienna. We will establish close interactions and thereby

strengthen the already existing collaboration with this highly active group (see the enclosed

collaboration agreement letter).7

7This proposal is a resubmission, and a part of this section has been improved.
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Originality, innovations and benefits of the present proposal:

• A broad theoretical development of control theory with applications of the Pontryagin principle

to singular problems.

• A general solution of the extension of classical mechanics to singular models which is well

grounded on differential geometry and topos theory.

• A flexible and easy-to-use toolbox to visualize and enhance intuition of students and researchers

in studying, developing and applying GSF.

Potential users can hence be foreseen both in pure and applied mathematics, in physics and engineering

applications.

4.1 Importance for human resources

A very important peculiarity of the present research proposal is that its topics have been adapted

to the mathematical competencies of the co-author PhD. Aleksandr Bryzgalov (WP3: Extension

of Hamiltonian mechanics using GSF; He already has a Russian analogue of a PhD degree, called

Candidate of Physical and Mathematical Sciences. However, he is highly motivated to get a PhD in

pure mathematics at the University of Vienna). A new PhD candidate will also work on WP1 and

WP2: Newton method and Pontryagin principle and visualization tools for GSF. The participation to

all the important conferences in this sector will introduce these new researchers into this community.

The new results achieved in the present proposal would allow to write an important monograph

about GSF, with both very original new theoretical and applied results. This is an important step

to consolidate P. Giordano toward an important ERC grant. For the CV of all the members of the

research group, see below in this proposal.

4.2 Ethical Issues

There are no ethical, security-related or regulatory aspects of the proposed research project.

4.3 Sex-specific and gender-related aspects

There are no Sex-specific and gender-related aspects of the proposed research project.

5 Dissemination strategy and time planning

Work organization8

We recall that the present research project is designed for five co-workers: the applicant P. Giordano,

co-author M. Kunzinger, a new post-doc, A. Bryzgalov (PhD candidate), and a new PhD candidate.

Almost all the ideas of this project have been originally developed by P. Giordano. For this reason,

he and the new post-doc collaborator will supervise all the other members of the group in all the WP;

M. Kunzinger will also supervise, more specifically, on WP 2 because of his interest and expertise

in differential geometry. The PhD work of A. Bryzgalov will focus on WP 2 and 3, mainly for his

competencies in physical modelling and numerical calculus; the new PhD candidate will focus on WP

8This proposal is a resubmission, and a part of this section has been improved.
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1 and 3. The post-doc researcher will be employed full time, whereas, as stated by FWF, the two PhD

candidates will be employed at 75% (30 hours per week) so as to have time for their PhD studies.

Moreover, we plan to organize several joint meetings in order to initiate and improve the collabora-

tion, both in the solutions of problems and to get new ideas:

• Weekly meetings of P. Giordano with the new post-doc and the two PhD students (three separate

meetings per week).

• Weekly meeting of the new post-doc with both PhD students (at least two separate meetings

per week).

• Monthly seminar with all the member of the research group (and possibly interested external

people), with presentation of present state, open problems and new results.

• In developing WP 3, we plan to organize two mini-workshops per year with Prof. H. Schichl’s and

all the interested people of the Computational Mathematics Group of the University of Vienna.

Dissemination and collaboration strategy

Our strategy for the dissemination of the results of this proposal is addressed both to an internal and

an international audience:

• More typical seminars of the DIANA group of the University of Vienna addressed to all the

interested colleagues are planned and with presentation of present state, open problems and new

results.

• Prof. Yu. A. Korovin, head of General and Special Physics Department of the National Research

Nuclear University IATE MEPhI (https://eng.mephi.ru/), Moscow, showed an interest to plan

a bidirectional transfer of knowledge concerning the results of the project. This collaboration

is particularly important for the applications in physics planned in WP 1. We plan one travel

per year, lasting one working week, since the main part of the collaboration will be performed

on-line. Travel expenses will be covered by this project (see Annex 1: financial aspects).

• Contributions for two international conferences per year per person for the presentation of rele-

vant results are planned. In particular, we are thinking of conferences such as the International

Conference on Generalized Functions in 2024, the 15th Viennese Conference on Optimal Control

and Dynamic Games in 2021, the International Congress of Mathematical Physics 2021 and the

International Congress of Theoretical and Applied Mechanics 2021.

• Several articles for peer reviewed green open access journals and the related dissemination by

means of preprint-servers is planned. We aim at journals such as: Archive for Rational Mechanics

and Analysis, AIP Journal of Mathematical Physics, Acta Applicandae Mathematicae, Advances

in Nonlinear Analysis, Calculus of Variations and Partial Differential Equations, SIAM Journal

on Numerical Analysis.

Time planning

To estimate the total amount of work to be dedicated into each one of the three parts of this project,

we plan about six months to fully understand the background on GSF and hence 28 months for the
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Time intervals: 2 months
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Basics GSF

WP1: Newton, Pontryagin

WP2: Singular mechanics

WP3: Visualization tools

Administrative duties

Figure 1: Basic time organization

development of each WP. A period of two months is planned to accomplish administrative duties such

as theses writing and correction. The entire research project is hence planned to be concluded in 36

months and the time planning is represented in Fig. 1.

Nomenclature
CGF Colombeau generalized function(s)

DE Differential equation(s)

GF Generalized function(s)

GSF Generalized smooth function(s)

ODE Ordinary differential equation(s)

PDE Partial differential equation(s)

WP work package(s)
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Annex 1: financial aspects

Available personnel and infrastructure

The University of Vienna (AT) is the planned research institution to host the present research project.

Available personnel is: Dr. P. Giordano, who is already self-employed as PI of the FWF project P33538-

N, and Prof. M. Kunzinger, who is already employed at the University of Vienna. Almost all the ideas

of the present project have been originally developed by P. Giordano. For this reason, he will actively

supervise the entire project and his contribution is essential to the success of this application.

Personnel costs

In our view, work on the project goals can be pursued by funding the entire PhD candidate position

of A. Bryzgalov (we recall that he is also planning to take a PhD in mathematics, so that he will be

employed at 75% as stated by FWF), a new 100% post-doc position for 30 months (NN1) and a new

PhD candidate (NN2) at 75% for 2 years. As it is quite common at the University of Vienna, the

remaining funding for the completion of the post-doc position to 36 months and for the PhD studies

of the last candidate will be requested in separate specific project proposals. Therefore, on the basis

of the 2020 FWF salary rates, we have the following

� 1 post-doc position for 30 months (NN1): 69’040 ¿/y * 2.5 y = 172’600 ¿.

� 1 Ph.D. candidate positions for 3 years (A. Bryzgalov) = 39’210 ¿/y * 3 y = 117’630 ¿.

� 1 Ph.D. candidate positions for 2 years (NN2) = 39’210 ¿/y * 2 y = 78’420 ¿.

This amounts to a total of 368’650 ¿.

Equipment and material costs

These costs concern three notebooks, one for each PhD candidate and one of the post-doc re-

searcher, suitably adapted for the non trivial numerical computations of work package 3 of the

proposal, and three graphic tablets (which should not be confused with a tablet computer; see

e.g. https://www.youtube.com/watch?v=eEJtMFdkzzU) for exchange of mathematical handwritten

notes and PDF annotations. A classical graphic tablet could be the Wacom Pth-860-S, size L (490

¿ Amazon.it price as of 11 June 2020). A good notebook for project’s aims could be the MSI GS75

or similar (1’999.99 ¿ Amazon.it price as of 11 June 2020) because its numerical and graphical per-

formances are well suited for the development of work package 3. Note that this kind of IT tools

are not available as standard equipment of the University of Vienna. Moreover, even respecting the

total amount of working hours, the creative work in mathematics must be organized with a certain

1



flexibility: this justify why notebooks are preferable with respect to non-portable workstations. This

is particularly true for programming in numerical calculus, as planned in the work package 3 of the

proposal. Matlab licenses will be provided by the University of Vienna.

� 1 notebook * 3 researchers = 2’000 ¿ * 3 = 6’000 ¿.

� 1 graphic tablet * 3 researchers = 490 ¿ * 3 = 1’470 ¿.

This amounts to a total of 7’470 ¿.

Travel costs

We plan to pay travel expenses for A. Bryzgalov, NN1, NN2 (one travel per year, lasting one working

week; the main part of the collaboration will be performed online) at the General and Special Physics

Department of the National Research Nuclear University IATE MEPhI, Moscow, which showed an

interest to plan a bidirectional transfer of knowledge concerning the results of the project. This

collaboration is particularly important for the applications in physics planned in work package 1. We

plan 450 ¿ per travel per 3 person.

� 3 travels * 450 ¿/researcher * 3 researchers = 4’050 ¿.

Therefore, the total amount requested for the present proposal (considering 5% of general costs) is

399’178.50 ¿.
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[Pil94] S. Pilipović, Colombeau’s generalized functions and the pseudo-differential calculus, Lecture

Notes in Mathematics, Sci., Univ. Tokyo, 1994.

[SeGo01] S. Pascal, X. Gourdon, Newton’s method and high order iterations, Numbers Comput.,

2001.

[SaNa13] Sakurai, J.J., Napolitano, J., Modern Quantum Mechanics. Pearson Education India, 2nd

New edition edizione, 2013.

[SiJe13] S. Sieniutycz, J. Jezowski, Energy Optimization in Process Systems and Fuel Cells. Elsevier,

2013.

[SteVic06] R. Steinbauer and J.A. Vickers, The use of generalized functions and distributions in

general relativity, Class. Quantum Grav.23(10), R91-R114, (2006).

[Tan93] K. Tanaka, A Prescribed Energy Problem for a Singular Hamiltonian System with a Weak

Force, Journal of Functional Analysis 113(2), pp 351-390, 1993.

[T-Giordano20] Tiwari, D., Giordano, P., Hyperseries of Colombeau generalized numbers. Preprint,

see http://www.mat.univie.ac.at/~giordap7/Hyperseries.pdf.

[T-Giordano] Tiwari, D., Giordano, P., Hyper-power series and analytic generalized smooth functions.

Article in preparation.

[Tod11] Todorov, T.D., An axiomatic approach to the non-linear theory of generalized functions and

consistency of Laplace transforms. Integral Transforms and Special Functions, Volume 22, Is- sue

9, September 2011, p. 695-708.

[Tod13] Todorov, T.D., Algebraic Approach to Colombeau Theory. San Paulo Journal of Mathemat-

ical Sciences, 7 (2013), no. 2, 127-142.

[Tod15] Todor D. Todorov, Steady-State Solutions in an Algebra of Generalized Functions: Lightning,

Lightning Rods and Superconductivity, Novi Sad Journal of Mathematics, Volume 45, Number

1, 2015.

[UgFe11] A.C. Ugural, S.K. Fenster, Advanced mechanics of materials and elasticity, Prentice Hall

International Series in the Physical and Chemical Engineering Sciences, Prentice Hall; 5 edition,

2011.

[VKRKPW] J.R. Vázquez de Aldana, N.J. Kylstra, L. Roso, P.L. Knight, A. Patel, R.A. Worthing-

ton, Atoms interacting with intense, high-frequency laser pulses: Effect of the magnetic-field

component on atomic stabilization, Phys. Rev. A 64, 013411, 2001.

[Zak96] B.N. Zakharév, New situation in quantum mechanics (possibilities of controlling spectra,

scattering and decay), Copocobic Educational Magazine, No 7, pp 81-87, 1996 (in Russian).

25

http://www.mat.univie.ac.at/~giordap7/Hyperseries.pdf


Curriculum vitae of P. Giordano

Name: Giordano, Paolo

ORCID: 0000-0001-7653-1017

Nationality: Italian

Date of birth: 27 March 1966

Web site: www.mat.univie.ac.at/~giordap7/

Affiliation: Wolfgang Pauli Institute, Oskar-Morgenstern-Platz 1 1090 Wien

Email: paolo.giordano@univie.ac.at

Present research interests

• Non-Archimedean geometry and analysis

• Nonlinear theories of generalized functions

• Foundation of differential geometry

• Mathematical theories of complex systems

Education

• Habilitation, University of Vienna, Austria, 2019.

• Rheinischen Friedrich-Wilhelms-Universität Bonn (DE), Ph.D. in Mathematics, 2009.
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Sep 6, 2012 PDEMTA, Topis in PDE, Miroloal and Time-frequeny Analysis, Abstrat regu-

larity theory, University of Novi Sad.

Jan 6, 2006 1st International Workshop on Mathematial Sienes: Mathematial Analysis and

Appliations., Nonlinear distributional geometry, Sogang University, Seoul.

Aademi Prizes/Awards

2004 START-prize, Austrian Siene Fund FWF.

2003 ÖMG-Prize, Austrian Mathematial Soiety.

Most important peer review ativities, editorships and/or memberships

in aademi organisations

President, International Assoiation for Generalized Funtions.

Editor, Publiations de l'Institut Mathematique, Belgrade.

2008-2016 Member of the Austrian Aademy of Sienes.

Seleted Researh Projets

2017�2021 P30233, Regularity Theory in Algebras of Generalized Funtions, Austrian Siene Fund.

2016�2021 P28770, Singularity Theorems and Comparison Geometry, Austrian Siene Fund.

2008-2011 P20525, Global Analysis in Algebras of Generalized Funtions, Austrian Siene Fund.

2005-2011 START-Projet Y237, Nonlinear Distributional Geometry, Austrian Siene Fund.

International Cooperation Partners (in the last 5 years)

James D. E. Grant, University of Surrey, GB.

James A. Vikers, University of Southampton, GB.

Hans Vernaeve, University of Ghent, Belgium.

Darko Mitrovi, University of Montenegro, Montenegro.

Clemens Sämann, University of Toronto, Canada.

Main areas of researh and seleted results

Symmetry Analysis of Di�erential Equations: New lassi�ation methods (onditional equivalene groups,

normalized lasses), study of onservation laws, harateristis and potential symmetries, formal ompati-

bility, generalized onditional symmetries, singular redution modules.

Algebras of Generalized Funtions: Geometrization of the Theory, di�eomorphism invariant embeddings of

distributions, appliations to singular spaetimes in General Relativity, miroloal analysis, development of

a theory of generalized smooth funtions.

Mathematial General Relativity: Study of highly singular (distributional) spaetimes (pp-waves), extension

of the singularity theorems of Hawking and Penrose to spaetimes of regularity C1,1
, study of singular

spaetimes via new methods of metri geometry.

Di�erential Geometry: Nonlinear distributional geometry, low regularity pseudo-Riemannian geometry: new

omparison methods, development of a new metri theory of Lorentzian geometry in metri spaes: Lorentzian

length spaes, study of syntheti urvature bounds in this setting and appliations to extendability of spae-

times.

Partial Di�erential Equations: Study of highly singular PDEs in the framework of algebras of generalized

funtions, kineti theory (Vlasov-Klein-Gordon), degenerate paraboli equations on ompat Riemannian

manifolds.

Loally onvex spaes: Study of weak barrelledness properties, appliations of the theory of vetor valued

distributions to Cauhy-Dirihlet problems.
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10 Most Important Publiations

For the omplete list of publiations, see https://www.mat.univie.ac.at/~mike/publications.php

Books

1. Barrelledness, Baire-like- and (LF)-Spaes

Pitman Researh Notes in Mathematis Vol. 298,

Longman, Harlow 1993.

2. with E. Farkas, M. Grosser und R. Steinbauer,

On the Foundations of Nonlinear Generalized Funtions I,II

Mem. Amer. Math. So. 153, No. 729, 2001.

3. with M. Grosser, M. Oberguggenberger und R. Steinbauer

Geometri Theory of Generalized Funtions

with Appliations to General Relativity,

Mathematis and its Appliations, Kluwer 2001.

Journal Publiations

4. with M. Oberguggenberger,

Charaterization of Colombeau generalized funtions by their pointvalues

Math. Nahr. 203, 147�157, 1999.

5. with M. Grosser, R. Steinbauer und J. Vikers

A global theory of algebras of generalized funtions

Advanes in Math. 166, No. 1, 50�72, 2002.

http://arxiv.org/abs/math.FA/9912216

6. with G. Rein, R. Steinbauer, and G. Teshl

Global weak solutions of the relativisti Vlasov-Klein-Gordon System

Comm. Math. Phys., 238 (1-2), 367-378, 2003.

http://arxiv.org/abs/math.AP/0209303

7. with P. Giordano

Topologial and algebrai strutures on the ring of Fermat reals

Israel J. Math., 193 no. 1, 459�505, 2013.

http://arxiv.org/abs/1104.1492

8. with S. Dave,

Singularity strutures for nonommutative spaes

Trans. Amer. Math. So., 367, no. 1, 251-273, 2015.

http://arxiv.org/abs/1111.6570

9. with V. M. Boyko and R. Popovyh

Singular redution modules of di�erential equations

J. Math. Phys. 57, 101503 (2016)

http://arxiv.org/abs/1201.3223

10. with J.D.E. Grant, M. Graf, and R. Steinbauer

The Hawking-Penrose singularity theorem for C1,1
-Lorentzian metris

Comm. Math. Phys., 360 (2018), no. 3, 1009-1042.

https://arxiv.org/abs/1706.08426
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EDUCATION AND 

TRAINING 
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The following is the collaboration letter from Prof. H. Schichl, the only one stated as essential in

the project description.
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