
Seminar:

Nichtlineare Funktionalanalysis

WS 2008

Andreas Kriegl





Contents

Chapter III
Partitions of Unity 5

12. Differentiability of Finite Order 6
13. Differentiability of Seminorms 15
14. Smooth Bump Functions 38
15. Functions with Globally Bounded Derivatives 44
16. Smooth Partitions of Unity and Smooth Normality 50

Bibliography 67

Index 81

Andreas Kriegl , Univ.Wien, October 2, 2008 3





Chapter III
Partitions of Unity

12. Differentiability of Finite Order . . . . . . . . . . . . . . . . . . 112
13. Differentiability of Seminorms . . . . . . . . . . . . . . . . . . 120
14. Smooth Bump Functions . . . . . . . . . . . . . . . . . . . . . 145
15. Functions with Globally Bounded Derivatives . . . . . . . . . . . 151
16. Smooth Partitions of Unity and Smooth Normality . . . . . . . . . 157

The main aim of this chapter is to discuss the abundance or scarcity of smooth
functions on a convenient vector space: E.g. existence of bump functions and parti-
tions of unity. This question is intimately related to differentiability of seminorms
and norms, and in many examples these are, if at all, only finitely often differen-
tiable. So we start this chapter with a short (but complete) account of finite order
differentiability, based on Lipschitz conditions on higher derivatives, since with this
notion we can get as close as possible to exponential laws. A more comprehensive
exposition of finite order Lipschitz differentiability can be found in the monograph
[Frölicher, Kriegl, 1988].

Then we treat differentiability of seminorms and convex functions, and we have
tried to collect all relevant information from the literature. We give full proofs of
all what will be needed later on or is of central interest. We also collect related
results, mainly on ‘generic differentiability’, i.e. differentiability on a dense Gδ-set.

If enough smooth bump functions exist on a convenient vector space, we call it
‘smoothly regular’. Although the smooth (i.e. bounded) linear functionals separate
points on any convenient vector space, stronger separation properties depend very
much on the geometry. In particular, we show that `1 and C[0, 1] are not even
C1-regular. We also treat more general ‘smooth spaces’ here since most results do
not depend on a linear structure, and since we will later apply them to manifolds.

In many problems like E. Borel’s theorem 15.4 that any power series appears
as Taylor series of a smooth function, or the existence of smooth functions with
given carrier 15.3 , one uses in finite dimensions the existence of smooth functions
with globally bounded derivatives. These do not exist in infinite dimensions in
general; even for bump functions this need not be true globally. Extreme cases
are Hilbert spaces where there are smooth bump functions with globally bounded
derivatives, and c0 which does not even admit C2-bump functions with globally
bounded derivatives.

In the final section of this chapter a space which admits smooth partitions of unity
subordinated to any open cover is called smoothly paracompact. Fortunately, a
wide class of convenient vector spaces has this property, among them all spaces of
smooth sections of finite dimensional vector bundles which we shall need later as
modeling spaces for manifolds of mappings. The theorem 16.15 of [Toruńczyk,
1973] characterizes smoothly paracompact metrizable spaces, and we will give a
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12.3
Chapter III

Partitions of Unity

full proof. It is the only tool for investigating whether non-separable spaces are
smoothly paracompact and we give its main applications.

12. Differentiability of Finite Order

12.1. Definition. A mapping f : E ⊇ U → F , where E and F are convenient
vector spaces, and U ⊆ E is c∞-open, is called Lipk if f ◦ c is a Lipk-curve (see
1.2 ) for each c ∈ C∞(R, U).

This is equivalent to the property that f◦c is Lipk on c−1(U) for each c ∈ C∞(R, E).
This can be seen by reparameterization.

12.2. General curve lemma. Let E be a convenient vector space, and let cn ∈
C∞(R, E) be a sequence of curves which converges fast to 0, i.e., for each k ∈ N
the sequence nkcn is bounded. Let sn ≥ 0 be reals with

∑
n sn <∞.

Then there exists a smooth curve c ∈ C∞(R, E) and a converging sequence of reals
tn such that c(t+ tn) = cn(t) for |t| ≤ sn, for all n.

Proof. Let rn :=
∑
k<n( 2

k2 +2sk) and tn := rn+rn+1
2 . Let h : R→ [0, 1] be smooth

with h(t) = 1 for t ≥ 0 and h(t) = 0 for t ≤ −1, and put hn(t) := h(n2(sn +
t)).h(n2(sn−t)). Then we have hn(t) = 0 for |t| ≥ 1

n2 +sn and hn(t) = 1 for |t| ≤ sn,
and for the derivatives we have |h(j)

n (t)| ≤ n2j .Hj , where Hj := max{|h(j)| : t ∈ R}.
Thus, in the sum

c(t) :=
∑
n

hn(t− tn).cn(t− tn)

at most one summand is non-zero for each t ∈ R, and c is a smooth curve since for
each ` ∈ E′ we have

(` ◦ c)(t) =
∑
n

fn(t), where fn(t+ tn) := hn(t).`(cn(t)),

n2. sup
t
|f (k)
n (t)| = n2. sup

{
|f (k)
n (s+ tn)| : |s| ≤ 1

n2 + sn

}
≤ n2

k∑
j=0

(
k
j

)
n2jHj . sup

{
|(` ◦ cn)(k−j)(s)| : |s| ≤ 1

n2 + sn

}

≤
( k∑
j=0

(
k
j

)
n2j+2Hj

)
. sup

{
|(` ◦ cn)(i)(s)| : |s| ≤ max

n
( 1
n2 + sn) and i ≤ k

}
,

which is uniformly bounded with respect to n, since cn converges to 0 fast. �

12.3. Corollary. Let cn : R→ E be polynomials of bounded degree with values in
a convenient vector space E. If for each ` ∈ E′ the sequence n 7→ sup{|(` ◦ cn)(t) :
|t| ≤ 1} converges to 0 fast, then the sequence cn converges to 0 fast in C∞(R, E),
so the conclusion of 12.2 holds.

Proof. The structure on C∞(R, E) is the initial one with respect to the cone
`∗ : C∞(R, E) → C∞(R,R) for all ` ∈ E′, by 3.9 . So we only have to show the
result for E = R. On the finite dimensional space of all polynomials of degree at
most d the expression in the assumption is a norm, and the inclusion into C∞(R,R)
is bounded. �
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12. Differentiability of Finite Order 12.4

12.4. Difference quotients. For a curve c : R → E with values in a vector
space E the difference quotient δkc of order k is given recursively by

δ0c := c,

δkc(t0, . . . , tk) := k
δk−1c(t0, . . . , tk−1)− δk−1c(t1, . . . , tk)

t0 − tk
,

for pairwise different ti. The constant factor k in the definition of δk is chosen in
such a way that δk approximates the k-th derivative. By induction, one can easily
see that

δkc(t0, . . . , tk) = k!
k∑
i=0

c(ti)
∏

0≤j≤k
j 6=i

1
ti−tj .

We shall mainly need the equidistant difference quotient δkeqc of order k, which is
given by

δkeqc(t; v) := δkc(t, t+ v, . . . , t+ kv) =
k!
vk

k∑
i=0

c(t+ iv)
∏

0≤j≤k
j 6=i

1
i−j .

Lemma. For a convenient vector space E and a curve c : R → E the following
conditions are equivalent:

(1) c is Lipk−1.
(2) The difference quotient δkc of order k is bounded on bounded sets.
(3) ` ◦ c is continuous for each ` ∈ E′, and the equidistant difference quotient

δkeqc of order k is bounded on bounded sets in R× (R \ {0}).

Proof. All statements can be tested by composing with bounded linear functionals
` ∈ E′, so we may assume that E = R.

( 3 )⇒ ( 2 ) Let I ⊂ R be a bounded interval. Then there is some K > 0 such that
|δkeqc(x; v)| ≤ K for all x ∈ I and kv ∈ I. Let ti ∈ I be pairwise different points.
We claim that |δkc(t0, . . . , tk)| ≤ K. Since δkc is symmetric we may assume that
t0 < t1 < · · · < tk, and since it is continuous (c is continuous) we may assume that
all ti−t0

tk−t0 are of the form ni
N for ni, N ∈ N. Put v := tk−t0

N , then δkc(t0, . . . , tk) =
δkc(t0, t0 +n1v, . . . , t0 +nkv) is a convex combination of δkeqc(t0 +rv; v) for 0 ≤ r ≤
maxi ni − k. This follows by recursively inserting intermediate points of the form
t0 +mv, and using

δk(t0 +m0v, . . . , ̂t0 +miv, . . . , t0 +mk+1v) =

=
mi −m0

mk+1 −m0
δk(t0 +m0v, . . . , t0 +mkv)

+
mk+1 −mi

mk+1 −m0
δk(t1 +m1v, . . . , t0 +mk+1v)

which itself may be proved by induction on k.

( 2 ) ⇒ ( 1 ) We have to show that c is k times differentiable and that δ1c(k) is
bounded on bounded sets. We use induction, k = 0 is clear.

Let T 6= S be two subsets of R of cardinality j + 1. Then there exist enumerations
T = {t0, . . . , tj} and S = {s0, . . . , sj} such that ti 6= sj for i ≤ j; then we have

δjc(t0, . . . , tj)− δjc(s0, . . . , sj) = 1
j+1

j∑
i=0

(ti − si)δj+1c(t0, . . . , ti, si, . . . , sj).
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12.5 12. Differentiability of Finite Order

For the enumerations we put the elements of T ∩ S at the end in T and at the
beginning in S. Using the recursive definition of δj+1c and symmetry the right
hand side becomes a telescoping sum.

Since δkc is bounded we see from the last equation that all δjc are also bounded,
in particular this is true for δ2c. Then

c(t+ s)− c(t)
s

− c(t+ s′)− c(t)
s′

= s−s′
2 δ2c(t, t+ s, t+ s′)

shows that the difference quotient of c forms a Mackey Cauchy net, and hence the
limit c′(t) exists.

Using the easily checked formula

c(tj) =
j∑
i=0

1
i!

i−1∏
l=0

(tj − tl) δjc(t0, . . . , tj),

induction on j and differentiability of c one shows that

δjc′(t0, . . . , tj) = 1
j+1

j∑
i=0

δj+1c(t0, . . . , tj , ti),

where δj+1c(t0, . . . , tj , ti) := limt→ti δ
j+1c(t0, . . . , tj , t). The right hand side of 4

is bounded, so c′ is Lipk−2 by induction on k.

( 1 ) ⇒ ( 2 ) For a differentiable function f : R → R and t0 < · · · < tj there exist
si with ti < si < ti+1 such that

δjf(t0, . . . , tj) = δj−1f ′(s0, . . . , sj−1).

Let p be the interpolation polynomial

p(t) :=
j∑
i=0

1
i!

i−1∏
l=0

(t− tl) δjf(t0, . . . , tj).

Since f and p agree on all tj , by Rolle’s theorem the first derivatives of f and p
agree on some intermediate points si. So p′ is the interpolation polynomial for
f ′ at these points si. Comparing the coefficient of highest order of p′ and of the
interpolation polynomial 6 for f ′ at the points si 5 follows.

Applying 5 recursively for f = c(k−2), c(k−3), . . . , c shows that δkc is bounded on
bounded sets, and ( 2 ) follows.

( 2 ) ⇒ ( 3 ) is obvious. �

12.5. Let r0, . . . , rk be the unique rational solution of the linear equation
k∑
i=0

ijri =

{
1 for j = 1
0 for j = 0, 2, 3, . . . , k.

Lemma. If f : R2 → R is Lipk for k ≥ 1 and I is a compact interval then there
exists M such that for all t, v ∈ I we have∣∣∣∣∣ ∂∂s |0f(t, s).v −

k∑
i=0

rif(t, iv)

∣∣∣∣∣ ≤M |v|k+1.

Proof. We consider first the case 0 /∈ I so that v stays away from 0. For this it
suffices to show that the derivative ∂

∂s |0f(t, s) is locally bounded. If it is unbounded

8 Andreas Kriegl , Univ.Wien, October 2, 2008



12. Differentiability of Finite Order 12.6

near some point x∞, there are xn with |xn−x∞| ≤ 1
2n such that ∂

∂s |0f(xn, s) ≥ n.2n.
We apply the general curve lemma 12.2 to the curves cn : R→ R2 given by cn(t) :=
(xn, t

2n ) and to sn := 1
2n in order to obtain a smooth curve c : R→ R2 and scalars

tn → 0 with c(t+ tn) = cn(t) for |t| ≤ sn. Then (f ◦ c)′(tn) = 1
2n

∂
∂s |0f(xn, s) ≥ n,

which contradicts that f is Lip1.

Now we treat the case 0 ∈ I. If the assertion does not hold there are xn, vn ∈
I, such that

∣∣∣ ∂∂s |0f(xn, s).vn −
∑k
i=0 rif(xn, ivn)

∣∣∣ ≥ n.2n(k+1)|vn|k+1. We may
assume xn → x∞, and by the case 0 /∈ I we may assume that vn → 0, even with
|xn − x∞| ≤ 1

2n and |vn| ≤ 1
2n . We apply the general curve lemma 12.2 to the

curves cn : R→ R2 given by cn(t) := (xn, t
2n ) and to sn := 1

2n to obtain a smooth
curve c : R → R2 and scalars tn → 0 with c(t + tn) = cn(t) for |t| ≤ sn. Then we
have

∣∣∣(f ◦ c)′(tn)2nvn −
k∑
i=0

ri(f ◦ c)(tn + i2nvn)
∣∣∣ =

=
∣∣∣(f ◦ cn)′(0)2nvn −

k∑
i=0

ri(f ◦ cn)(i2nvn)
∣∣∣

=
∣∣∣ 1

2n
∂
∂s |0f(xn, s)2nvn −

k∑
i=0

rif(xn, ivn)
∣∣∣ ≥ n(2n|vn|)k+1.

This contradicts the next claim for g = f ◦ c.

Claim. If g : R → R is Lipk for k ≥ 1 and I is a compact interval then there is
M > 0 such that for t, v ∈ I we have

∣∣∣g′(t).v −∑k
i=0 rig(t+ iv)

∣∣∣ ≤M |v|k+1.

Consider gt(v) := g′(t).v −
∑k
i=0 rig(t+ iv). Then the derivatives up to order k at

v = 0 of gt vanish by the choice of the ri. Since g(k) is locally Lipschitzian there
exists an M such that |g(k)

t (v)| ≤ M |v| for all t, v ∈ I, which we may integrate in
turn to obtain |gt(v)| ≤M |v|k+1

(k+1)! . �

12.6. Lemma. Let f : R2 → R be Lipk+1. Then t 7→ ∂
∂s |0f(t, s) is Lipk.

Proof. Suppose that g : t 7→ ∂
∂s |0f(t, s) is not Lipk. Then by lemma 12.4 the

equidistant difference quotient δk+1
eq g is not locally bounded at some point which we

may assume to be 0. Then there are xn and vn with |xn| ≤ 1/4n and 0 < vn < 1/4n

such that

|δk+1
eq g(xn; vn)| > n.2n(k+2).

We apply the general curve lemma 12.2 to the curves cn : R → R2 given by
cn(t) := en( t

2n + xn) := ( t
2n + xn − vn, t

2n ) and to sn := k+2
2n in order to obtain a

smooth curve c : R→ R2 and scalars tn → 0 with c(t+ tn) = cn(t) for 0 ≤ t ≤ sn.

Put f0(t, s) :=
∑k
i=0 ri f(t, is) for ri as in 12.5 , put f1(t, s) := g(t)s, finally put

f2 := f1−f0. Then f0 in Lipk+1, so f0◦c is Lipk+1, hence the equidistant difference
quotient δk+2

eq (f0 ◦ c)(xn; 2nvn) is bounded.
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12.7 12. Differentiability of Finite Order

By lemma 12.5 there exists M > 0 such that |f2(t, s)| ≤ M |s|k+2 for all t, s ∈
[−(k + 1), k + 1], so we get

|δk+2
eq (f2 ◦ c)(xn; 2nvn)| = |δk+2

eq (f2 ◦ cn)(0; 2nvn)|

= 1
2n(k+2) |δk+2

eq (f2 ◦ en)(xn; vn)|

≤ (k+2)!
2n(k+2)

k+2∑
i=1

|f2((i− 1)vn + xn, ivn)|
|ivn|(k+2)

i(k+2)∏
j 6=i |i− j|

≤ (k+2)!
2n(k+2)

k+2∑
i=1

M
i(k+2)∏
j 6=i |i− j|

.

This is bounded, and so for f1 = f0 + f2 the expression |δk+2
eq (f1 ◦ c)(xn; 2nvn)| is

also bounded, with respect to n. However, on the other hand we get

δk+2
eq (f1 ◦ c)(xn; 2nvn) = δk+2

eq (f1 ◦ cn)(0; 2nvn)

= 1
2n(k+2) δ

k+2
eq (f1 ◦ en)(xn; vn)

= (k+2)!
2n(k+2)

k+2∑
i=0

f1((i− 1)vn + xn, ivn)

v
(k+2)
n

∏
0≤j≤k+2

j 6=i

1
i−j

= (k+2)!
2n(k+2)

k+2∑
i=0

g((i− 1)vn + xn)ivn
v

(k+2)
n

∏
0≤j≤k+2

j 6=i

1
i−j

= (k+2)!
2n(k+2)

k+1∑
l=0

g(lvn + xn)

v
(k+1)
n

∏
0≤j≤k+1

j 6=l

1
l−j

= k+2
2n(k+2) δ

k+1
eq g(xn; vn),

which in absolute value is larger than (k + 2)n by 1 , a contradiction. �

12.7. Lemma. Let U ⊆ E be open in a normed space. Then, a mapping f : U → F
into a convenient vector space is Lip0 if and only if f is Lipschitz on compact subsets
K of U , i.e., { f(x)−f(y)

‖x−y‖ : x 6= y ∈ K} is bounded.

A mapping f : U → F into a Banach space is Lip0 if and only if f is locally
Lipschitz, i.e., for each z ∈ U there exists a ball Bz around z such that { f(x)−f(y)

‖x−y‖ :
x 6= y ∈ Bz} is bounded.

Proof. (⇒) If F is Banach and f is Lip0 but not locally Lipschitz near z ∈ U ,
there are points xn 6= yn in U with ‖xn−z‖ ≤ 1/4n and ‖yn−z‖ ≤ 1/4n, such that
‖f(yn)− f(xn)‖ ≥ n.2n.‖yn − xn‖. Now we apply the general curve lemma 12.2
with sn := 2n.‖yn − xn‖ and cn(t) := xn − z + t yn−xn

2n‖yn−xn‖ to get a smooth curve c
with c(t+ tn)− z = cn(t) for 0 ≤ t ≤ sn. Then 1

sn
‖(f ◦ c)(tn + sn)− (f ◦ c)(tn)‖ =

1
2n.‖yn−xn‖‖f(yn)− f(xn)‖ ≥ n.

If F is convenient, f is Lip0 but not Lipschitz on a compact K, there exist ` ∈ F ′
such that ` ◦ f is not Lipschitz on K. By the first part of the proof, ` ◦ f is locally
Lipschitz, a contradiction.

(⇐) This is obvious, since the composition of Lipschitz mappings is again Lipschitz.
�
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12. Differentiability of Finite Order 12.10

12.8. Theorem. Let f : E ⊇ U → F be a mapping, where E and F are convenient
vector spaces, and U ⊆ E is c∞-open. Then the following assertions are equivalent
for each k ≥ 0:

(1) f is Lipk+1.
(2) The directional derivative

(dvf)(x) := ∂
∂t |t=0(f(x+ tv))

exists for x ∈ U and v ∈ E and defines a Lipk-mapping U × E → F .

Note that this result gives a different (more algebraic) proof of Boman’s theorem
3.4 and 3.14 .

Proof. ( 1 ) ⇒ ( 2 ) Clearly, t 7→ f(x + tv) is Lipk+1, and so the directional
derivative exists and is the Mackey-limit of the difference quotients, by lemma
1.7 . In order to show that df : (x, v) 7→ dvf(x) is Lipk we take a smooth curve

(x, v) : R→ U ×E and ` ∈ F ′, and we consider g(t, s) := x(t) + s.v(t), g : R2 → E.
Then ` ◦ f ◦ g : R2 → R is Lipk+1, so by lemma 12.6 the curve

t 7→ `(df(x(t), v(t))) = `
(
∂
∂s |0f(g(t, s))

)
= ∂

∂s |0`(f(g(t, s)))

is of class Lipk.

( 2 ) ⇒ ( 1 ) If c ∈ C∞(R, U) then

f(c(t))− f(c(0))
t

− df(c(0), c′(0)) =

=
∫ 1

0

(
df(c(0) + s(c(t)− c(0)), c(t)−c(0)

t )− df(c(0), c′(0))
)
ds

converges to 0 for t → 0 since g : (t, s) 7→ df(c(0) + s(c(t) − c(0)), c(t)−c(0)
t ) −

df(c(0), c′(0)) is Lipk, thus by lemma 12.7 g is locally Lipschitz, so the set of all
g(t1,s)−g(t2,s)

t1−t2 is locally bounded, and finally t 7→
∫ 1

0
g(t, s)ds is locally Lipschitz.

Thus, f ◦ c is differentiable with derivative (f ◦ c)′(0) = df(c(0), c′(0)).

Since df is Lipk and (c, c′) is smooth we get that (f ◦ c)′ is Lipk, hence f ◦ c is
Lipk+1. �

12.9. Corollary. Chain rule. The composition of Lipk-mappings is again Lipk,
and the usual formula for the derivative of the composite holds.

Proof. We have to compose f ◦ g with a smooth curve c, but then g ◦ c is a Lipk-
curve, thus it is sufficient to show that the composition of a Lipk curve c : R→ U ⊆
E with a Lipk-mapping f : U → F is again Lipk, and that (f◦c)′(t) = df(c(t), c′(t)).

This follows by induction on k for k ≥ 1 in the same way as we proved theorem
12.8.2 ⇒ 12.8.1 , using theorem 12.8 itself. �

12.10. Definition and Proposition. Let F be a convenient vector space. The
space Lipk(R, F ) of all Lipk-curves in F is again a convenient vector space with
the following equivalent structures:

(1) The initial structure with respect to the k + 2 linear mappings (for 0 ≤
j ≤ k + 1) c 7→ δjc from Lipk(R, F ) into the space of all F -valued maps
in j + 1 pairwise different real variables (t0, . . . , tj) which are bounded on
bounded subsets, with the c∞-complete locally convex topology of uniform

Andreas Kriegl , Univ.Wien, October 2, 2008 11



12.12 12. Differentiability of Finite Order

convergence on bounded subsets. In fact, the mappings δ0 and δk+1 are
sufficient.

(2) The initial structure with respect to the k + 2 linear mappings (for 0 ≤
j ≤ k + 1) c 7→ δjeqc from Lipk(R, F ) into the space of all maps from
R × (R \ {0}) into F which are bounded on bounded subsets, with the
c∞-complete locally convex topology of uniform convergence on bounded
subsets. In fact, the mappings δ0

eq and δk+1
eq are sufficient.

(3) The initial structure with respect to the derivatives of order j ≤ k con-
sidered as linear mappings into the space of Lip0-curves, with the locally
convex topology of uniform convergence of the curve on bounded subsets of
R and of the difference quotient on bounded subsets of {(t, s) ∈ R2 : t 6= s}.

The convenient vector space Lipk(R, F ) satisfies the uniform boundedness principle
with respect to the point evaluations.

Proof. All three structures describe closed embeddings into finite products of
spaces, which in ( 1 ) and ( 2 ) are obviously c∞-complete. For ( 3 ) this follows,
since by ( 1 ) the structure on Lip0(R, E) is convenient.

All structures satisfy the uniform boundedness principle for the point evaluations
by 5.25 , and since spaces of all bounded mappings on some (bounded) set satisfy
this principle. This can be seen by composing with `∗ for all ` ∈ E′, since Banach
spaces do this by 5.24 .

By applying this uniform boundedness principle one sees that all these structures
are indeed equivalent. �

12.11. Definition and Proposition. Let E and F be convenient vector spaces
and U ⊆ E be c∞-open. The space Lipk(U,F ) of all Lipk-mappings from U to F
is again a convenient vector space with the following equivalent structures:

(1) The initial structure with respect to the linear mappings c∗ : Lipk(U,F )→
Lipk(R, F ) for all c ∈ C∞(R, F ).

(2) The initial structure with respect to the linear mappings c∗ : Lipk(U,F )→
Lipk(R, F ) for all c ∈ Lipk(R, F ).

This space satisfies the uniform boundedness principle with respect to the evaluations
evx : Lipk(U,F )→ F for all x ∈ U .

Proof. The structure ( 1 ) is convenient since by 12.1 it is a closed subspace
of the product space which is convenient by 12.10 . The structure in ( 2 ) is
convenient since it is closed by 12.9 . The uniform boundedness principle for the
point evaluations now follows from 5.25 and 12.10 , and this in turn gives us the
equivalence of the two structures. �

12.12. Remark. We want to call the attention of the reader to the fact that
there is no general exponential law for Lipk-mappings. In fact, if f ∈ Lipk(R,Lipk(R, F ))
then ( ∂∂t )

p( ∂∂s )qf∧(t, s) exists if max(p, q) ≤ k. This describes a smaller space than
Lipk(R2, F ), which is not invariantly describable.

However, some partial results still hold, namely for convenient vector spaces E, F ,
and G, and for c∞-open sets U ⊆ E, V ⊆ F we have

Lipk(U,L(F,G)) ∼= L(F,Lipk(U,G)),

Lipk(U,Lipl(V,G)) ∼= Lipl(V,Lipk(U,G)),
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12. Differentiability of Finite Order 12.13

see [Frölicher, Kriegl, 1988, 4.4.5, 4.5.1, 4.5.2]. For a mapping f : U×F → G which
is linear in F we have: f ∈ Lipk(U × F,G) if and only if f∨ ∈ Lipk(U,L(E,F )),
see [Frölicher, Kriegl, 1988, 4.3.5]. The last property fails if we weaken Lipschitz to
continuous, see the following example.

12.13. Smolyanov’s Example. Let f : `2 → R be defined by f :=
∑
k≥1

1
k2 fk,

where fk(x) := ϕ(k(kxk − 1)) ·
∏
j<k ϕ(jxj) and ϕ : R → [0, 1] is smooth with

ϕ(0) = 1 and ϕ(t) = 0 for |t| ≥ 1
4 . We shall show that

(1) f : `2 → R is Fréchet differentiable.
(2) f ′ : `2 → (`2)′ is not continuous.
(3) f ′ : `2 × `2 → R is continuous.

Proof. Let A := {x ∈ `2 : |kxk| ≤ 1
4 for all k}. This is a closed subset of `2.

( 1 ) Remark that for x ∈ `2 at most one fk(x) can be unequal to 0. In fact
fk(x) 6= 0 implies that |kxk − 1| ≤ 1

4k ≤
1
4 , and hence kxk ≥ 3

4 and thus fj(x) = 0
for j > k.

For x /∈ A there exists a k > 0 with |kxk| > 1
4 and the set of points satisfying this

condition is open. It follows that ϕ(kxk) = 0 and hence f =
∑
j<k

1
j2 fj is smooth

on this open set.

On the other hand let x ∈ A. Then |kxk−1| ≥ 3
4 >

1
4 and hence ϕ(k(kxk−1)) = 0

for all k and thus f(x) = 0. Let v ∈ `2 be such that f(x+v) 6= 0. Then there exists
a unique k such that fk(x + v) 6= 0 and therefore |j(xj + vj)| < 1

4 for j < k and
|k(xk+vk)−1| < 1

4k ≤
1
4 . Since |kxk| ≤ 1

4 we conclude |kvk| ≥ 1−|k(xk+vk)−1|−
|kxk| ≥ 1− 1

4 −
1
4 = 1

2 . Hence |f(x+ v)| = 1
k2 |fk(x+ v)| ≤ 1

k2 ≤ (2|vk|)2 ≤ 4‖v‖2.
Thus ‖f(x+v)−0−0‖

‖v‖ ≤ 4‖v‖ → 0 for ‖v‖ → 0, i.e. f is Fréchet differentiable at x
with derivative 0.

( 2 ) If fact take a ∈ R with ϕ′(a) 6= 0. Then f ′(t ek)(ek) = d
dt

1
k2 fk(t ek) =

d
dt

1
k2ϕ(k2 t− k) = ϕ′(k (k t− 1)) = ϕ′(a) if t = tk := 1

k

(
a
k + 1

)
, which goes to 0 for

k →∞. However f ′(0)(ek) = 0 since 0 ∈ A.

( 3 ) We have to show that f ′(xn)(vn)→ f ′(x)(v) for (xn, vn)→ (x, v). For x /∈ A
this is obviously satisfied, since then there exists a k with |kxk| > 1

4 and hence
f =

∑
j≤k

1
j2 fj locally around x.

If x ∈ A then f ′(x) = 0 and thus it remains to consider the case, where xn /∈ A.
Let ε > 0 be given. Locally around xn at most one summand fk does not vanish:
If xn /∈ A then there is some k with |kxk| > 1/4 which we may choose minimal.
Thus |jxj | ≤ 1/4 for all j < k, so |j(jxj −1)| ≥ 3j/4 and hence fj = 0 locally since
the first factor vanishes. For j > k we get fj = 0 locally since the second factor
vanishes. Thus we can evaluate the derivative:

|f ′(xn)(vn)| =
∣∣∣ 1
k2
f ′k(xn)(vn)

∣∣∣ ≤ ‖ϕ′‖∞
k2

(
k2|vnk |+

∑
j<k

j|vnj |
)
.

Since v ∈ `2 we find a K1 such that (
∑
j≥K1

|vj |2)1/2 ≤ ε
2‖ϕ′‖∞ . Thus we conclude

from ‖vn−v‖2 → 0 that |vnj | ≤ ε
‖ϕ′‖∞ for j ≥ K1 and large n. For the finitely many

small n we can increase K1 such that for these n and j ≥ K1 also |vnj | ≤ ε
‖ϕ′‖∞ .

Furthermore there is a constant K2 ≥ 1 such that ‖vn‖∞ ≤ ‖vn‖2 ≤ K2 for all n.
Now choose N ≥ K1 so large that N2 ≥ 1

ε‖ϕ
′‖∞K2K

2
1 . Obviously

∑
n<N

1
n2 fn is
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12.13 12. Differentiability of Finite Order

smooth. So it remains to consider those n for which the non-vanishing term has
index k ≥ N . For those terms we have

|f ′(xn)(vn)| =
∣∣∣ 1
k2
f ′k(xn)(vn)

∣∣∣ ≤ ‖ϕ′‖∞(|vnk |+ 1
k2

∑
j<k

j|vnj |
)

≤ |vnk |‖ϕ′‖∞ + ‖ϕ′‖∞
1
k2

∑
j<K1

j|vnj |+
1
k2

∑
K1≤j<k

j|vnj | ‖ϕ′‖∞

≤ ε+ ‖ϕ′‖∞
K2

1

N2
‖vn‖∞ +

1
k2

∑
K1≤j<k

j ε ≤ ε+ ε+ ε = 3ε

This shows the continuity. �
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12. Differentiability of Finite Order 13.2

13. Differentiability of Seminorms

A desired separation property is that the smooth functions generate the topology.
Since a locally convex topology is generated by the continuous seminorms it is
natural to look for smooth seminorms. Note that every seminorm p : E → R on a
vector space E factors over Ep := E/ ker p and gives a norm on this space. Hence, it
can be extended to a norm p̃ : Ẽp → R on the completion Ẽp of the space Ep which
is normed by this factorization. If E is a locally convex space and p is continuous,
then the canonical quotient mapping E → Ep is continuous. Thus, smoothness of
p̃ off 0 implies smoothness of p on its carrier, and so the case where E is a Banach
space is of central importance.

Obviously, every seminorm is a convex function, and hence we can generalize our
treatment slightly by considering convex functions instead. The question of their
differentiability properties is exactly the topic of this section.

Note that since the smooth functions depend only on the bornology and not on
the locally convex topology the same is true for the initial topology induced by all
smooth functions. Hence, it is appropriate to make the following

Convention. In this chapter the locally convex topology on all convenient vector
spaces is assumed to be the bornological one.

13.1. Remark. It can be easily seen that for a function f : E → R on a vector
space E the following statements are equivalent (see for example [Frölicher, Kriegl,
1988, p. 199]):

(1) The function f is convex, i.e. f(
∑n
i=1 λi xi) ≤

∑n
i=1 λi f(xi) for λi ≥ 0

with
∑n
i=1 λi = 1;

(2) The set Uf := {(x, t) ∈ E × R : f(x) < t} is convex;
(3) The set Af := {(x, t) ∈ E × R : f(x) ≤ t} is convex.

Moreover, for any translation invariant topology on E (and hence in particular for
the locally convex topology or the c∞-topology on a convenient vector space) and
any convex function f : E → R the following statements are equivalent:

(1) The function f is continuous;
(2) The set Uf is open in E × R;
(3) The set f<t := {x ∈ E : f(x) < t} is open in E for all t ∈ R, i.e. f is

upper semi-continuous.

Moreover the following statements are equivalent:

(1) The function f is lower semicontinuous, i.e. the set f>t := {x ∈ E :
f(x) > t} is open in E for all t ∈ R;

(2) The set Af is closed in E × R.

13.2. Result. Convex Lipschitz functions. Let f : E → R be a convex function
on a convenient vector space E. Then the following statements are equivalent:

(1) It is Lip0;
(2) It is continuous for the bornological locally convex topology;
(3) It is continuous for the c∞-topology;
(4) It is bounded on Mackey converging sequences;

If f is a seminorm, then these further are equivalent to

(5) It is bounded on bounded sets.
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13.4 13. Differentiability of Seminorms

If E is normed this further is equivalent to

(6) It is locally bounded.

The proof is due to [Aronszajn, 1976] for Banach spaces and [Frölicher, Kriegl,
1988, p. 200], for convenient vector spaces.Proof is commented

out
13.3. Basic definitions. Let f : E ⊇ U → F be a mapping defined on a c∞-open
subset of a convenient vector space E with values in another one F . Let x ∈ U
and v ∈ E. Then the (one sided) directional derivative of f at x in direction v is
defined as

f ′(x)(v) = dvf(x) := lim
t↘0

f(x+ t v)− f(x)
t

.

Obviously, if f ′(x)(v) exists, then so does f ′(x)(s v) for s > 0 and equals s f ′(x)(v).

Even if f ′(x)(v) exists for all v ∈ E the mapping v 7→ f ′(x)(v) may not be linear
in general, and if it is linear it will not be bounded in general. Hence, f is called
Gâteaux-differentiable at x, if the directional derivatives f ′(x)(v) exist for all v ∈ E
and v 7→ f ′(x)(v) is a bounded linear mapping from E → F .

Even for Gâteaux-differentiable mappings the difference quotient f(x+t v)−f(x)
t need

not converge uniformly for v in bounded sets (or even in compact sets). Hence, one
defines f to be Fréchet-differentiable at x if f is Gâteaux-differentiable at x and
f(x+t v)−f(x)

t − f ′(x)(v) → 0 uniformly for v in any bounded set. For a Banach
space E this is equivalent to the existence of a bounded linear mapping denoted
f ′(x) : E → F such that

lim
v→0

f(x+ v)− f(x)− f ′(x)(v)
‖v‖

= 0.

If f : E ⊇ U → F is Gâteaux-differentiable and the derivative f ′ : E ⊇ U →
L(E,F ) is continuous, then f is Fréchet-differentiable, and we will call such a
function C1. In fact, the fundamental theorem applied to t 7→ f(x+ t v) gives us

f(x+ v)− f(x) =
∫ 1

0

f ′(x+ t v)(v) dt,

and hence
f(x+ s v)− f(x)

s
− f ′(x)(v) =

∫ 1

0

(
f ′(x+ t s v)− f ′(x)

)
(v) dt→ 0,

which converges to 0 for s → 0 uniformly for v in any bounded set, since f ′(x +
t s v)→ f ′(x) uniformly on bounded sets for s→ 0 and uniformly for t ∈ [0, 1] and
v in any bounded set, since f ′ is assumed to be continuous.

Recall furthermore that a mapping f : E ⊇ U → F on a Banach space E is called
Lipschitz if {f(x1)− f(x2)

‖x1 − x2‖
: x1, x2 ∈ U, x1 6= x2

}
is bounded in F.

It is called Hölder of order 0 < p ≤ 1 if{f(x1)− f(x2)
‖x1 − x2‖p

: x1, x2 ∈ U, x1 6= x2

}
is bounded in F.

13.4. Lemma. Gâteaux-differentiability of convex functions. Every convex
function q : E → R has one sided directional derivatives. The derivative q′(x)
is sublinear and locally bounded (or continuous at 0) if q is locally bounded (or
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13. Differentiability of Seminorms 13.5

continuous). In particular, such a locally bounded function is Gâteaux-differentiable
at x if and only if q′(x) is an odd function, i.e. q′(x)(−v) = −q′(x)(v).

If E is not normed, then locally bounded-ness should mean bounded on bornologi-
cally compact sets.

Proof. For 0 < t < t′ we have by convexity that

q(x+ t v) = q
(
(1− t

t′
)x+

t

t′
(x+ t′ v)

)
≤ (1− t

t′
) q(x) +

t

t′
q(x+ t′v).

Hence q(x+t v)−q(x)
t ≤ q(x+t′ v)−q(x)

t′ . Thus, the difference quotient is monotone
falling for t→ 0. It is also bounded from below, since for t′ < 0 < t we have

q(x) = q
( t

t− t′
(x+ t′ v) + (1− t

t− t′
) (x+ t v)

)
≤ t

t− t′
q(x+ t′ v) + (1− t

t− t′
) q(x+ t v),

and hence q(x+t′ v)−q(x)
t′ ≤ q(x+t v)−q(x)

t . Thus, the one sided derivative

q′(x)(v) := lim
t↘0

q(x+ t v)− q(x)
t

exists.

As a derivative q′(x) automatically satisfies q′(x)(t v) = t q′(x)(v) for all t ≥ 0. The
derivative q′(x) is convex as limit of the convex functions v 7→ q(x+tv)−q(x)

t . Hence
it is sublinear.

The convexity of q implies that

q(x)− q(x− v) ≤ q′(x)(v) ≤ q(x+ v)− q(x).

Therefore, the local boundedness of q at x implies that of q′(x) at 0. Let ` := f ′(x),
then subadditivity and odd-ness implies `(a) ≤ `(a + b) + `(−b) = `(a + b) − `(b)
and hence the converse triangle inequality. �

Remark. If q is a seminorm, then q(x+tv)−q(x)
t ≤ q(x)+t q(v)−q(x)

t = q(v), hence
q′(x)(v) ≤ q(v), and furthermore q′(x)(x) = limt↘0

q(x+t x)−q(x)
t = limt↘0 q(x) =

q(x). Hence we have

‖q′(x)‖ := sup{|q′(x)(v)| : q(v) ≤ 1} = sup{q′(x)(v) : q(v) ≤ 1} = 1.

Convention. Let q 6= 0 be a seminorm and let q(x) = 0. Then there exists a
v ∈ E with q(v) 6= 0, and we have q(x+ tv) = |t| q(v), hence q′(x)(±v) = q(v). So q
is not Gâteaux differentiable at x. Therefore, we call a seminorm smooth for some
differentiability class, if and only if it is smooth on its carrier {x : q(x) > 0}.

13.5. Differentiability properties of convex functions f can be translated in
geometric properties of Af :

Lemma. Differentiability of convex functions. Let f : E → R be a contin-
uous convex function on a Banach space E, and let x0 ∈ E. Then the following
statements are equivalent:

(1) The function f is Gâteaux differentiable at x0;
(2) There exists a unique ` ∈ E′ with

`(v) ≤ f(x0 + v)− f(x0) for all v ∈ E;

(3) There exists a unique affine hyperplane tangent to Af through (x0, f(x0)).
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13.5 13. Differentiability of Seminorms

(4) The Minkowski functional of (some translate of) Af is Gâteaux differen-
tiable at (x0, f(x0)).

Moreover, for a sublinear function f and f(x0) 6= 0 the following statements are
equivalent:

(5) The function f is Gâteaux (Fréchet) differentiable at x0;
(6) The point x0 (strongly) exposes the polar of the set {x : f(x) ≤ 1}.

In particular, the following statements are equivalent for a convex function f :

(7) The function f is Gâteaux (Fréchet) differentiable at x0;
(8) The Minkowski functional of (some translate of) Af is Gâteaux (Fréchet)

differentiable at the point (x0, f(x0));
(9) The point (x0, f(x0)) (strongly) exposes the polar of some translate of Af .

An element x∗ ∈ E∗ is said to expose a subset K ⊆ E if there exists a unique
point k0 ∈ K with x∗(k0) = sup{x∗(k) : k ∈ K}, i.e. x∗ takes it supremum on K
on a unique point k0. It is said to strongly expose K, if satisfies in addition that
x∗(xn)→ x∗(k0) implies xn → k0.

By an affine hyperplane H tangent to a convex set K at a point x ∈ K we mean
that x ∈ H and K lies on one side of H.

Proof. Let f be a convex function. By the proof of 13.4 we have f ′(x0)(v) ≤
f(x0 + v) − f(x0). For any ` ∈ E′ with `(v) ≤ f(x0 + v) − f(x0) for all v ∈ E we
have `(v) = 1

t `(tv) ≤ f(x0+t v)−f(x0)
t for all t > 0, and hence ` ≤ f ′(x0).

( 1 ) ⇒ ( 2 ) Let f be continuous and Gâteaux-differentiable at x0, so f ′(x0) is
linear (and continous) and thus minimal among all sub-linear mappings. By what
we said before f ′(x0) is the unique linear functional satisfying (2).

( 2 ) ⇒ ( 1 ) By what we said before the unique ` in (2) satisfied ` ≤ f ′(x0).
So f ′(x0) − ` ≥ 0. If this is not identical zero, then there exists a µ ∈ E∗ with
0 6= µ ≤ f ′(x0)− ` by Hahn-Banach. Thus `+ µ satisfies (2) also, a contradiction
to the uniqueness of `.

( 2 ) ⇔ ( 3 ) Any hyperplane tangent to Af at (x0, f(x0)) is described by a func-
tional 0 6= (`, s) ∈ E′ × R such that `(x) + s t ≥ `(x0) + s f(x0) for all t ≥ f(x).
Note that the scalar s cannot be 0, since this would imply that `(x) ≥ `(x0) for
all x. It has to be positive, since otherwise the left side would go to −∞ for
f(x) ≤ t→ +∞. Without loss of generality we may thus assume that s = 1, so the
hyperplane uniquely determines the linear functional ` with `(x−x0) ≥ f(x0)−f(x)
for all x or, by replacing ` by −` and x by x0 + v, we have a unique ` with
`(v) ≤ f(x0 + v)− f(x0) for all v ∈ E.

( 3 ) ⇔ ( 4 ) A sublinear functional p ≥ 0 is Gâteaux-differentiable at x0 with
p(x0) 6= 0 if and only if there is a unique affine hyperplane tangent to {x : p(x) ≤
p(x0)} at x0:
By ( 1 ) ⇔ ( 2 ) p is differentiable at x0 iff there exists a unique ` ∈ E′ with
`(v) ≤ p(x0 + v) − p(x0) for all v, or, equivalently, `(x − x0) ≤ p(x) − p(x0) for
all x. Thus `(x) ≤ `(x0) for all p(x) ≤ p(x0). Conversely let 0 6= ` ∈ E′ satisfy
this condition and x be arbitary. Since {x : p(x) ≤ p(x0)} is absorbing, `(x0) > 0
and we may replace ` by p(x0)

`(x0) `. If p(x) = 0 then p(r x) = 0 ≤ p(x0) for all r
and hence `(r x) ≤ `(x0) for all r, i.e. `(x) = 0 and hence `(x − x0) = −`(x0) =
−p(x0) = p(x) − p(x0). Otherwise we may consider x′ := p(x0)

p(x) x which satisfies
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13. Differentiability of Seminorms 13.6

p(x′) = p(x0) and hence `(x0) ≥ `(x′) = p(x0)
p(x) `(x) so `(x − x0) = `(x) − `(x0) ≤

(p(x)− p(x0)) `(x0)
p(x0) = p(x)− p(x0).

We translate Af such that it becomes absorbing (e.g. by −(0, f(0) + 1)). The
sublinear Minkowski functional p of this translated set Af is by what we just
showed Gâteaux-differentiable at (x0, f(x0)) with p(x0, f(x0)) = 1 iff there exists
a unique affine hyperplane tangent to {(x, t) : p(x, t) ≤ p(x0, f(x0))} = f(x0)Af in
(x0, f(x0)), since Af is closed. Since f(x0) 6= 0 this is equivalent with ( 3 ).

( 5 ) ⇔ ( 6 ) We show this for Gâteaux-differentiability. We have to show that
there is a unique tangent hyperplane to x0 ∈ K := {x : f(x) ≤ 1} if and only if
x0 exposes Ko := {` ∈ E∗ : `(x) ≤ 1 for all x ∈ K}. Let us assume 0 ∈ K and
0 6= x0 ∈ ∂K. Then a tangent hyperplane to K at x0 is uniquely determined by
a linear functional ` ∈ E∗ with `(x0) = 1 and `(x) ≤ 1 for all x ∈ K. This is
equivalent to ` ∈ Ko and `(x0) = 1, since by Hahn-Banach there exists an ` ∈ Ko

with `(x0) = 1. From this the result follows.

This shows also ( 7 ) ⇔ ( 8 ) ⇔ ( 9 ) for Gâteaux-differentiability, since {(x, t) :
pAf (x, t) ≤ 1} = Af .

In order to show the statements for Fréchet-differentiability one has to show that
` = f ′(x) is a Fréchet derivative if and only if x0 is a strongly exposing point. This
is left to the reader, see also 13.19 for a more general result. �

13.6. Lemma. Duality for convex functions. [Moreau, 1965].
Let 〈 , 〉 : G× F → R be a dual pairing.

(1) For f : F → R ∪ {+∞}, f 6= +∞ one defines the dual function

f∗ : G→ R ∪ {+∞}, f∗(z) := sup{〈z, y〉 − f(y) : y ∈ F}.

(2) The dual function f∗ is convex and lower semi-continuous with respect to
the weak topology. Since a function g is lower semi-continuous if and only
if for all a ∈ R the set {x : g(x) > a} is open, equivalently the convex set
{x : g(x) ≤ a} is closed, this is for convex functions the same for every
topology which is compatible with the duality.

(3) f1 ≤ f2 ⇒ f∗1 ≥ f∗2 .
(4) f∗ ≤ g ⇔ g∗ ≤ f .
(5) f∗∗ = f if and only if f is lower semi-continuous and convex.
(6) Suppose z ∈ G satisfies f(x + v) ≥ f(x) + 〈z, v〉 for all v (in particular,

this is true if z = f ′(x)). Then f(x) + f∗(z) = 〈z, x〉.
(7) If f1(y) = f(y − a) for all y, then f∗1 (z) = 〈z, a〉+ f∗(z) for all z.
(8) If f1(y) = f(y) + a for all y, then f∗1 (z) = f∗(z)− a for all z.
(9) If f1(y) = f(y) + 〈b, y〉 for all y, then f∗1 (z) = f∗(z − b) for all z.

(10) If E = F = R and f ≥ 0 with f(0) = 0, then f∗(s) = sup{ts−f(t) : t ≥ 0}
for t ≥ 0.

(11) If γ : R→ R+ is convex and γ(t)
t → 0, then γ∗(t) > 0 for t > 0.

(12) Let (F,G) be a Banach space and its dual. If γ ≥ 0 is convex and γ(0) = 0,
and f(y) := γ(‖y‖), then f∗(z) = γ∗(‖z‖).

(13) A convex function f on a Banach space is Fréchet differentiable at a with
derivative b := f ′(a) if and only if there exists a convex non-negative
function γ, with γ(0) = 0 and limt→0

γ(t)
t = 0, such that

f(a+ h) ≤ f(a) + 〈f ′(a), h〉+ γ(‖h‖).
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13.6 13. Differentiability of Seminorms

Proof. ( 1 ) Since f 6= +∞, there is some y for which 〈z, y〉 − f(y) is finite, hence
f∗(z) > −∞.

( 2 ) The function z 7→ 〈z, y〉 − f(y) is continuous and linear, and hence the
supremum f∗(z) is lower semi-continuous and convex. One would like to show
that f∗ is not constant +∞: This is not true. In fact, take f(t) = −t2 then
f∗(s) = sup{s t − f(t) : t ∈ R} = sup{s t + t2 : t ∈ R} = +∞. More generally,
f∗ 6= +∞ ⇔ f lies above some affine hyperplane, see ( 5 ).

( 3 ) If f1 ≤ f2 then 〈z, y〉 − f1(y) ≥ 〈z, y〉 − f2(y), and hence f∗1 (z) ≥ f∗2 (z).

( 4 ) One has

∀z : f∗(z) ≤ g(z)⇔ ∀z, y : 〈z, y〉 − f(y) ≤ g(z)

⇔ ∀z, y : 〈z, y〉 − g(z) ≤ f(y)

⇔ ∀y : g∗(y) ≤ f(y).

( 5 ) Since (f∗)∗ is convex and lower semi-continuous, this is true for f provided
f = (f∗)∗. Conversely, let g(b) = −a and g(z) = +∞ otherwise. Then g∗(y) =
sup{〈z, y〉− g(z) : z ∈ G} = 〈b, y〉+a. Hence, a+ 〈b, 〉 ≤ f ⇔ f∗(b) ≤ −a. If f is
convex and lower semi-continuous, then Af is closed and convex and hence f is the
supremum of all continuous linear functionals a+ 〈b, 〉 below it by Hahn-Banach,
and this is exactly the case if f∗(b) ≤ −a. Hence, f∗∗(y) = sup{〈z, y〉 − f∗(z) : z ∈
G} ≥ 〈b, y〉+ a and thus f = f∗∗.

( 6 ) Let f(a + y) ≥ f(a) + 〈b, y〉. Then f∗(b) = sup{〈b, y〉 − f(y) : y ∈ F} =
sup{〈b, a + v〉 − f(a + v) : v ∈ F} ≤ sup{〈b, a〉 + 〈b, v〉 − f(a) − 〈b, v〉 : v ∈ F} =
〈b, a〉 − f(a).

( 7 ) Let f1(y) = f(y − a). Then

f∗1 (z) = sup{〈z, y〉 − f(y − a) : y ∈ F}
= sup{〈z, y + a〉 − f(y) : y ∈ F} = 〈z, a〉+ f∗(z).

( 8 ) Let f1(y) = f(y) + a. Then

f∗1 (z) = sup{〈z, y〉 − f(y)− a : y ∈ F} = f∗(z)− a.

( 9 ) Let f1(y) = f(y) + 〈b, y〉. Then

f∗1 (z) = sup{〈z, y〉 − f(y)− 〈b, y〉 : y ∈ F}
= sup{〈z − b, y〉 − f(y) : y ∈ F} = f∗(z − b).

( 10 ) Let E = F = R and f ≥ 0 with f(0) = 0, and let s ≥ 0. Using that
s t− f(t) ≤ 0 for t ≤ 0 and that s 0− f(0) = 0 we obtain

f∗(s) = sup{s t− f(t) : t ∈ R} = sup{s t− f(t) : t ≥ 0}.

( 11 ) Let γ ≥ 0 with limt↘0
γ(t)
t = 0, and let s > 0. Then there are t with s > γ(t)

t ,
and hence

γ∗(s) = sup{st− γ(t) : t ≥ 0} = sup{t(s− γ(t)
t

) : t ≥ 0} > 0.
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13. Differentiability of Seminorms 13.7

( 12 ) Let f(y) = γ(‖y‖). Then

f∗(z) = sup{〈z, y〉 − γ(‖y‖) : y ∈ F}
= sup{t〈z, y〉 − γ(t) : ‖y‖ = 1, t ≥ 0}
= sup{sup{t〈z, y〉 − γ(t) : ‖y‖ = 1}, t ≥ 0}
= sup{t‖z‖ − γ(t) : t ≥ 0}
= γ∗(‖z‖).

( 13 ) If f(a+ h) ≤ f(a) + 〈b, h〉+ γ(‖h‖) for all h, then we have for t > 0

f(a+ t h)− f(a)
t

≤ 〈b, h〉+
γ(t ‖h‖)

t
,

hence f ′(a)(h) ≤ 〈b, h〉. Since h 7→ f ′(a)(h) is sub-linear and the linear functionals
are minimal among the sublinear ones, we have equality. By convexity we have

f(a+ t h)− f(a)
t

≥ 〈b, h〉 = f ′(a)(h).

So f is Fréchet-differentiable at a with derivative f ′(a)(h) = 〈b, h〉, since the re-
mainder is bounded by γ(‖h‖) which satisfies γ(‖h‖)

‖h‖ → 0 for ‖h‖ → 0.

Conversely, assume that f is Fréchet-differentiable at a with derivative b. Then

|f(a+ h)− f(a)− 〈b, h〉|
‖h‖

→ 0 for h→ 0,

and by convexity
g(h) := f(a+ h)− f(a)− 〈b, h〉 ≥ 0.

Let γ(t) := sup{g(u) : ‖u‖ = |t|}. Since g is convex γ is convex, and obviously
γ(t) ∈ [0,+∞], γ(0) = 0 and γ(t)

t → 0 for t→ 0. This is the required function. �

13.7. Proposition. Continuity of the Fréchet derivative. [Asplund, 1968].
The differential f ′ of any continuous convex function f on a Banach space is con-
tinuous on the set of all points where f is Fréchet differentiable. In general, it is
however neither uniformly continuous nor bounded, see 15.8 .

Proof. Let f ′(x)(h) denote the one sided derivative. From convexity we conclude
that f(x + v) ≥ f(x) + f ′(x)(v). Suppose xn → x are points where f is Fréchet
differentiable. Then we obtain f ′(xn)(v) ≤ f(xn + v)− f(xn) which is bounded in
n. Hence, the f ′(xn) form a bounded sequence. We get

f(x) ≥ 〈f ′(xn), x〉 − f∗(f ′(xn)) since f(y) + f∗(z) ≥ 〈z, y〉
= 〈f ′(xn), x〉+ f(xn)− 〈f ′(xn), xn〉 since f∗(f ′(z)) + f(z) = f ′(z)(z)

≥ 〈f ′(xn), x− xn〉+ f(x) + 〈f ′(x), xn − x〉 since f(x+ h) ≥ f(x) + f ′(x)(h)

= 〈f ′(xn)− f ′(x), x− xn〉+ f(x).

Since xn → x and f ′(xn) is bounded, both sides converge to f(x), hence

lim
n→∞

〈f ′(xn), x〉 − f∗(f ′(xn)) = f(x).

Since f is convex and Fréchet-differentiable at a := x with derivative b := f ′(x),
there exists by 13.6.13 a γ with

f(h) ≤ f(a) + 〈b, h− a〉+ γ(‖h− a‖).

By duality we obtain using 13.6.3

f∗(z) ≥ 〈z, a〉 − f(a) + γ∗(‖z − b‖).
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13.8 13. Differentiability of Seminorms

If we apply this to z := f ′(xn) we obtain

f∗(f ′(xn)) ≥ 〈f ′(xn), x〉 − f(x) + γ∗(‖f ′(xn)− f ′(x)‖).

Hence
γ∗(‖f ′(xn)− f ′(x)‖) ≤ f∗(f ′(xn))− 〈f ′(xn), x〉+ f(x),

and since the right side converges to 0, we have that γ∗(‖f ′(xn) − f ′(x)‖) → 0.
Then ‖f ′(xn)− f ′(x)‖ → 0 where we use that γ is convex, γ(0) = 0, and γ(t) > 0
for t > 0, thus γ is strictly monotone increasing. �

13.8. Asplund spaces and generic Fréchet differentiability. From 13.4
it follows easily that a convex function f : R → R is differentiable at all except
countably many points. This has been generalized by [Rademacher, 1919] to: Ev-
ery Lipschitz mapping from an open subset of Rn to R is differentiable almost
everywhere. Recall that a locally bounded convex function is locally Lipschitz, see
13.2 .

Proposition. For a Banach space E the following statements are equivalent:

(1) Every continuous convex function f : E → R is Fréchet-differentiable on
a dense Gδ-subset of E;

(2) Every continuous convex function f : E → R is Fréchet-differentiable on
a dense subset of E;

(3) Every locally Lipschitz function f : E → R is Fréchet-differentiable on a
dense subset of E;

(4) Every equivalent norm is Fréchet-differentiable at least at one point;
(5) E has no equivalent rough norm;
(6) Every (closed) separable subspace has a separable dual;
(7) The dual E∗ has the Radon-Nikodym property;
(8) Every linear mapping E → L1(X,Ω, µ) which is integral is nuclear;
(9) Every closed convex bounded subset of E∗ is the closed convex hull of its

extremal points;
(10) Every bounded subset of E∗ is dentable.

A Banach space satisfying these equivalent conditions is called Asplund space.
Every Banach space with a Fréchet differentiable bump function is Asplund, [Eke-
land, Lebourg, 1976, p. 203]. It is an open question whether the converse is true.
Every WCG-Banach-space (i.e. a Banach space for which a weakly compact subset
K exists, whose linear hull is the whole space) is Asplund, [John, Zizler, 1976].
The Asplund property is inherited by subspaces, quotients, and short exact se-
quences, [Stegall, 1981].

About the proof. ( 1 ) [Asplund, 1968]: If a convex function is Fréchet differen-
tiable on a dense subset then it is so on a dense Gδ-subset, i.e. a dense countable
intersection of open subsets.

( 2 ) is in fact a local property, since in [Borwein, Fitzpatrick, Kenderov, 1991] it
is mentioned that for a Lipschitz function f : E → R with Lipschitz constant L
defined on a convex open set U the function

f̃(x) := inf{f(y) + L‖x− y‖ : y ∈ U}

is a Lipschitz extension with constant L, and it is convex if f is.

( 2 )⇒ ( 3 ) is due to [Preiss, 1990], Every locally Lipschitz function on an Asplund
space is Fréchet differentiable at points of a dense subset.
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13. Differentiability of Seminorms 13.9

( 3 ) ⇒ ( 2 ) follows from the fact that continuous convex functions are locally
Lipschitz, see 13.2 .

( 2 ) ⇔ ( 4 ) is mentioned in [Preiss, 1990] without any proof or reference.

( 2 ) ⇔ ( 10 ) is due to [Stegall, 1975]. A subset D of a Banach space is called
dentable, if and only if for every x ∈ D there exists an ε > 0 such that x is not in
the closed convex hull of {y ∈ D : ‖y − x‖ ≥ ε}.

( 2 ) ⇔ ( 5 ) is due to [John, Zizler, 1978]. A norm p is called rough, see also
13.23 , if and only if there exists an ε > 0 such that arbitrary close to each x ∈ X

there are points xi and u with ‖u‖ = 1 such that |p′(x2)(u) − p′(x1)(u)| ≥ ε. The
usual norms on C[0, 1] and on `1 are rough by 13.12 and 13.13 . A norm is not
rough if and only if the dual ball is w∗-dentable. The unit ball is dentable if and
only if the dual norm is not rough.

( 2 ) ⇔ ( 6 ) is due to [Stegall, 1975].

( 2 ) ⇔ ( 7 ) is due to [Stegall, 1978]. A closed bounded convex subset K of
a Banach space E is said to have the Radon-Nikodym property if for any finite
measure space (Ω,Σ, µ) every µ-continuous countably additive function m : Σ→ E

of finite variation with average range {m(S)
µ(S) : S ∈ Σ, µ(S) > 0} contained in K is

representable by a Bochner integrable function, i.e. there exists a Borel-measurable
essentially separably valued function f : Ω→ E withm(S) =

∫
S
f dµ. This function

f is then called the Radon-Nikodym derivative of m. A Banach space is said to
have the Radon-Nikodym property if every closed bounded convex subset has it.
See also [Diestel, 1975]. A subset K is a Radon-Nikodym set if and only if every
closed convex subset of K is the closed convex hull of its strongly exposed points.

( 7 ) ⇔ ( 8 ) can be found in [Stegall, 1975] and is due to [Grothendieck, 1955]. A
linear mapping E → F is called integral if and only if it has a factorization

E //

��

F // F ∗∗

C(K) // L1(K,µ)

OO

for some Radon-measure µ on a compact space K.
A linear mapping E → F is called nuclear if and only if there are x∗n ∈ E∗ and
yn ∈ F such that

∑
n ‖x∗n‖ ‖yn‖ <∞ and T =

∑
n x
∗
n ⊗ yn.

( 2 ) ⇔ ( 9 ) is due to [Stegall, 1981, p.516]. �

13.9. Results on generic Gâteaux differentiability of Lipschitz functions.

(1) [Mazur, 1933] & [Asplund, 1968] A Banach space E with the property that
every continuous convex function f : E → R is Gâteaux-differentiable on
a dense Gδ-subset is called weakly Asplund. Separable Banach spaces are
weakly Asplund.

(2) In [Živkov, 1983] it is mentioned that there are Lipschitz functions on R,
which fail to be differentiable on a dense Gδ-subset.

(3) A Lipschitz function on a separable Banach space is “almost everywhere”
Gâteaux-differentiable, [Aronszajn, 1976].

(4) [Preiss, 1990] If the norm on a Banach space is B-differentiable then every
Lipschitz function is B-differentiable on a dense set. A function f : E ⊇
U → F is called B-differentiable at x ∈ U for some family B of bounded
subsets, if there exists a continuous linear mapping (denoted f ′(x)) in
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13.11 13. Differentiability of Seminorms

L(E,F ) such that for every B ∈ B one has f(x+t v)−f(x)
t − f ′(x)(v) → 0

for t→ 0 uniformly for v ∈ B.
(5) [Kenderov, 1974], see [Živkov, 1983]. Every locally Lipschitzian function

on a separable Banach space which has one sided directional derivatives for
each direction in a dense subset is Gâteaux differentiable on a non-meager
subset.

(6) [Živkov, 1983]. For every space with Fréchet differentiable norm any lo-
cally Lipschitzian function which has directional derivatives for a dense
set of directions is generically Gâteaux differentiable.

(7) There exists a Lipschitz Gâteaux differentiable function f : L1[0, 1] → R
which is nowhere Fréchet differentiable, [Sova, 1966a], see also [Gieraltow-
ska-Kedzierska, Van Vleck, 1991]. Hence, this is an example of a weakly
Asplund but not Asplund space.

Further references on generic differentiability are: [Phelps, 1989], [Preiss, 1984],
and [Zhivkov, 1987].

13.10. Lemma. Smoothness of 2n-norm. For n ∈ N the 2n-norm is smooth
on L2n \ {0}.

Proof. Since t 7→ t1/2n is smooth on R+ it is enough to show that x 7→ (‖x‖2n)2n

is smooth. Let p := 2n. Since (x1, . . . , xn) 7→ x1 · · · · · xn is a n-linear contraction
from Lp × . . . × Lp → L1 by the Hölder-inequality (

∑p
i=1

1
p = 1) and

∫
: L1 → R

is a linear contraction the mapping x 7→ (x, . . . , x) 7→
∫
x2n is smooth. Note that

since we have a real Banach space and p = 2n is even we can drop the absolute
value in the formula of the norm. �

13.11. Derivative of the 1-norm. Let x ∈ `1 and j ∈ N be such that xj = 0.
Let ej be the characteristic function of {j}. Then ‖x + t ej‖1 = ‖x‖1 + |t| since
the supports of x and ej are disjoint. Hence, the directional derivative of the norm
p : v 7→ ‖v‖1 is given by p′(x)(ei) = 1 and p′(x)(−ei) = 1, and p is not differentiable
at x. More generally we have:

Lemma. [Mazur, 1933, p.79]. Let Γ be some set, and let p be the 1-norm given
by ‖x‖1 = p(x) :=

∑
γ∈Γ |xγ | for x ∈ `1(Γ). Then p′(x)(h) =

∑
xγ=0 |hγ | +∑

xγ 6=0 hγ signxγ .

The basic idea behind this result is, that the unit sphere of the 1-norm is a hyper-
octahedra, and the points on the faces are those, for which no coordinate vanishes.

Proof. Without loss of generality we may assume that p(x) = 1 = p(h), since for
r > 0 and s ≥ 0 we have p′(r x)(s h) = d

dt |t=0p(r x+ t s h) = d
dt |t=0r p(x+ t ( srh)) =

r p′(x)( srh) = s p′(x)(h).

We have |xγ + hγ | − |xγ | = ||xγ | + hγ signxγ | − |xγ | ≥ |xγ | + hγ signxγ − |xγ | =
hγ signxγ , and is equal to |hγ | if xγ = 0. Summing up these (in)equalities we
obtain

p(x+ h)− p(x)−
∑
xγ=0

|hγ | −
∑
xγ 6=0

hγ signxγ ≥ 0.

For ε > 0 choose a finite set F ⊂ Γ, such that
∑
γ /∈F |hγ | <

ε
2 . Now choose t so

small that
|xγ |+ t hγ signxγ ≥ 0 for all γ ∈ F with xγ 6= 0.
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We claim that
q(x+ t h)− q(x)

t
−
∑
xγ=0

|hγ | −
∑
xγ 6=0

hγ signxγ ≤ ε.

Let first γ be such that xγ = 0. Then |xγ+t hγ |−|xγ |
t = |hγ |, hence these terms cancel

with −
∑
xγ=0 |hγ |.

Let now xγ 6= 0. For |xγ | + t hγ signxγ ≥ 0 (hence in particular for γ ∈ F with
xγ 6= 0) we have

|xγ + t hγ | − |xγ |
t

=
|xγ |+ t hγ signxγ − |xγ |

t
= hγ signxγ .

Thus, these terms sum up to the corresponding sum
∑
γ hγ signxγ .

It remains to consider γ with xγ 6= 0 and |xγ |+ t hγ signxγ < 0. Then γ /∈ F and

|xγ + t hγ | − |xγ |
t

− hγ signxγ =
−|xγ | − t hγ signxγ − |xγ | − t hγ signxγ

t
≤ −2hγ signxγ ,

and since
∑
γ /∈F |hγ | <

ε
2 these remaining terms sum up to something smaller than

ε. �

Remark. The 1-norm is rough. This result shows that the 1-norm is Gâteaux-
differentiable exactly at those points, where all coordinates are non-zero. Thus, if
Γ is uncountable, the 1-norm is nowhere Gâteaux-differentiable.

In contrast to what is claimed in [Mazur, 1933, p.79], the 1-norm is nowhere Fréchet
differentiable. In fact, take 0 6= x ∈ `1(Γ). For γ with xγ 6= 0 and t > 0 we have
that

p(x+ t (− signxγ eγ))− p(x)− t p′(x)(− signxγ eγ) =

= |xγ − t signxγ | − |xγ |+ t =
∣∣|xγ | − t∣∣− |xγ |+ t ≥ t · 1,

provided t ≥ 2 |xγ |, since then
∣∣|xγ |−t∣∣ = t−|xγ | ≥ |xγ |. Obviously, for every t > 0

there are γ satisfying this required condition; either xγ = 0 then we have a corner,
or xγ 6= 0 then it gets arbitrarily small. Thus, the directional difference quotient
does not converge uniformly on the unit-sphere.

The set of points x in `1 where at least for one n the coordinate xn vanishes is
dense, and one has

p(x+ t en) = p(x) + |t|, hence p′(x+ t en)(en) =

{
+1 for t ≥ 0
−1 for t < 0

.

Hence the derivative of p is uniformly discontinuous, i.e., in every non-empty open
set there are points x1, x2 for which there exists an h ∈ `1 with ‖h‖ = 1 and
|p′(x1)(h)− p′(x2)(h)| ≥ 2.

13.12. Derivative of the∞-norm. On c0 the norm is not differentiable at points
x, where the norm is attained in at least two points. In fact let |x(a)| = ‖x‖ = |x(b)|
and let h := signx(a) ea. Then p(x + th) = |(x + th)(a)| = ‖x‖ + t for t ≥ 0 and
p(x+ th) = |(x+ th)(b)| = ‖x‖ for t ≤ 0. Thus, t 7→ p(x+ th) is not differentiable
at 0 and thus p not at x.

If the norm of x is attained at a single coordinate a, then p is differentiable at x.
In fact p(x + th) = |(x + th)(a)| = | sign(x(a))‖x‖ + th(a) sign2(x(a))| = |‖x‖ +
th(a) sign(x(a))| = ‖x‖ + th(a) sign(x(a)) for |t| ‖h‖ ≤ ‖x‖ − sup{|x(t)| : t 6= a}.
Hence the directional difference-quotient converges uniformly for h in the unit-ball.
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Let x ∈ C[0, 1] be such that ‖x‖∞ = |x(a)| = |x(b)| for a 6= b. Choose a y with
y(s) between 0 and x(s) for all s and y(a) = x(a) but y(b) = 0. For t ≥ 0 we have
|(x+ t y)(s)| ≤ |x(a) + t y(a)| = (1 + t) ‖x‖∞ and hence ‖x+ t y‖∞ = (1 + t) ‖x‖∞.
For −1 ≤ t ≤ 0 we have |(x+t y)(s)| ≤ |x(a)| and ‖(x+t y)(b)‖ = ‖x(a)‖ and hence
‖x + t y‖∞ = ‖x‖∞. Thus the directional derivative is given by p′(x)(y) = ‖x‖∞
and p′(x)(−y) = 0. More precisely we have the following results.

Lemma. [Banach, 1932, p. 168]. Let T be a compact metric space. Let x ∈
C(T,R) \ {0} and h ∈ C(T,R). By p we denote the ∞-norm ‖x‖∞ = p(x) :=
sup{|x(t)| : t ∈ T}. Then p′(x)(h) = sup{h(t) signx(t) : |x(t)| = p(x).

The idea here is, that the unit-ball is a hyper-cube, and the points on the faces are
exactly those for which the supremum is attained only in one point.

Proof. Without loss of generality we may assume that p(x) = 1 = p(h), since for
r > 0 and s ≥ 0 we have p′(r x)(s h) = d

dt |t=0p(r x+ t s h) = d
dt |t=0r p(x+ t ( srh)) =

r p′(x)( srh) = s p′(x)(h).

Let A := {t ∈ T : |x(t)| = p(x)}. For given ε > 0 we find by the uniform
continuity of x and h a δ1 such that |x(t) − x(t′)| < 1

2 and |h(t) − h(t′)| < ε for
dist(t, t′) < δ1. Then {t : dist(t, A) ≥ δ1} is closed, hence compact. Therefore
δ := ‖x‖∞ − sup{|x(t)| : dist(t, A) ≥ δ1} > 0.

Now we claim that for 0 < t < min{δ, 1} we have

0 ≤ p(x+ t h)− p(x)
t

− sup{h(r) signx(r) : r ∈ A} ≤ ε.

For all s ∈ A we have

p(x+ t h) ≥ |(x+ t h)(s)| =
∣∣|x(s)| signx(s) + t h(s) signx(s)2

∣∣
=
∣∣|x(s)|+ t h(s) signx(s)

∣∣ = p(x) + t h(s) signx(s)

for 0 ≤ t ≤ 1, since |h(s)| ≤ p(h) = p(x). Hence

p(x+ t h)− p(x)
t

≥ sup{h(t) signx(t) : t ∈ A}.

This shows the left inequality.

Let s be a point where the supremum p(x+t h) is attained. From the left inequality
it follows that

p(x+ t h) ≥ p(x) + t sup{h(r) signx(r) : r ∈ A}, and hence

|x(s)| ≥ |(x+ th)(s)| − t |h(s)| ≥ p(x+ t h)− t p(h)

≥ p(x)− t
(
p(h)− sup{h(r) signx(r) : r ∈ A}

)
︸ ︷︷ ︸

≤1

> p(x)− δ = sup{|x(r)| : dist(r,A) ≥ δ1}.
Therefore dist(s,A) < δ1, and thus there exists an a ∈ A with dist(s, a) < δ1 and
consequently |x(s) − x(a)| < 1

2 and |h(s) − h(a)| < ε. In particular, signx(s) =
signx(a) 6= 0. So we get

p(x+ t h)− p(x)
t

=
|(x+ t h)(s)| − p(x)

t
=

∣∣|x(s)|+ t h(s) signx(s)
∣∣− p(x)

t

=
|x(s)|+ t h(s) signx(s)− p(x)

t
≤ h(s) signx(a)

≤ |h(s)− h(a)|+ h(a) signx(a)

< ε+ sup{h(r) signx(r) : r ∈ A}.
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This proves the claim which finally implies

p′(x)(v) = lim
t↘0

p(x+ t h)− p(x)
t

= sup{h(r) signx(r) : r ∈ A}. �

Remark. The ∞-norm is rough. This result shows that the points where the
∞-norm is Gâteaux-differentiable are exactly those x where the supremum p(x) is
attained in a single point a. The Gâteaux-derivative is then given by p′(x)(h) =
h(a) signx(a). In general, this is however not the Fréchet derivative:
Let x 6= 0. Without loss we may assume (that p(x) = 1 and) that there is a unique
point a, where |x(a)| = p(x). Moreover, we may assume x(a) > 0. Let an → a be
such that 0 < x(an) < x(a) and let 0 < δn := x(a) − x(an) < x(a). Now choose
sn := 2δn → 0 and hn ∈ C[0, 1] with p(hn) ≤ 1, hn(a) = 0 and hn(an) := 1 and
p(x+ snhn) = (x+ snhn)(an) = x(an) + 2(x(a)− x(an)) = 2x(a)− x(an). For this
choose (x + snhn)(t) ≤ (x + snhn)(an) locally, i.e.. hn(t) ≤ 1 + (x(an) − x(t))/sn
and 0 far away from x. Then p′(x)(hn) = 0 by 13.12 and

p(x+ sn hn)− p(x)
sn

− p′(x)(hn) =
2x(a)− x(an)− x(a)

sn

=
δn
2δn

=
1
2
6→ 0

Thus the limit is not uniform and p is not Fréchet differentiable at x.

The set of vectors x ∈ C[0, 1] which attain their norm at least at two points a and
b is dense, and one has for appropriately chosen h with h(a) = −x(a), h(b) = x(b)
that

p(x+ t h) = (1 + max{t,−t}) p(x), hence p′(x+ t h)(h) =

{
+1 for t ≥ 0
−1 for t < 0

.

Therefore, the derivative of the norm is uniformly discontinuous, i.e., in every non-
empty open set there are points x1, x2 for which there exists an h ∈ C[0, 1] with
‖h‖ = 1 and |p′(x1)(h)− p′(x2)(h)| ≥ 2.

13.13. Results on the differentiability of p-norms. [Bonic, Frampton, 1966,
p.887].
For 1 < p < ∞ not an even integer the function t 7→ |t|p is differentiable of order
n if n < p, and the highest derivative (t 7→ p (p− 1) . . . (p− n + 1) |t|p−n) satisfies
a Hölder-condition with modulus p − n, one can show that the p-norm has exactly
these differentiability properties, i.e.

(1) It is (p−1)-times differentiable with Lipschitzian highest derivative if p is
an integer.

(2) It is [p]-times differentiable with highest derivative being Hölderian of or-
der p− [p], otherwise.

(3) The norm has no higher Hölder-differentiability properties.

That the norm on Lp is C1 for 1 < p <∞ was already shown by [Mazur, 1933].

13.14. Proposition. Smooth norms on a Banach space. A norm on a
Banach space is of class Cn on E \ {0} if and only if its unit sphere is a Cn-
submanifold of E.

Proof. Let p : E → R be a smooth norm. Since p′(x)(x) = d
dt |t=0p(x + tx) =

d
dt |t=0(1 + t)p(x) = p(x), we see that p(x) = 1 is a regular equation and hence the
unit sphere S := p−1(1) is a smooth submanifold (of codimension 1), see 27.11 .
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13.15 13. Differentiability of Seminorms

Explicitly, this can be shown as follows: For a ∈ S let Φ : ker(p′(a))×R+ → E+ :=
{x ∈ E : p′(a)(x) > 0} be given by (v, t) 7→ t a+v

p(a+v) . This is well-defined, since
p(a + v) ≥ p(a) + p′(a)(v) = p(a) = 0 for v ∈ ker(p′(a)). Note that Φ(v, t) = y
implies that t = p(y) and v ∈ ker(p′(a)) is such that a + v = µ y for some µ 6= 0,
i.e. µ p′(a)(y) = p′(a)(a + v) = p′(a)(a) = p(a) = 1 and hence v = 1

p′(a)(y) y − a.
Thus Φ is a diffeomorphism that maps ker(p′(a))× {1} onto S ∩ E+.

Conversely, let x0 ∈ E \ {0} and a := x0
p(x0) . Then a is in the unit sphere, hence

there exists locally around a a diffeomorphism Φ : E ⊇ U → Φ(U) ⊆ E which maps
S ∩ U → F ∩ Φ(U) for some closed linear subspace F ⊆ U . Let λ : E → R be a
continuous linear functional with λ(a) = 1 and λ ≤ p. Note that b := Φ′(a)(a) 6= F ,
since otherwise t 7→ Φ−1(tb) is in S, but then λ(Φ−1(tb)) ≤ 0 and hence 0 =
d
dt |t=0λ(Φ−1(tb)) = λ(Φ′(a)−1b) = λ(a) = 1 gives a contradiction. Choose µ ∈ E′
with µ|F = 0 and µ(b) = 1. We have to show that x 7→ p(x) is Cn locally around
x0, or equivalently that this is true for g : x 7→ 1

p(x) . Then g(x) is solution of
the implicit equation ϕ(x, g(x)) = 0, where ϕ : E × R → F is given by (x, g) 7→
f(g · x) with f := µ ◦ Φ. This solution is Cn by the implicit function theorem,
since ∂2ϕ(x0, g(x0)) = f ′(g(x0)x0)(x0) = p(x0) f ′(a)(a) = p(x0)µ(b) = p(x) 6= 0,
because f is a regular equation at a. �

Although this proof uses the implicit function theorem on Banach spaces we can
do without as the following theorem shows:

13.15. Theorem. Characterization of smooth seminorms. Let E be a
convenient vector space.

(1) Let p : E → R be a convex function which is smooth on a neighborhood of
p−1(1), and assume that U := {x ∈ E : p(x) < 1} is not empty. Then U is open,
and its boundary ∂U equals {x : p(x) = 1}, a smooth splitting submanifold of E.

(2) If U is a convex absorbing open subset of E whose boundary is a smooth sub-
manifold of E then the Minkowski functional pU is a smooth sublinear mapping,
and U = {x ∈ E : pU (x) < 1}.

Proof. ( 1 ) The set U is obviously convex and open by 4.5 and 13.1 . Let
M := {x : p(x) = 1}. We claim that M = ∂U . Let x0 ∈ U and x1 ∈ M . Since
t 7→ p(x1 + t(x0 − x1)) is convex it is strictly decreasing in a neighborhood of 0.
Hence, there are points x close to x1 with p(x) < p(x1) and such with p(x) ≥ 1,
i.e. x belongs to ∂U . Conversely, let x ∈ ∂U . Since U is open we have p(x1) ≥ 1.
Suppose p(x1) > 1, then p(x) > 1 locally around x1, a contradiction to x1 ∈ ∂U .

Now we show that M is a smooth splitting submanifold of E, i.e. every point has
a neighborhood, in which M is up to a diffeomorphism a complemented subspace.
Let x1 ∈ M = ∂U . We consider the convex mapping t 7→ p(x0 + t(x1 − x0)). It
is locally around 1 differentiable, and its value at 0 is strictly less than that at 1.
Thus, p′(x1)(x1 − x0) ≥ p(x1)− p(x0) > 0, and hence we may replace x0 by some
point on the segment from x0 to x1 closer to x1, such that p′(x0)(x1 − x0) > 0.
Without loss of generality we may assume that x0 = 0. Let U := {x ∈ E : p′(0)x >
0 and p′(x1)x > 0} and V := (U −x1)∩ker p′(x1) ⊆ ker p′(x1). A smooth mapping
from the open set U ⊆ E to the open set V ×R ⊆ ker p′(x1)× (p(0),+∞) is given
by x 7→ (tx − x1, p(x)), where t := p′(x1)(x1)

p′(x1)(x) . This mapping is a diffeomorphism,
since for (y, r) ∈ ker p′(x1)×R the inverse image is given as t(y+x1) where t can be
calculated from r = p(t (y+x1)). Since t 7→ p(t (y+x1)) is a diffeomorphism between
the intervals (0,+∞) → (p(0),+∞) this t is uniquely determined. Furthermore, t
depends smoothly on (y, r): Let s 7→ (y(s), r(s)) be a smooth curve, then t(s) is
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13. Differentiability of Seminorms 13.17

given by the implicit equation p(t (y(s) + x1)) = r(s), and by the 2-dimensional
implicit function theorem the solution s 7→ t(s) is smooth.

( 2 ) By general principles pU is a sublinear mapping, and U = {x : pU (x) < 1} since
U is open. Thus it remains to show that pU is smooth on its open carrier. So let c be
a smooth curve in the carrier. By assumption, there is a diffeomorphism v, locally
defined on E near an intersection point a of the ray through c(0) with the boundary
∂U = {x : p(x) = 1}, such that ∂U corresponds to a closed linear subspace F ⊆ E.
Since U is convex there is a bounded linear functional λ ∈ E′ with λ(a) = 1 and
U ⊆ {x ∈ E : λ(x) ≤ 1} by the theorem of Hahn-Banach. Then λ(Ta(∂U)) = 0
since any smooth curve in ∂U through a stays inside {x : λ(x) ≤ 1}. Furthermore,
b : ∂

∂t |1v(ta) /∈ F , since otherwise t 7→ v−1(tb) ∈ ∂U but ∂
∂t |1λ(v−1(tb)) = λ(a) = 1.

Put f := 1/pU ◦ c : R → R. Then f is a solution of the implicit equation (λ ◦
dv−1(0) ◦ v)(f(t)c(t)) = 0 which has a unique smooth solution by the implicit
function theorem in dimension 2 since

∂
∂s |s=f(t)(λ ◦ dv−1(0) ◦ v)(sc(t)) = λdv−1(0)dv(f(t)c(t))c(t) 6= 0

for t near 0, since for t = 0 we get λ(c(0)) = 1
f(0) . So pU is smooth on its carrier. �

13.16. The space c0(Γ). For an arbitrary set Γ the space c0(Γ) is the closure
of all functions on Γ with finite support in the Banach space `∞(Γ) of globally
bounded functions on Γ with the supremum norm. The supremum norm on c0(Γ)
is not differentiable on its carrier, see 13.12 . Nevertheless, it was shown in [Bonic,
Frampton, 1965] that c0 is C∞-regular.

Proposition. Smooth norm on c0. Due to Kuiper according to [Bonic, Framp-
ton, 1966]. There exists an equivalent norm on c0(Γ) which is smooth off 0.

Proof. To prove this let h : R → R be an unbounded symmetric smooth convex
function vanishing near 0. Let f : c0(Γ) → R be given by f(x) :=

∑
γ∈Γ h(xγ).

Locally on c0(Γ) the function f is just a finite sum, hence f is smooth. In fact let
h(t) = 0 for |t| ≤ δ. For x ∈ c0(Γ) the set F := {γ : |xγ | ≥ δ/2} is finite, and for
‖y − x‖ < δ we have that f(y) =

∑
γ∈F h(yγ).

The set U := {x : f(x) < 1} is open, and bounded: Let h(t) ≥ 1 for |t| ≥ ∆ and
f(x) < 1, then h(xγ) < 1 and thus |xγ | ≤ ∆ for all γ. The set U is also absolutely
convex: Since h is convex, so is f and hence U . Since h is symmetric, so is f and
hence U .

The boundary ∂U = f−1(1) is a splitting submanifold of c0(Γ) by the implicit
function theorem on Banach spaces, since df(x)x 6= 0 for x ∈ ∂U . In fact df(x)(x) =∑
γ h
′(xγ)xγ ≥ 0 and at least for one γ we have h(xγ) > 0 and thus h′(xγ) 6= 0.

So by 13.14 the Minkowski functional pU is smooth off 0. Obviously, it is an
equivalent norm. �

13.17. Proposition. Inheritance properties for differentiable norms.

(1) The product of two spaces with Cn-norm has again a Cn-norm given
by ‖(x1, x2)‖ :=

√
‖x1‖2 + ‖x2‖2. More generally, the `2-sum of Cn-

normable Banach spaces is Cn-normable.
(2) A subspace of a space with a Cn-norm has a Cn-norm.
(3) [Godefroy, Pelant, et. al., 1988]. If c0(Γ) → E → F is a short exact

sequence of Banach spaces, and F has a Ck-norm, then E has a Ck-norm.
See also 14.12.1 and 16.19 .
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13.17 13. Differentiability of Seminorms

(4) For a compact space K let K ′ be the set of all accumulation points of K.
The operation K 7→ K ′ has the following properties:

(a) A ⊆ B ⇒ A′ ⊆ B′

(b) (A ∪B)′ = A′ ∪B′

(c) (A×B)′ = (A′ ×B) ∪ (A×B′)

(d)
(
{0} ∪ { 1

n : n ∈ N}
)′ = {0}

(e) K ′ = ∅ ⇔ K discrete.

(5) If K is compact and K(ω) = ∅ then C(K) has an equivalent C∞-norm,
see also 16.20 .

Proof. ( 1 ) and ( 2 ) are obvious.

( 4 ) (a) is obvious, since if {x} is open in B and x ∈ A, then it is also open in A
in the trace topology, hence A ∩ (B \ B′) ⊆ A \ A′ and hence A′ = A \ (A \ A′) ⊆
(A \A ∩ (B \B′)) = A ∩B′ ⊆ B′.
(b) By monotonicity we have ‘⊇’. Conversely let x ∈ A′ ∪ B′, w.l.o.g. x ∈ A′,
suppose x /∈ (A ∪ B)′, then {x} is open in A ∪ B and hence {x} = {x} ∩ A would
be open in A, i.e. x /∈ A′, a contradiction.

(c) is obvious, since {(x, y)} is open in A×B ⇔ {x} is open in A and {y} is open
in B.

(d) and (e) are trivial.

For ( 3 ) a construction is used similar to that of Kuiper’s smooth norm for c0.
Let π : E → F be the quotient mapping and ‖ ‖ the quotient norm on F . The
dual sequence `1(A) ← E∗ ← F ∗ splits (just define T : `1(A) → E∗ by selection
of x∗a := T (ea) ∈ E∗ with ‖x∗a‖ = 1 and x∗a|c0(A) = eva using Hahn Banach). Note
that for every x ∈ E and ε > 0 the set {α : |x∗α(x)| ≥ ‖π(x)‖+ ε} is finite. In fact,
by definition of the quotient norm ‖π(x)‖ := sup{‖x + y‖ : y ∈ c0(Γ)} there is a
y ∈ c0(Γ) such that ‖x + y‖ ≤ ‖π(x)‖ + ε/2. The set Γ0 := {α : |yα| ≥ ε/2} is
finite. For all other α we have

|x∗α(x)| ≤ |x∗α(x+ y)|+ |x∗α(y)| ≤ ‖x∗α‖ ‖x+ y‖+ |yα| <
< 1 (‖π(x)‖+ ε/2) + ε/2 = ‖π(x)‖+ ε.

Furthermore, we have

‖x‖ ≤ 2‖π(x)‖+ sup{|x∗α(x)| : α}.
In fact,

‖x‖ = sup{|〈x∗, x〉| : ‖x∗‖ ≤ 1}
≤ sup{|〈T (λ) + y∗ ◦ π, x〉| : ‖λ‖1 ≤ 1, ‖y∗‖ ≤ 2}
= sup{|x∗α(x)| : α}+ 2‖π(x)‖,

since x∗ = T (λ) + x∗ − T (λ), where λ := x∗|c0(Γ) and hence ‖λ‖1 ≤ ‖x∗‖ ≤ 1,
and |T (λ)(x)| ≤ ‖λ‖1 sup{|x∗α(x)| : α} ≤ ‖x‖ hence ‖T (λ)‖ ≤ ‖λ‖1, and y∗ ◦ π =
x∗ − T (λ). Let ‖ ‖ denote a norm on F which is smooth and is larger than the
quotient norm. Analogously to 13.16 we define

f(x) := h(4‖π(x)‖)
∏
a∈A

h(x∗a(x)),

where h : R → [0, 1] is smooth, even, 1 for |t| ≤ 1, 0 for |t| ≥ 2 and concave
on {t : h(t) ≥ 1/2}. Then f is smooth, since if π(x) > 1/2 then the first factor
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13. Differentiability of Seminorms 13.18

vanishes locally, and if ‖π(x)‖ < 1 we have that Γ0 := {α : |x∗α(x)| ≥ 1 − ε}
is finite, where ε := (1 − ‖π(x)‖)/2, for ‖y − x‖ < ε also |x∗α(y) − x∗α(x)| < ε
and hence |x∗α(y)| < 1 − ε + ε = 1 for all α /∈ Γ0. So the product is locally
finite. The set {x : f(x) > 1

2} is open, bounded and absolutely convex and has
a smooth boundary {x : f(x) = 1

2}. It is symmetric since f is symmetric. It is
bounded, since f(x) > 1/2 implies h(4‖π(x)‖) ≥ 1/2 and h(x∗a(x)) ≥ 1/2 for all
a. Thus 4‖π(x)‖ ≤ 2 and |x∗a(x)| ≤ 2 and thus ‖x‖ ≤ 2 · 1/2 + 2 = 3. For the
convexity note that xi ≥ 0, yi ≥ 0, 0 ≤ t ≤ 1,

∏
i xi ≥ 1/2,

∏
i yi ≥ 1/2 imply∏

i(txi+(1−t)yi) ≥ 1/2, since log is concave. Since all factors of f have to be ≥ 1/2
and h is concave on this set, convexity follows. Since one factor of f(x) =

∏
α fα(x)

has to be unequal to 1, the derivative f ′(x)(x) < 0, since f ′α(x)(x) ≤ 0 for all α by
concavity and f ′α(x)(x) < 0 for all x with fα(x) < 1. So its Minkowski-functional
is an equivalent smooth norm on E.

Statement ( 5 ) follows from ( 3 ). First recall that K ′ is the set of accumulation
points of K, i.e. those points x for which every neighborhood meets K \{x}, i.e. {x}
is not open. Thus K \K ′ is discrete. For successor ordinals α = β + 1 one defines
K(α) := (K(β))′ and for limit ordinals α as

⋂
β<αK

(β). For a compact space K the
equality K(ω) = ∅ implies K(n) = ∅ for some n ∈ ω, since K(n) is closed. Now one
shows this by induction. Let E := {f ∈ C(K) : f |K′ = 0}. By the Tietze-Urysohn
theorem one has a short exact sequence c0(K \K ′) ∼= E → C(K) → C(K ′). The
equality E = c0(K \K0) can be seen as follows:

Let f ∈ C(K) with f |K′ = 0. Suppose there is some ε > 0 such that {x : |f(x)| ≥ ε}
is not finite. Then there is some accumulation point x∞ of this set and hence
|f(x∞)| ≥ ε but x∞ ∈ K ′ and so f(x∞) = 0. Conversely let f ∈ c0(K \K ′) and
define f̃ by f̃ |K′ := 0 and f̃ |K\K′ = f . Then f̃ is continuous on K \ K ′, since
K \K ′ is discrete. For x ∈ K ′ we have that f̃(x) = 0 and for each ε > 0 the set
{y : |f̃(y)| ≥ ε} is finite, hence its complement is a neighborhood of x, and f̃ is
continuous at x. So the result follows by induction. �

13.18. Results.

(1) We do not know whether the quotient of a Cn-normable space is again
Cn-normable. Compare however with [Fitzpatrick, 1980].

(2) The statement 13.17.5 is quite sharp, since by [Haydon, 1990] there is a
compact space K with K(ω) = {∞} but without a Gâteaux-differentiable
norm.

(3) [Talagrand, 1986] proved that for every ordinal number γ, the compact and
scattered space [0, γ] with the order topology is C1-normable.

(4) It was shown by [Toruńczyk, 1981] that two Banach spaces are home-
omorphic if and only if their density number is the same. Hence, one
can view Banach spaces as exotic (differentiable or linear) structures on
Hilbert spaces. If two Banach spaces are even C1-diffeomorphic then the
differential (at 0) gives a continuous linear homeomorphism. It was for
some time unknown if also uniformly homeomorphic (or at least Lips-
chitz homeomorphic) Banach spaces are already linearly homeomorphic.
By [Enflo, 1970] a Banach space which is uniformly homeomorphic to a
Hilbert space is linearly homeomorphic to it. A counter-example to the
general statement was given by [Aharoni, Lindenstrauss, 1978], and an-
other one is due to [Ciesielski, Pol, 1984]: There exists a short exact
sequence c0(Γ1) → C(K) → c0(Γ2) where C(K) cannot be continuously

Andreas Kriegl , Univ.Wien, October 2, 2008 31



13.19 13. Differentiability of Seminorms

injected into some c0(Γ) but is Lipschitz equivalent to c0(Γ). For these
and similar questions see [Tzafriri, 1980].

(5) A space all of whose closed subspaces are complemented is a Hilbert space,
[Lindenstrauss, Tzafriri, 1971].

(6) [Enflo, Lindenstrauss, Pisier, 1975] There exists a Banach space E not
isomorphic to a Hilbert space and a short exact sequence `2 → E → `2.

(7) [Bonic, Reis, 1966]. If the norm of a Banach space and its dual norm are
C2 then the space is a Hilbert space.

(8) [Deville, Godefroy, Zizler, 1990]. This yields also an example that exis-
tence of smooth norms is not a three-space property, cf. 14.12 .

Notes. ( 2 ) Note that K \ K ′ is discrete, open and dense in K. So we get
for every n ∈ N by induction a space Kn with K

(n)
n 6= ∅ and K

(n+1)
n = ∅. In

fact (A × B)(n) =
⋃
i+j=nA

(i) × B(j). Next consider the 1-point compactification
K∞ of the locally compact space

⊔
n∈N Kn. Then K ′∞ = {∞} ∪

⊔
n∈N K

′
n. In

fact every neighborhood of {∞} contains all but finitely many of the Kn, thus
we have ⊇. The obvious relation is clear. Hence K(n)

∞ = {∞} ∪
⊔
i≥nK

(i)
n . And

K
(ω)
∞ =

⋂
n<ωK

(n)
∞ = {∞} 6= ∅. The space of [Haydon, 1990] is the one-point

compactification of a locally compact space L given as follows: L :=
⊔
α<ω1

ωα1 , i.e.
the space of functions ω1 → ω1, which are defined on some countable ordinal. It is
ordered by restriction, i.e. s � t :⇔ dom s ⊆ dom t and t|dom s = s.

( 3 ) The order topology on X := [0, γ] has the sets {x : x < a} and {x : x > a}
as basis. In particular open intervals (a, b) := {x : a < x < b} are open. It is
compact, since every subset has a greatest lower bound. In fact let U on X be a
covering. Consider S := {x ∈ X : [inf X,x) is covered by finitely many U ∈ U}.
Let s∞ := supS. Note that x ∈ S implies that [inf X,x] is covered by finitely many
sets in U . We have that s∞ ∈ S, since there is an U ∈ U with s∞ ∈ U . Then there
is an x with s∞ ∈ (x, s∞] ⊆ U , hence [inf X,x] is covered by finitely many sets in
U since there is an s ∈ S with x < s, so [inf X, s∞] = [inf X,x] ∪ (x, s∞] is covered
by finitely many sets, i.e. s∞ ∈ S.

The space X is scattered, i.e. X(α) = ∅ for some ordinal α. For this we have to show
that every closed non-empty subset K ⊆ X has open points. For every subset K
of X there is a minimum minK ∈ K, hence [inf X,minK + 1) ∩K = {minK} is
open in K.

For γ equal to the first infinite ordinal ω we have [0, γ] = N∞, the one-point
compactification of the discrete space N. Thus C([0, γ]) ∼= c0 × R and the result
follows in this case from 13.16 .

( 5 ) For splitting short exact sequences the result analogous to 13.17.3 is by
13.17.1 obviously true. By ( 5 ) there are non-splitting exact sequences 0→ F →
E → E/F → 0 for every Banach space which is not Hilbertizable.

( 8 ) By ( 6 ) there is a sort exact sequence with hilbertizable ends, but with middle
term E not hilbertizable. So neither the sequence nor the dualized sequence splits.
If E and E′ would have a C2-norm then E would be hilbertizable by ( 7 ).

13.19. Proposition. Let E be a Banach space, ‖x‖ = 1. Then the following
statements are equivalent:

(1) The norm is Fréchet differentiable at x;
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(2) The following two equivalent conditions hold:

lim
h→0

‖x+ h‖+ ‖x− h‖ − 2‖x‖
‖h‖

= 0,

lim
t→0

‖x+ th‖+ ‖x− th‖ − 2‖x‖
t

= 0 uniformly in ‖h‖ ≤ 1;

(3) ‖y∗n‖ = 1, ‖z∗n‖ = 1, y∗n(x)→ 1, z∗n(x)→ 1 ⇒ y∗n − z∗n → 0.

Proof. ( 1 )⇒( 2 ) This is obvious, since for the derivative ` of the norm at x we
have limh→0

‖x±h‖−‖x‖−l(±h)
‖h‖ = 0 and adding these equations gives ( 2 ).

( 2 )⇒ ( 1 ) Since `(h) := limt↘0
‖x+th‖−‖x‖

t always exists, and since

‖x+ th‖+ ‖x− th‖ − 2‖x‖
t

=
‖x+ th‖ − ‖x‖

t
+
‖x+ t(−h)‖ − ‖x‖

t
≥ l(h) + l(−h) ≥ 0

we have `(−h) = `(h), thus ` is linear. Moreover ‖x±th‖−‖x‖t − `(±h) ≥ 0, so the
limit is uniform for ‖h‖ ≤ 1.

( 2 ) ⇒ ( 3 ) By ( 2 ) we have that for ε > 0 there exists a δ such that ‖x + h‖ +
‖x− h‖ ≤ 2 + ε‖h‖ for all ‖h‖ < δ. For ‖y∗n‖ = 1 and ‖z∗n‖ = 1 we have

y∗n(x+ h) + z∗n(x− h) ≤ ‖x+ h‖+ ‖x− h‖.
Since y∗n(x)→ 1 and z∗n(x)→ 1 we get for large n that

(y∗n − z∗n)(h) ≤ 2− y∗n(x)− z∗n(x) + ε‖h‖ ≤ 2εδ,

hence ‖y∗n − z∗n‖ ≤ 2ε, i.e. z∗n − y∗n → 0.

( 3 )⇒ ( 2 ) Otherwise, there exists an ε > 0 and 0 6= hn → 0, such that

‖x+ hn‖+ ‖x− hn‖ ≥ 2 + ε‖hn‖.
Now choose ‖y∗n‖ = 1 and ‖z∗n‖ = 1 with

y∗n(x+ hn) ≥ ‖x+ hn‖ −
1
n
‖hn‖ and z∗n(x− hn) ≥ ‖x− hn‖ −

1
n
‖hn‖.

Then y∗n(x) = y∗n(x+ hn)− y∗n(hn)→ 1 and similarly z∗n(x)→ 1. Furthermore

y∗n(x+ hn) + z∗n(x− hn) ≥ 2 + (ε− 2
n

) ‖hn‖,

hence

(y∗n − z∗n)(hn) ≥ 2 + (ε− 2
n

) ‖hn‖ − (y∗n + z∗n)(x) ≥ (ε− 2
n

) ‖hn‖,

thus ‖y∗n − z∗n‖ ≥ ε− 2
n , a contradiction. �

13.20. Proposition. Fréchet differentiable norms via locally uniformly
rotund duals. [Lovaglia, 1955] If the dual norm of a Banach space E is locally
uniformly rotund on E′ then the norm is Fréchet differentiable on E.

A norm is called locally uniformly rotund if ‖xn‖ → ‖x‖ and ‖x + xn‖ → 2‖x‖
implies xn → x. This is equivalent to 2(‖x‖2 + ‖xn‖2) − ‖x + xn‖2 → 0 implies
xn → x, since

2(‖x‖2 + 2‖xn‖2)− ‖x+ xn‖2 ≥ 2‖x‖2 + 2‖xn‖2 − (‖x‖+ ‖xn‖)2 = (‖x‖ − ‖xn‖)2.

Proof. We use 13.19 , so let ‖x‖ = 1, ‖y∗n‖ = 1, ‖z∗n‖ = 1, y∗n(x)→ 1, z∗n(x)→ 1.
Let ‖x∗‖ = 1 with x∗(x) = 1. Then 2 ≥ ‖x∗ + y∗n‖ ≥ (x∗ + y∗n)(x) → 2. Since
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‖ ‖E′ is locally uniformly rotund we get y∗n → x and similarly z∗n → z, hence
y∗n − z∗n → 0. �

13.21. Remarks on locally uniformly rotund spaces. By [Kadec, 1959]
and [Kadec, 1961] every separable Banach space is isomorphic to a locally uniformly
rotund Banach space. By [Day, 1955] the space `∞(Γ) is not isomorphic to a locally
uniformly rotund Banach space. Every Banach space admitting a continuous linear
injection into some c0(Γ) is locally uniformly rotund renormable, see [Troyanski,
1971]. By 53.21 every WCG-Banach space has such an injection, which is due
to [Amir, Lindenstrauss, 1968]. By [Troyanski, 1968] every Banach space with
unconditional basis (see [Jarchow, 1981, 14.7]) is isomorphic to a locally uniformly
rotund Banach space.

In particular, it follows from these results that every reflexive Banach space has an
equivalent Fréchet differentiable norm. In particular Lp has a Fréchet differentiable
norm for 1 < p < ∞ and in fact the p-norm is itself Fréchet differentiable, see
13.13 .

13.22. Proposition. If E′ is separable then E admits an equivalent norm, whose
dual norm is locally uniform rotund.

Proof. Let E′ be separable. Then there exists a bounded linear operator T : E →
`2 such that T ∗((`2)′) is dense in E′ (and obviously T ∗ is weak∗-continuous):
Take a dense subset {x∗i : i ∈ N} ⊆ E′ of {x∗ ∈ E′ : ‖x∗‖ ≤ 1} with ‖x∗i ‖ ≤ 1.
Define T : E → `2 by

T (x)i :=
x∗i (x)

2i
.

Then for the basic unit vector ei ∈ (`2)′ we have

T ∗(ei)(x) = ei(T (x)) = T (x)i =
x∗i (x)

2i
,

i.e. T ∗(ei) = 2−i x∗i .

Note that the canonical norm on `2 is locally uniformly rotund. We now claim that
E′ has a dual locally uniform rotund norm. For x∗ ∈ E′ and n ∈ N we define

‖x∗‖2n := inf{‖x∗ − T ∗y∗‖2 +
1
n
‖y∗‖2 : y∗ ∈ (`2)′} and

‖x∗‖∞ :=
∞∑
n=1

1
2n
‖x∗‖n.

We claim that ‖ ‖∞ is the required norm.

So we show first, that it is an equivalent norm. For ‖x∗‖ = 1 we have ‖x∗‖n ≥
min{1/(2

√
n‖T ∗‖), 1/2}. In fact if ‖y∗‖ ≥ 1/(2‖T ∗‖) then ‖x∗−T ∗y∗‖2+ 1

n‖y
∗‖2 ≥

1/(2n2‖T ∗‖2) and if ‖y∗‖ ≤ 1/(2‖T ∗‖) then ‖x∗−T ∗y∗‖ ≥ ‖x‖−‖T ∗y∗‖ ≥ 1− 1
2 =

1
2 . Furthermore if we take y := 0 then we see that ‖x∗‖n ≤ ‖x‖. Thus ‖ ‖n and
‖ ‖ are equivalent norms, and hence also ‖ ‖∞.

Note first, that a dual norm is the supremum of the weak∗ (lower semi-)continuous
functions x∗ 7→ |x∗(x)| for ‖x‖ ≤ 1. Conversely the unit ball B has to be weak∗

closed in E′ since the norm is assumed to be weak∗ lower semi-continuous and B
is convex. Let Bo be its polar in E. By the bipolar-theorem (Bo)o = B, and thus
the dual of the Minkowski functional of Bo is the given norm.

Next we show that the infimum defining ‖ ‖n is in fact a minimum, i.e. for each n
and x∗ there exists a y∗ with ‖x∗‖n2 = ‖x∗−T ∗y∗‖2+ 1

n‖y
∗‖2. Since fx : y∗ 7→ ‖x∗−
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T ∗y∗‖2 + 1
n‖y

∗‖2 is weak∗ lower semi-continuous and satisfies limy∗→∞ fx(y∗) =
+∞, hence it attains its minimum on some large (weak∗-compact) ball.

We have that ‖x‖n → 0 for n→∞.
In fact since the image of T ∗ is dense in E′, there is for every ε > 0 a y∗ with
‖x∗ − T ∗y∗‖ < ε, and so for large n we have ‖x∗‖2n ≤ ‖x∗ − T ∗y∗‖2 + 1

n‖y‖
2 < ε2.

Let us next show that ‖ ‖∞ is a dual norm. For this it is enough to show that ‖ ‖n
is a dual norm, i.e. is weak∗ lower semi-continuous. So let x∗i be a net converging
weak∗ to x∗. Then we may choose y∗i with ‖x∗i ‖2n = ‖x∗i − T ∗y∗i ‖2 + 1

n‖y
∗
i ‖2. Then

{x∗i : i} is bounded, and hence also ‖y∗i ‖2. Let thus y∗ be a weak∗ cluster point
of the (y∗i ). Without loss of generality we may assume that y∗i → y∗. Since the
original norms are weak∗ lower semicontinuous we have

‖x∗‖2n ≤ ‖x∗−T ∗y∗‖2 +
1
n
‖y∗‖2 ≤ lim inf

i
(‖x∗i −T ∗y∗i ‖2 +

1
n
‖y∗i ‖2) = lim inf

i
‖x∗i ‖n2 .

So ‖ ‖n is weak∗ lower semicontinuous.
Here we use that a function f : E → R is lower semicontinuous if and only if
x∞ = limi xi ⇒ f(x∞) ≤ lim infi f(xi).
(⇒) otherwise for some subnet (which we again denote by xi) we have f(x∞) >
limi f(xi) and this contradicts the fact that f−1((a,∞)) has to be a neighborhood
of x∞ for 2a := f(x∞) + limi f(xi).
(⇒) otherwise there exists some x∞ and an a < f(x∞) such that in every neigh-
borhood U of x∞ there is some xU with f(xU ) ≤ a. Hence limU xU = x∞ and
lim infU f(xU ) ≤ lim supU f(xU ) ≤ a < f(x∞).

Let us finally show that ‖ ‖∞ is locally uniform rotund.
So let x∗, x∗j ∈ E′ with

2(‖x∗‖2∞ + ‖x∗j‖2∞)− ‖x∗ + x∗j‖2∞ → 0,

or equivalently

‖x∗j‖∞ → ‖x∗‖∞ and ‖x∗ + x∗j‖∞ → 2‖x∗‖∞.
Thus also

‖x∗j‖n → ‖x∗‖n and ‖x∗ + x∗j‖n → 2‖x∗‖n
and equivalently

2(‖x∗‖2n + ‖x∗j‖2n)− ‖x∗ + x∗j‖2n → 0.
Now we may choose y∗ and y∗j such that

‖x∗‖n2 = ‖x∗ − T ∗y∗‖2 +
1
n
‖y∗‖2 and ‖x∗j‖n2 = ‖x∗j − T ∗y∗j ‖2 +

1
n
‖y∗j ‖2.

We calculate as follows:

2(‖x∗‖2n + ‖x∗j‖2n)− ‖x∗ + x∗j‖2 ≥

≥ 2(‖x∗ − T ∗y∗‖2 +
1
n
‖y∗‖2 + ‖x∗j − T ∗y∗j ‖2 +

1
n
‖y∗j ‖2

− ‖x∗ + x∗j − T ∗(y∗ + y∗j )‖2 − 1
n
‖y∗ + y∗j ‖2

≥ 2(‖x∗ − T ∗y∗‖2 +
1
n
‖y∗‖2 + ‖x∗j − T ∗y∗j ‖2 +

1
n
‖y∗j ‖2

− (‖x∗ − T ∗(y∗)‖+ ‖x∗j − T ∗(y∗j )‖)2 − 1
n
‖y∗ + y∗j ‖2

≥ (‖x∗ − T ∗y∗‖ − ‖x∗j − T ∗y∗j ‖)2+

+
1
n

(2‖y∗‖2 + 2‖y∗j ‖2 − ‖y∗ + y∗j ‖2) ≥ 0,
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hence

‖x∗j − T ∗y∗j ‖ → ‖x∗ − T ∗y∗‖ and 2(‖y∗‖2 + ‖y∗j ‖2)− ‖y∗ + y∗j ‖2 → 0.

Since ‖ ‖ is locally uniformly rotund on (`2)∗ we get that y∗j → y∗. Hence

lim sup
j
‖x∗ − x∗j‖ ≤ lim sup

j
(‖x∗ − T ∗y∗‖+ ‖T ∗(y∗ − y∗j )‖+ ‖x∗j − T ∗y∗j ‖)

= 2 ‖x∗ − T ∗y∗‖ ≤ 2‖x∗‖n.

Since ‖x∗‖n → 0 for n→∞ we get x∗j → x∗. �

13.23. Proposition. [Leach, Whitfield, 1972]. For the norm ‖ ‖ = p on a
Banach space E the following statements are equivalent:

(1) The norm is rough, i.e. p′ is uniformly discontinuous, see 13.8.5 .
(2) There exists an ε > 0 such that for all x ∈ E with ‖x‖ = 1 and all y∗n,

z∗n ∈ E′ with ‖y∗n‖ = 1 = ‖z∗n‖ and limn y
∗
n(x) = 1 = limn z

∗
n(x) we have:

lim sup
n
‖y∗n − z∗n‖ ≥ ε;

(3) There exists an ε > 0 such that for all x ∈ E with ‖x‖ = 1 we have that

lim sup
h→0

‖x+ h‖+ ‖x− h‖ − 2
‖h‖

≥ ε;

(4) There exists an ε > 0 such that for every x ∈ E with ‖x‖ = 1 and δ > 0
there is an h ∈ E with ‖h‖ ≤ 1 and ‖x+th‖ ≥ ‖x‖+ε|t|−δ for all |t| ≤ 1.

Note that we always have

0 ≤ ‖x+ h‖+ ‖x− h‖ − 2‖x‖
‖x‖

≤ 2,

hence ε in ( 3 ) satisfies ε ≤ 2. For `1 and C[0, 1] the best choice is ε = 2, see
13.11 and 13.12 .

Proof. ( 3 )⇒( 2 ) is due to [Cudia, 1964]. Let ε > 0 such that for all ‖x‖ = 1
there are 0 6= hn → 0 with ‖x + hn‖ + ‖x − hn‖ − 2 ≥ ε‖hn‖. Now choose y∗n,
z∗n ∈ E′ with ‖y∗n‖ = 1 = ‖zn‖∗, y∗n(x+hn) = ‖x+hn‖ and z∗n(x−hn) = ‖x−hn‖.
Then limn y

∗
n(x) = ‖x‖ = 1 and also limn z

∗
n(x) = 1. Moreover,

y∗n(x+ hn) + z∗n(x− hn) ≥ 2 + ε‖hn‖

and hence
(y∗n − z∗n)(hn) ≥ 2− y∗n(x)− z∗n(x) + ε‖hn‖ ≥ ε‖hn‖,

thus ( 2 ) is satisfied.

( 2 )⇒( 1 ) By ( 2 ) we have an ε > 0 such that for all ‖x‖ = 1 there are y∗n and
z∗n with ‖y∗n‖ = 1 = ‖z∗n‖, limn y

∗
n(x) = 1 = limn z

∗
n(x) and hn with ‖hn‖ = 1 and

(y∗n − z∗n)(hn) ≥ ε. Let 0 < δ < ε/2 and t > 0. Then

y∗n(x) > 1− δ2

4
and z∗n(x) > 1− δ2

4
for large n.

Thus

‖x+ thn‖ ≥ y∗n(x+ thn) ≥ 1− δ2

4
+ ty∗n(hn)
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and hence

t p′(x+ thn)(hn) ≥ ‖x+ thn‖ − ‖x‖ ≥ ty∗n(hn)− δ2

4
⇒

p′(x+ thn)(hn) ≥ y∗n(hn)− δ2

4t

and similarly − p′(x− thn)(hn) ≥ −z∗n(hn)− δ2

4t

If we choose 0 < t < δ such that δ2/(2t) < δ we get

p′(x+ thn)(hn)− p′(x− thn)(hn) ≥ (y∗n − z∗n)(hn)− δ2

2t
> ε− δ > ε

2
.

( 1 )⇒( 4 ) Using the uniform discontinuity assumption of p′ we get xj ∈ E with
p(xj − x) ≤ η/4 and u ∈ E with p(u) = 1 such that (p′(x2) − p′(x1))(u) ≥ ε. Let
µ := (p′(x1) + p′(x2))(u)/(2p(x)) and v := u− µx.

Since p′(x1)(u) ≤ p′(x2)(u)− ε we get (p′(x1) + p′(x2))(u))/2 ≤ p′(x2)(u)− ε/2 ≤
p(u) − ε/2 < 1 and (p′(x1) + p′(x2))(u)/2 ≥ p′(x1)(u) + ε ≥ −p(u) + ε/2 > 1, i.e.
|(p′(x1) + p′(x2))(u)/2| < 1, so 0 < p(v) < 2. For 0 ≤ t ≤ p(x) and s := 1− t µ we
get

x+ tv = sx+ tu = s(x+
t

s
u) = s

(
(x2 +

t

s
u) + (x− x2)

)
.

Thus 0 < s < 2 and

p(x+ tv) ≥ s(p(x2 +
t

s
u)− p(x− x2))

> s
(
p(x2) +

t

s
p′(x2)u− η/4

)
since p(y + w) ≥ p(y) + p′(y)(w)

> sp(x) + t p′(x2)(u)− s η/2 since p(x) ≤ p(x2) + p(x− x2)

= p(x) + (t/2) (p′(x2)− p′(x1))(u)− s η/2
> p(x) + tε/2− η.

If −p(x) ≤ t < 0 we proceed with the role of x1 and x2 exchanged and obtain

p(x+ tv) > sp(x) + t p′(x1)(u)− s η/2
= p(x) + (−t/2) (p′(x2)− p′(x1))(u)− s η/2
> p(x) + |t| ε/2− η.

Thus
p(x+ tv) ≥ p(x) + |t| ε/2− η.

( 4 )⇒( 3 ) By ( 4 ) there exists an ε > 0 such that for every x ∈ E with ‖x‖ = 1
and δ > 0 there is an h ∈ E with ‖h‖ ≤ 1 and ‖x + th‖ ≥ ‖x‖ + ε|t| − δ for all
|t| ≤ 1. If we put t := 1/n we have

n(‖x+ hn/n‖+ ‖x− hn/n‖ − 2) ≥ ε− 1/n > ε/2 for large n. �

13.24. Results on the non-existence of C1-norms on certain spaces.

(1) [Restrepo, 1964] and [Restrepo, 1965]. A separable Banach space has an
equivalent C1-norm if and only if E∗ is separable. This will be proved in
16.11 .
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(2) [Kadec, 1965]. More generally, if for a Banach space densE < densE∗

then no C1-norm exists. This will be proved by showing the existence of a
rough norm in 14.10 and then using 14.9 . The density number densX
of a topological space X is the minimum of the cardinalities of all dense
subsets of X.

(3) [Haydon, 1990]. There exists a compact space K, such that K(ω1) = {∗},
in particular K(ω1+1) = ∅, but C(K) has no equivalent Gâteaux differen-
tiable norm, see also 13.18.2 .

One can interpret these results by saying that in these spaces every convex body
necessarily has corners.

14. Smooth Bump Functions

In this section we return to the original question whether the smooth functions
generate the topology. Since we will use the results given here also for manifolds,
and since the existence of charts is of no help here, we consider fairly general non-
linear spaces. This allows us at the same time to treat all considered differentiability
classes in a unified way.

14.1. Convention. We consider a Hausdorff topological space X with a subalge-
bra S ⊆ C(X,R), whose elements will be called the smooth or S-functions on X.
We assume that for functions h ∈ C∞(R,R) (at least for those being constant off
some compact set, in some cases) one has h∗(S) ⊆ S, and that f ∈ S provided it is
locally in S, i.e., there exists an open covering U such that for every U ∈ U there
exists an fU ∈ S with f = fU on U . In particular, we will use for S the classes of
C∞- and of Lipk-mappings on c∞-open subsets X of convenient vector spaces with
the c∞-topology and the class of Cn-mappings on open subsets of Banach spaces,
as well as subclasses formed by boundedness conditions on the derivatives or their
difference quotients.

Under these assumptions on S one has that 1
f ∈ S provided f ∈ S with f(x) > 0

for all x ∈ X: Just choose everywhere positive hn ∈ C∞(R,R) with hn(t) = 1
t for

t ≥ 1
n . Then hn ◦ f ∈ S and 1

f = hn ◦ f on the open set {x : f(x) > 1
n}. Hence,

1
f ∈ S.

For a (convenient) vector space F the carrier carr(f) of a mapping f : X → F
is the set {x ∈ X : f(x) 6= 0}. The zero set of f is the set where f vanishes,
{x ∈ X : f(x) = 0}. The support of f support(f) is the closure of carr(f) in X.

We say that X is smoothly regular (with respect to S) or S-regular if for any
neighborhood U of a point x there exists a smooth function f ∈ S such that
f(x) = 1 and carr(f) ⊆ U . Such a function f is called a bump function.

14.2. Proposition. Bump functions and regularity. [Bonic, Frampton, 1966].
A Hausdorff space is S-regular if and only if its topology is initial with respect to
S.

Proof. The initial topology with respect to S has as a subbasis the sets f−1(I),
where f ∈ S and I is an open interval in R. Let x ∈ U , with U open for the initial
topology. Then there exist finitely many open intervals I1, . . . , In and f1, . . . , fn ∈ S
with x ∈

⋂n
i=1 f

−1
i (Ii). Without loss of generality we may assume that Ii = {t :

|fi(x)− t| < εi} for certain εi > 0. Let h ∈ C∞(R,R) be chosen such that h(0) = 1
and h(t) = 0 for |t| ≥ 1. Set f(x) :=

∏n
i=1 h( fi(x)

εi
). Then f is the required bump

function. �
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14.3. Corollary. Smooth regularity is inherited by products and sub-
spaces. Let Xi be topological spaces and Si ⊆ C(Xi,R). On a space X we con-
sider the initial topology with respect to mappings fi : X → Xi, and we assume that
S ⊆ C(X,R) is given such that f∗i (Si) ⊆ S for all i. If each Xi is Si-regular, then
X is S-regular. �

Note however that the c∞-topology on a locally convex subspace is not the trace
of the c∞-topology in general, see 4.33 and 4.36.5 . However, for c∞-closed
subspaces this is true, see 4.28 .

14.4. Proposition. [Bonic, Frampton, 1966]. Every Banach space with S-norm
is S-regular.

More general, a convenient vector space is smoothly regular if its c∞-topology is
generated by seminorms which are smooth on their respective carriers. For example,
nuclear Fréchet spaces have this property.

Proof. Namely, g ◦ p is a smooth bump function with carrier contained in {x :
p(x) < 1} if g is a suitably chosen real function, i.e., g(t) = 1 for t ≤ 0 and g(t) = 0
for t ≥ 1.

Nuclear spaces have a basis of Hilbert-seminorms 52.34 , and on Fréchet spaces the
c∞-topology coincides with the locally convex one 4.11.1 , hence nuclear Fréchet
spaces are c∞-regular. �

14.5. Open problem. Has every non-separable S-regular Banach space an equiv-
alent S-norm? Compare with 16.11 .

A partial answer is given in:

14.6. Proposition. Let E be a C∞-regular Banach space. Then there exists
a smooth function h : E → R+, which is positively homogeneous and smooth on
E \ {0}.

Proof. Let f : E \{0} → {t ∈ R : t ≥ 0} be a smooth function, such that carr(f) is
bounded in E and f(x) ≥ 1 for x near 0. Let U := {x : f(tx) 6= 0 for some t ≥ 1}.
Then there exists a smooth function Mf : E \ {0} → R with (Mf)′(x)(x) < 0 for
x ∈ U , limx→0 f(x) = +∞ and carrMf ⊆ U .
The idea is to construct out of the smooth function f ≥ 0 another smooth function
Mf with (Mf)′(x)(x) = −f(x) ≤ 0, i.e. (Mf)′(tx)(tx) = −f(tx) and hence

d

dt
Mf(tx) = (Mf)′(tx)(x) = −f(tx)

t
for t 6= 0.

Since we want bounded support for Mf , we get

Mf(x) = −
[
Mf(tx)

]∞
t=1

= −
∫ ∞

1

d

dt
Mf(tx) dt =

∫ ∞
1

f(tx)
t

dt,

and we take this as a definition of Mf . Since the support of f is bounded, we may
replace the integral locally by

∫ N
1

for some large N , hence Mf is smooth on E \{0}
and (Mf)′(x)(x) = −f(x).
Since f(x) > ε for all ‖x‖ < δ, we have that

Mf(x) ≥
∫ N

1

1
t
f(tx) dt ≥ log(N)ε

for all ‖x‖ < δ
N , i.e. limx→0Mf(x) = +∞.

Furthermore carr(Mf) ⊆ U , since f(tx) = 0 for all t ≥ 1 and x /∈ U .
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Now consider M2f := M(Mf) : E \ {0} → R. Since (Mf)′(x)(x) ≤ 0, we have
(M2f)′(x)(x) =

∫∞
1

(Mf)′(tx)(x) dt ≤ 0 and it is < 0 if for some t ≥ 1 we have
(Mf)′(tx)(x) < 0, in particular this is the case if M2f(x) > 0.

Thus Uε := {x : M2f(x) ≥ ε} is radial set with smooth boundary, and the
Minkowski-functional is smooth on E \ {0}. Moreover Uε ∼= E via x 7→ x

M2f(x) . �

14.7. Lemma. Existence of smooth bump functions.
For a class S on a Banach space E in the sense of 14.1 the following statements
are equivalent:

(1) E is not S-regular;
(2) For every f ∈ S, every 0 < r1 < r2 and ε > 0 there exists an x with

r1 ≤ ‖x‖ ≤ r2 and |f(x)− f(0)| < ε;
(3) For every f ∈ S with f(0) = 0 there exists an x with 1 ≤ ‖x‖ ≤ 2 and
|f(x)| ≤ ‖x‖

Proof. ( 1 ) ⇒ ( 2 ) Assume that there exists an f and 0 < r1 < r2 and ε > 0
such that |f(x)−f(0)| ≥ ε for all r1 ≤ ‖x‖ ≤ r2. Let h : R→ R be a smooth bump
function on R. Let g(x) := h( 1

εf(r1 x)−f(0)). Then g is of the corresponding class,
g(0) = h(0) = 1, and for all x with 1 ≤ ‖x‖ ≤ r2

r1
we have |f(r1 x)− f(0)| ≥ ε, and

hence g(x) = 0. By redefining g on {x : ‖x‖ ≥ r2
r1
} as 0, we obtain the required

bump function.

( 2 ) ⇒ ( 3 ) Take r1 = 1 and r2 = 2 and ε = 1.

( 3 ) ⇒ ( 1 ) Assume a bump function g exists, i.e., g(0) = 1 and g(x) = 0 for all
‖x‖ ≥ 1. Take f := 2−g. Then f(0) = 0 and f(x) = 2 for ‖x‖ ≥ 1, a contradiction
to ( 3 ). �

14.8. Proposition. Boundary values for smooth mappings. [Bonic, Framp-
ton, 1966] Let E and F be convenient vector spaces, let F be S-regular but E
not S-regular. Let U ⊆ E be c∞-open and f ∈ C(U,F ) with f∗(S) ⊆ S. Then
f(∂U) ⊇ f(U). Hence, f = 0 on ∂U implies f = 0 on U .

Proof. Since f(U) ⊆ f(U) it is enough to show that f(U) ⊆ f(∂U). Suppose
f(x) /∈ f(∂U) for some x ∈ U . Choose a smooth h on F such that h(f(x)) = 1 and
h = 0 on a neighborhood of f(∂U). Let g = h ◦ f on U and 0 outside. Then g is a
smooth bump function on E, a contradiction. �

14.9. Theorem. C1-regular spaces admit no rough norm. [Leach, Whitfield,
1972]. Let E be a Banach space whose norm p = ‖ ‖ has uniformly discontinuous
directional derivative. If f is Fréchet differentiable with f(0) = 0 then there exists
an x ∈ E with 1 ≤ ‖x‖ < 2 and f(x) ≤ ‖x‖.

By 14.7 this result implies that on a Banach space with rough norm there exists
no Fréchet differentiable bump function. In particular, C([0, 1]) and `1 are not
C1-regular by 13.11 and 13.12 , which is due to [Kurzweil, 1954].

Proof. We try to reach the exterior of the unit ball by a recursively defined sequence
xn in {x : f(x) ≤ p(x)} starting at 0 with large step-length ≤ 1 in directions, where
p′ is large. Given xn we consider the set

Mn :=

y ∈ E :

(1) f(y) ≤ p(y),

(2) p(y − xn) ≤ 1 and

(3) p(y)− p(xn) ≥ (ε/8) p(y − xn)

 .
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Since xn ∈Mn, this set is not empty and henceMn := sup{p(y−xn) : y ∈Mn} ≤ 1
is well-defined and it is possible to choose xn+1 ∈Mn with

(4) p(xn+1 − xn) ≥Mn/2.

We claim that p(xn) ≥ 1 for some n, since then x := xn for the minimal n satisfies
the conclusion of the theorem:
Otherwise p(xn) is bounded by 1 and increasing by ( 3 ), hence a Cauchy-sequence.
By ( 3 ) we then get that (xn) is a Cauchy-sequence. So let z be its limit. If z = 0
then Mn = {0} and hence f(y) > p(y) for all |y| ≤ 1. Thus f is not differentiable.
Then p(z) ≤ 1 and f(z) ≤ p(z). Since f is Fréchet-differentiable at z there exists a
δ > 0 such that

f(z + u)− f(z)− f ′(z)(u) ≤ εp(u)/8 for all p(u) < δ.

Without loss of generality let δ ≤ 1 and δ ≤ 2 p(z). By 13.23.4 there exists a v
such that p(v) < 2 and p(z + tv) > p(z) + ε|t|/2 − εδ/8 for all |t| ≤ p(z). Now let
t := − sign(f ′(z)(v)) δ/2. Then

( 1 ) p(z + tv) > p(z) + εδ/8 ≥ f(z) + εp(tv)/8 ≥ f(z + tv),

( 2 ) p(z + tv − z) = |t|p(v) < δ ≤ 1,

( 3 ) p(z + tv)− p(z) > εδ/8 > εp(tv)/8.

Since f and p are continuous the z + tv satisfy ( 1 )-( 3 ) for large n and hence
Mn ≥ p(z + t v − xn). From p(z + tv − z) > εδ/8 we get Mn > εδ/8 and so
p(xn+1 − xn) > εδ/16 by ( 4 ) contradicts the convergence of xn. �

14.10. Proposition. Let E be a Banach-space with densE < densE′. Then there
is an equivalent rough norm on E.

Proof. The idea is to describe the unit ball of a rough norm as intersection of hyper
planes {x ∈ E : x∗(x) ≤ 1} for certain functionals x∗ ∈ E′. The fewer functionals
we use the more ‘corners’ the unit ball will have, but we have to use sufficiently
many in order that this ball is bounded and hence that its Minkowski-functional is
an equivalent norm. We call a set X large, if and only if |X| > dens(E) and small
otherwise. For x ∈ E and ε > 0 let Bε(x) := {y ∈ E : ‖x − y‖ ≤ ε}. Now we
choose using Zorn’s lemma a subset D ⊆ E′ maximal with respect to the following
conditions:

(1) 0 ∈ D;
(2) x∗ ∈ D ⇒ −x∗ ∈ D;
(3) x∗, y∗ ∈ D, x∗ 6= y∗ ⇒ ‖x∗ − y∗‖ > 1.

Note that D is then also maximal with respect to ( 3 ) alone, since otherwise, we
could add a point x∗ with ‖x∗−y∗‖ > 1 for all y∗ ∈ D and also add the point −x∗,
and obtain a larger set satisfying all three conditions.

Claim. D∞ :=
⋃
n∈N

1
nD is dense in E′, and hence |D∞| ≥ dens(E′):

Assume indirectly, that there is some x∗ ∈ E′ and n ∈ N with B1/n(x∗) ∩ D∞ =
∅. Then B1(nx∗) ∩ D = ∅ and hence we may add x∗ to D, contradicting the
maximality.

Without loss of generality we may assume that D is at least countable. Then |D| =
|
⋃
n∈N

1
nD| ≥ dens(E′) > dens(E), i.e. D is large. Since D =

⋃
n∈N D ∩Bn(0), we

find some n such thatD∩Bn(0) is large. Let y∗ ∈ E′ be arbitrary and w∗ := 1
4n+2y

∗.
For every x∗ ∈ D there is a z∗ ∈ 1

2D such that ‖x∗ + w∗ − z∗‖ ≤ 1
2 (otherwise
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we could add 2(x∗ + w∗) to D). Thus we may define a mapping D → 1
2D by

x∗ 7→ z∗. This mapping is injective, since ‖x∗j +w∗− z∗‖ ≤ 1
2 for j ∈ {1, 2} implies

‖x∗1 − x∗2‖ ≤ 1 and hence x∗1 = x∗2. If we restrict it to the large set D ∩ Bn(0) it
has image in 1

2D ∩Bn+1/2(w∗), since ‖z∗ −w∗‖ ≤ ‖z∗ + x∗ −w∗‖+ ‖x∗‖ ≤ 1
2 + n.

Hence also 1
2(4n+2)D ∩B1/4(y∗) = 1

4n+2
1
2D ∩Bn+1/2(w∗) is large.

In particular for y∗ := 0 and 1/4 replaced by 1 we get that A := 1
4(2n+1)D ∩B1(0)

is large. Now let

U :=
{
x ∈ E : ∃A0 ⊆ A small,∀x∗ ∈ A \A0 : x∗(x) ≤ 1

}
.

Since A is symmetric, the set U is absolutely convex (use that the union of two
small exception sets is small). It is a 0-neighborhood, since {x : ‖x‖ ≤ 1} ⊆ U
(x∗(x) ≤ ‖x∗‖ · ‖x‖ = ‖x‖ ≤ 1 for x∗ ∈ A). It is bounded, since for x ∈ E we may
find by Hahn-Banach an x∗ ∈ E′ with x∗(x) = ‖x‖ and ‖x∗‖ = 1. For all y∗ in the
large set A∩B1/4( 3

4x
∗) we have y∗(x) = (y∗ − 3

4x
∗)(x) + 3

4x
∗(x) ≥ 3

4‖x‖−
1
4‖x‖ ≥

1
2‖x‖. For ‖x‖ > 2 we thus get x /∈ U . Now let σ be the Minkowski-functional
generated by U and σ∗ the dual norm on E′. Let ∆ ⊆ E be a small dense subset.
Then {x∗ ∈ A : σ∗(x∗) > 1} is small, since σ∗(x∗) > 1 for x∗ ∈ A implies that there
exists an x ∈ ∆ with x∗(x) > σ(x), but this is

⋃
n∈N{x∗ ∈ A : x∗(x) > σ(x) + 1

n},
and each of these sets is small by construction of σ(x). Since ∆ is small so is the
union over all x ∈ ∆. Thus A1 := {x∗ ∈ A : σ(x∗) ≤ 1} is large.

Now let ε := 1
8(2n+1) , let x ∈ E, and let 0 < η < ε. We may choose two different

x∗i ∈ A1 for i ∈ {1, 2} with x∗i (x) > σ(x)− η2/2. This is possible, since this is true
for all but a small set of x∗ ∈ A. Thus σ∗(x∗1 − x∗2) ≥ ‖x∗1 − x∗2‖ > 2ε, and hence
there is an h ∈ E with σ(h) = 1 and (x∗1 − x∗2)(h) > 2ε. Let now t > 0. Then

σ(x+ th) ≥ x∗1(x+ th) = x∗1(x) + tx∗1(h) > σ(x)− η2

2
+ tx∗1(h),

σ(x− th) ≥ x∗2(x− th) > σ(x)− η2

2
− tx∗2(h).

Furthermore σ(x) ≥ σ(x+ th)− tσ′(x+ th)(h) implies

σ′(x+ th)(h) ≥ σ(x+ th)− σ(x)
t

> x∗1(h)− η2

2t
,

−σ′(x− th)(h) ≥ −x∗2(h)− η2

2t
.

Adding the last two inequalities gives

σ′(x+ th)(h)− σ′(x− th)(h) ≥ (x∗2 − x∗1)(h)− η2

t
> ε,

since (x∗2 − x∗1)(h) > 2ε and we choose t < η such that η2

t < ε. �

14.11. Results. Spaces which are not smoothly regular. For Banach spaces
one has the following results:

(1) [Bonic, Frampton, 1965]. By 14.9 no Fréchet-differentiable bump func-
tion exists on C[0, 1] and on `1. Hence, most infinite dimensional C∗-
algebras are not regular for 1-times Fréchet-differentiable functions, in
particular those for which a normal operator exists whose spectrum con-
tains an open interval.

(2) [Leduc, 1970]. If densE < densE∗ then no C1-bump function exists. This
follows from 14.10 , 14.9 , and 14.7 . See also 13.24.2 .
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(3) [John, Zizler, 1978]. A norm is called strongly rough if and only if there
exists an ε > 0 such that for every x with ‖x‖ = 1 there exists a unit
vector y with lim supt↘0

‖x+ty‖+‖x−ty‖−2
t ≥ ε. The usual norm on `1(Γ)

is strongly rough, if Γ is uncountable. There is however an equivalent
non-rough norm on `1(Γ) with no point of Gâteaux-differentiability. If a
Banach space has Gâteaux differentiable bump functions then it does not
admit a strongly rough norm.

(4) [Day, 1955]. On `1(Γ) with uncountable Γ there is no Gâteaux differen-
tiable continuous bump function.

(5) [Bonic, Frampton, 1965]. E < `p, dimE = ∞: If p = 2n + 1 then E is
not Dp-regular. If p /∈ N then E is not S-regular, where S denotes the
C [p]-functions whose highest derivative satisfies a Hölder like condition of
order p− [p] but with o( ) instead of O( ).

14.12. Results.

(1) [Deville, Godefroy, Zizler, 1990]. If c0(Γ) → E → F is a short exact
sequence of Banach spaces and F has Ck-bump functions then also E has
them. Compare with 16.19 .

(2) [Meshkov, 1978] If a Banach space E and its dual E∗ admit C2-bump func-
tions, then E is isomorphic to a Hilbert space. Compare with 13.18.7 .

(3) Smooth bump functions are not inherited by short exact sequences.

Notes. ( 1 ) As in 13.17.3 one chooses x∗a ∈ E∗ with x∗a|c0(Γ) = eva. Let g be a
smooth bump function on E/F and h ∈ C∞(R, [0, 1]) with compact support and
equal to 1 near 0. Then f(x) := g(x + F )

∏
a∈Γ h(x∗a(x)) is the required bump

function.

( 3 ) Use the example mentioned in 13.18.6 , and apply ( 2 ).

Open problems. Is the product of C∞-regular convenient vector spaces again
C∞-regular? Beware of the topology on the product!

Is every quotient of any S-regular space again S-regular?
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15. Functions with Globally Bounded Derivatives

In many problems (like Borel’s theorem 15.4 , or the existence of smooth functions
with given carrier 15.3 ) one uses in finite dimensions the existence of smooth
functions with bounded derivatives. In infinite dimensions Ck-functions have lo-
cally bounded k-th derivatives, but even for bump functions this need not be true
globally.

15.1. Definitions. For normed spaces we use the following notation: CkB :=
{f ∈ Ck : ‖f (k)(x)‖ ≤ B for all x ∈ E} and Ckb :=

⋃
B>0 C

k
B . For general conve-

nient vector spaces we may still define C∞b as those smooth functions f : U → F
for which the image dkf(U) of each derivative is bounded in the space Lksym(E,F )
of bounded symmetric multilinear mappings.

Let LipkK denote the space of Ck-functions with global Lipschitz-constant K for
the k-th derivatives and Lipkglobal :=

⋃
K>0 LipkK . Note that CkK = Ck ∩ Lipk−1

K .

15.2. Lemma. Completeness of Cn. Let fj be Cn-functions on some Banach
space such that f (k)

j converges uniformly on bounded sets to some function fk for
each k ≤ n. Then f := f0 is Cn, and f (k) = fk for all k ≤ n.

Proof. It is enough to show this for n = 1. Since f ′n → f1 uniformly, we have that
f1 is continuous, and hence

∫ 1

0
f1(x+ t h)(h) dt makes sense and

fn(x+ h)− fn(x) =
∫ 1

0

f ′n(x+ t h)(h) dt→
∫ 1

0

f1(x+ t h)(h) dt

for x and h fixed. Since fn → f pointwise, this limit has to be f(x + h) − f(x).
Thus we have

‖f(x+ h)− f(x)− f1(x)(h)‖
‖h‖

=
1
‖h‖

∥∥∥∫ 1

0

(f1(x+ t h)− f1(x))(h) dt
∥∥∥

≤
∫ 1

0

‖f1(x+ t h)− f1(x))‖ dt

which goes to 0 for h→ 0 and fixed x, since f1 is continuous. Thus, f is differen-
tiable and f ′ = f1. �

15.3. Proposition. When are closed sets zero-sets of smooth functions.
[Wells, 1973]. Let E be a separable Banach space and n ∈ N. Then E has a
Cnb -bump function if and only if every closed subset of E is the zero-set of a Cn-
function.

For n =∞ and E a convenient vector space we still have (⇒), provided all Lk(E; R)
satisfy the second countability condition of Mackey, i.e. for every countable
family of bounded sets Bk there exist tk > 0 such that

⋃
k tk Bk is bounded.

Proof. (⇒) Suppose first that E has a Cnb -bump function. Let A ⊆ E be closed and
U := E \ A be the open complement. For every x ∈ U there exists an fx ∈ Cnb (E)
with fx(x) = 1 and carr(fx) ⊆ U . The family of carriers of the fx is an open
covering of U . Since E is separable, those points in a countable dense subset that
lie in U are dense in the metrizable space U . Thus, U is Lindelöf, and consequently
we can find a sequence of points xn such that for the corresponding functions
fn := fxn the carriers still cover U . Now choose constants tn > 0 such that
tn · sup{‖f (j)

n (x)‖ : x ∈ E} ≤ 1
2n−j for all j < n. Then f :=

∑
n tn fn converges

uniformly in all derivatives, hence represents by 15.2 a Cn-function on E that
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vanishes on A. Since the carriers of the fn cover U , it is strictly positive on U , and
hence the required function has as 0-set exactly A.

(⇐) Consider a vector a 6= 0, and let A := E \
⋃
n∈N{x : ‖x− 1

2n a‖ <
1

2n+1 }. Since
A is closed there exists by assumption a Cn-function f : E → R with f−1(0) = A
(without loss of generality we may assume f(E) ⊆ [0, 1]). By continuity of the
derivatives we may assume that f (n) is bounded on some neighborhood U of 0.
Choose n so large that D := {x : ‖x − 1

2n a‖ <
1

2n } ⊆ U , and let g := f on A ∪D
and 0 on E \D. Then f ∈ Cn and f (n) is bounded. Up to affine transformations
this is the required bump function. �

15.4. Borel’s theorem. [Wells, 1973]. Suppose a Banach space E has C∞b -
bump functions. Then every formal power series with coefficients in Lnsym(E;F )
for another Banach space F is the Taylor-series of a smooth mapping E → F .

Moreover, if G is a second Banach space, and if for some open set U ⊆ G we are
given bk ∈ C∞b (U,Lksym(E,F )), then there is a smooth f ∈ C∞(E × U,F ) with
dk(f( , y))(0) = bk(y) for all y ∈ U and k ∈ N. In particular, smooth curves can
be lifted along the mapping C∞(E,F )→

∏
k L

k
sym(E;F ).

Proof. Let ρ ∈ C∞b (E,R) be a C∞b -bump function, which equals 1 locally at 0.
We shall use the notation bk(x, y) := bk(y)(xk). Define

fk(x, y) :=
1
k!
bk(x, y) ρ(x)

and
f(x, y) :=

∑
k≥0

1
tkk
fk(tk · x, y)

with appropriately chosen tk > 0. Then fk ∈ C∞(E × U,F ) and fk has carrier
inside of carr(ρ) × U , i.e. inside {x : ‖x‖ < 1} × U . For the derivatives of bk we
have

∂j1∂
i
2bk(x, y)(ξ, η) = k (k − 1) . . . (k − j) (dibk(y)(η))(xk−j , ξj).

Hence, for ‖x‖ ≤ 1 this derivative is bounded by

(k)j sup
y∈U
‖dibk(y)‖L(F,Lksym(E;G)),

where (k)j := k(k− 1) . . . (k− j). Using the product rule we see that for j ≥ k the
derivative ∂j1∂

i
2fk of fk is globally bounded by∑
l≤k

(
j

l

)
sup{‖ρ(j−l)(x)‖ : x ∈ E} (k)l sup

y∈U
‖dibk(y)‖ <∞.

The partial derivatives of f would be

∂j1∂
i
2fk(x, y) =

∑
k

tjk
tkk
∂j1∂

i
2fk(tkx, y).

We now choose the tk ≥ 1 such that these series converge uniformly. This is the
case if,

1

tk−jk

sup{‖∂j1∂i2fk(x, y)‖ : x ∈ E, y ∈ U} ≤

≤ 1

t
k−(j+i)
k

sup{‖∂j1∂i2fk(x, y)‖ : x ∈ E, y ∈ U} ≤ 1
2k−(j+i)

,

and thus if

tk ≥ 2. sup{‖∂j1∂i2fk(x, y)‖
1

k−(j+i) : x ∈ E, y ∈ U, j + i < k}.

Andreas Kriegl , Univ.Wien, October 2, 2008 45



15.6 15. Functions with Globally Bounded Derivatives

Since we have ∂j1fk(0, y)(ξ) = 1
k! (k)jbk(y)(0k−j , ξj) ρ(0) = δjk bk(y), we conclude

the desired result ∂j1f(0, y) = bk(y). �

Remarks on Borel’s theorem.

(1) [Colombeau, 1979]. Let E be a strict inductive limit of a non-trivial
sequence of Fréchet spaces En. Then Borel’s theorem is wrong for f :
R → E. The idea is to choose bn = f (n)(0) ∈ En+1 \ En and to use that
locally every smooth curve has to have values in some En.

(2) [Colombeau, 1979]. Let E = RN. Then Borel’s theorem is wrong for
f : E → R. In fact, let bn : E × . . . × E → R be given by bn :=
prn⊗ · · · ⊗ prn. Assume f ∈ C∞(E,R) exists with f (n)(0) = bn. Let fn
be the restriction of f to the n-th factor R in E. Then fn ∈ C∞(R,R)
and f

(n)
n (0) = 1. Since f ′ : Rn → (Rn)′ = R(N) is continuous, the image

of B := {x : |xn| ≤ 1 for all n} in R(N) is bounded, hence contained in
some RN−1. Since fN is not constant on the interval (−1, 1) there exists
some |tN | < 1 with f ′N (tN ) 6= 0. For xN := (0, . . . , 0, tN , 0, . . . ) we obtain

f ′(xN )(y) = f ′N (tN )(yN ) +
∑
i 6=N

ai yi,

a contradiction to f ′(xn) ∈ RN−1.
(3) [Colombeau, 1979] showed that Borel’s theorem is true for mappings f :

E → F , where E has a basis of Hilbert-seminorms and for any countable
family of 0-neighborhoods Un there exist tn > 0 such that

⋂∞
n=1 tn Un is

a 0-neighborhood.
(4) If theorem 15.4 would be true for G =

∏
k L

k
sym(E;F ) and bk = prk, then

the quotient mapping C∞(E,F ) → G =
∏
k L

k
sym(E;F ) would admit a

smooth and hence a linear section. This is well know to be wrong even
for E = F = R, see 21.5 .

15.5. Proposition. Hilbert spaces have C∞b -bump functions. [Wells, 1973]
If the norm is given by the n-th root of a homogeneous polynomial b of even degree
n, then x 7→ ρ(b(xn)) is a C∞b -bump function, where ρ : R → R is smooth with
ρ(t) = 1 for t ≤ 0 and ρ(t) = 0 for t ≥ 1.

Proof. As before in the proof of 15.4 we see that the j-th derivative of x 7→ b(xn)
is bounded by (n)j on the closed unit ball. Hence, by the chain-rule and the
global boundedness of all derivatives of ρ separately, the composite has bounded
derivatives on the unit ball, and since it is zero outside, even everywhere. Obviously,
ρ(b(0)) = ρ(0) = 1. �

In [Bonic, Frampton, 1966] it is shown that Lp is Lipnglobal-smooth for all n if p is

an even integer and is Lip[p−1]
global-smooth otherwise. This follows from the fact (see

loc. cit., p. 140) that d(p+1)‖x‖p = 0 for even integers p and∥∥∥dk‖x+ h‖p − dk‖x‖p
∥∥∥ ≤ p!

k!
‖h||p−k

otherwise, cf. 13.13 .

15.6. Estimates for the remainder in the Taylor-expansion. The Taylor
formula of order k of a Ck+1-function is given by

f(x+ h) =
k∑
j=0

1
j!
f (j)(x)(hj) +

∫ 1

0

(1− t)k

k!
f (k+1)(x+ th)(hk+1) dt,
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which can easily be seen by repeated partial integration of
∫ 1

0
f ′(x + th)(h) dt =

f(x+ h)− f(x).

For a C2
B function we have

|f(x+ h)− f(x)− f ′(x)(h)| ≤
∫ 1

0

(1− t)‖f (2)(x+ th)‖ ‖h‖2 dt ≤ B 1
2!
‖h‖2.

If we take the Taylor formula of f up to order 0 instead, we obtain

f(x+ h) = f(x) +
∫ 1

0

f ′(x+ th)(h) dt

and usage of f ′(x)(h) =
∫ 1

0
f ′(x)(h) dt gives

|f(x+ h)− f(x)− f ′(x)(h)| ≤
∫ 1

0

‖f ′(x+ th)− f ′(x)‖
‖th‖

‖h‖2 dt ≤ B 1
2!
‖h‖2,

so it is in fact enough to assume f ∈ C1 with f ′ satisfying a Lipschitz-condition
with constant B.

For a C3
B function we have

|f(x+ h)− f(x)− f ′(x)(h)− 1
2
f ′′(x)(h2)| ≤

≤
∫ 1

0

(1− t)2

2!
‖f (3)(x+ th)‖ ‖h‖3 dt ≤ B 1

3!
‖h‖3.

If we take the Taylor formula of f up to order 1 instead, we obtain

f(x+ h) = f(x) + f ′(x)(h) +
∫ 1

0

(1− t) f ′′(x+ th)(h2) dt,

and using 1
2f
′′(x)(h2) =

∫ 1

0
(1− t) f ′′(x)(h2) dt we get

|f(x+ h)− f(x)− f ′(x)(h)− 1
2
f ′′(x)(h2)| ≤

≤
∫ 1

0

(1− t)t ‖f
′′(x+ th)− f ′′(x)‖

‖th‖
‖h‖3 dt ≤ B 1

3!
‖h‖3.

Hence, it is in fact enough to assume f ∈ C2 with f ′′ satisfying a Lipschitz-condition
with constant B.

Let f ∈ CkB be flat of order k at 0. Applying ‖f(h)− f(0)‖ = ‖
∫ 1

0
f ′(th)(h) dt‖ ≤

sup{‖f ′(th)‖ : t ∈ [0, 1]} ‖h‖ to f (j)( )(h1, . . . , hj) gives using ‖f (k)(x)‖ ≤ B
inductively

‖f (k−1)(x)‖ ≤ B · ‖x‖

‖f (k−2)(x)‖ ≤
∫ 1

0

‖f (k−1)(tx)(x, . . . )‖ dt ≤ B
∫ 1

0

t dt ‖x‖2 =
B

2
‖x‖2

...

‖f (j)(x)‖ ≤ B

(k − j)!
‖x‖k−j .

15.7. Lemma. Lip1
global-functions on Rn. [Wells, 1973]. Let n := 2N and

E = Rn with the ∞-norm. Suppose f ∈ Lip1
M (E,R) with f(0) = 0 and f(x) ≥ 1

for ‖x‖ ≥ 1. Then M ≥ 2N .
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The idea behind the proof is to construct recursively a sequence of points xk :=∑
j<k σjhj of norm k−1

N starting at x0 = 0, such that the increment along the
segment is as small as possible. In order to evaluate this increment one uses the
Taylor-formula and chooses the direction hk such that the derivative at xk vanishes.

Proof. Let A be the set of all edges of a hyper-cube, i.e.

A := {x : xi = ±1 for all i except one i0 and |xi0 | ≤ 1}.

Then A is symmetric. Let x ∈ E be arbitrary. We want to find h ∈ A with
f ′(x)(h) = 0. By permuting the coordinates we may assume that i 7→ |f ′(x)(ei)|
is monotone decreasing. For 2 ≤ i ≤ n we choose recursively hi ∈ {±1} such that∑i
j=2 hj f

′(x)(ej) is an alternating sum. Then |
∑i
j=2 f

′(x)(ej)hj | ≤ |f ′(x)(e1)|.
Finally, we choose ‖h1‖ ≤ 1 such that f ′(x)(h) = 0.

Now we choose inductively hi ∈ 1
N A and σi ∈ {±1} such that f ′(xi)(hi) = 0 for

x :=
∑
j<i σjhj and xi has at least 2N−i coordinates equal to i

N . For the last
statement we have that xi+1 = xi + σi hi and at least 2N−i coordinates of xi are
i
N . Among those coordinates all but at most 1 of the hi are ± 1

N . Now let σi be
the sign which occurs more often and hence at least 2N−i/2 times. Then those
2N−(i+1) many coordinates of xi+1 are i+1

N .

Thus ‖xi‖ = i
N for i ≤ N , since at least one coordinate has this value. Furthermore

we have

1 = |f(xN )− f(x0)| ≤
N−1∑
k=0

|f(xk+1)− f(xk)− f ′(xk)(hk)|

≤
N∑
k=1

M

2
‖hk‖2 ≤ N

M

2
1
N2

,

hence M ≥ 2N . �

15.8. Corollary. c0 is not Lip1
global-regular. [Wells, 1973]. The space c0 is not

Lip1
global-smooth.

Proof. Suppose there exists an f ∈ Lip1
global with f(0) = 1 and f(x) = 0 for all

‖x‖ ≥ 1. Then the previous lemma applied to 1− f restricted to finite dimensional
subspaces shows that the Lipschitz constant M of the derivative has to be greater
or equal to N for all N , a contradiction. �

This shows even that there exist no differentiable bump functions on c0(A) which
have uniformly continuous derivative. Since otherwise there would exist an N ∈ N
such that

‖f(x+ h)− f(x)− f ′(x)h‖ ≤
∫ 1

0

‖f ′(x+ t h)− f ′(x)‖ ‖h‖ dt ≤ 1
2
‖h‖,

for ‖h‖ ≤ 1
N . Hence, the estimation in the proof of 15.7 would give 1 ≤ N 1

2
1
N = 1

2 ,
a contradiction.

15.9. Positive results on Lip1
global-functions. [Wells, 1973].

(1) Every closed subset of a Hilbert space is the zero-set of a Lip1
global-function.

(2) For every two closed subsets of a Hilbert space which have distance d > 0
there exists a Lip1

4/d2-function which has value 0 on one set and 1 on the
other.
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(3) Whitney’s extension theorem is true for Lip1
global-functions on closed sub-

sets of Hilbert spaces.
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16.2 15. Functions with Globally Bounded Derivatives

16. Smooth Partitions of Unity and Smooth Normality

16.1. Definitions. We say that a Hausdorff space X is smoothly normal with
respect to a subalgebra S ⊆ C(X,R) or S-normal, if for two disjoint closed subsets
A0 and A1 of X there exists a function f : X → R in S with f |Ai = i for i = 0, 1.
If an algebra S is specified, then by a smooth function we will mean an element of
S. Otherwise it is a C∞-function.

A S-partition of unity on a space X is a set F of smooth functions f : X → R
which satisfy the following conditions:

(1) For all f ∈ F and x ∈ X one has f(x) ≥ 0.
(2) The set {carr(f) : f ∈ F} of all carriers is a locally finite covering of X.
(3) The sum

∑
f∈F f(x) equals 1 for all x ∈ X.

Since a family of open sets is locally finite if and only if the family of the closures
is locally finite, the foregoing condition ( 2 ) is equivalent to:

( 2 ’) The set {supp(f) : f ∈ F} of all supports is a locally finite covering of X.

The partition of unity is called subordinated to an open covering U of X, if for
every f ∈ F there exists an U ∈ U with carr(f) ⊆ U .

We say that X is smoothly paracompact with respect to S or S-paracompact if every
open cover U admits a S-partition F of unity subordinated to it. This implies that
X is S-normal.

The partition of unity can then even be chosen in such a way that for every f ∈ F
there exists a U ∈ U with supp(f) ⊆ U . This is seen as follows. Since the family of
carriers is a locally finite open refinement of U , the topology of X is paracompact.
So we may find a finer open cover {Ũ : U ∈ U} such that the closure of Ũ is
contained in U for all U ∈ U , see [Bourbaki, 1966, IX.4.3]. The partition of unity
subordinated to this finer cover has the support property for the original one.

Lemma. Let S be an algebra which is closed under sums of locally finite families
of functions. If F is an S-partition of unity subordinated to an open covering U ,
then we may find an S-partition of unity (fU )U∈U with carr(fU ) ⊆ U .

Proof. For every f ∈ F we choose a Uf ∈ U with carr(f) ∈ Uf . For U ∈ U put
FU := {f : Uf = U} and let fU :=

∑
f∈FU f ∈ S. �

16.2. Proposition. Characterization of smooth normality. Let X be a
Hausdorff space with S ⊆ C(X,R) as in 14.1 Consider the following statements:

(1) X is S-normal;
(2) For any two closed disjoint subsets Ai ⊆ X there is a function f ∈ S with

f |A0 = 0 and 0 /∈ f(A1);
(3) Every locally finite open covering admits S-partitions of unity subordinated

to it.
(4) For any two disjoint zero-sets A0 and A1 of continuous functions there

exists a function g ∈ S with g|Aj = j for j = 0, 1 and g(X) ⊆ [0, 1];
(5) For any continuous function f : X → R there exists a function g ∈ S with

f−1(0) ⊆ g−1(0) ⊆ f−1(R \ {1}).
(6) The set S is dense in the algebra of continuous functions with respect to

the topology of uniform convergence;
(7) The set of all bounded functions in S is dense in the algebra of continuous

bounded functions on X with respect to the supremum norm;
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(8) The bounded functions in S separate points in the Stone-Čech-compactifi-
cation βX of X.

The statements ( 1 )-( 3 ) are equivalent, and ( 4 )-( 8 ) are equivalent as well. If
X is metrizable all statements are equivalent.
If every open set is the carrier set of a smooth function then X is S-normal. If X
is S-normal, then it is S-regular.
A space is S-paracompact if and only if it is paracompact and S-normal.

Proof. ( 2 )⇒ ( 1 ). By assumption, there is a smooth function f0 with f0|A1 = 0
and 0 /∈ f0(A0), and again by assumption, there is a smooth function f1 with
f1|A0 = 0 and 0 /∈ f1({x : f0(x) = 0}). The function f = f1

f0+f1
has the required

properties.

( 1 ) ⇒ ( 2 ) is obvious.

( 3 ) ⇒ ( 1 ) Let A0 and A1 be two disjoint closed subset. Then U := {X \A1, X \
A0} admits a S-partition of unity F subordinated to it, and∑

{f ∈ F : carr f ⊆ X \A0}

is the required bump function.

( 1 ) ⇒ ( 3 ) Let U be a locally finite covering of X. The space X is S-normal, so
its topology is also normal, and therefore for every U ∈ U there exists an open set
VU such that VU ⊆ U and {VU : U ∈ U} is still an open cover. By assumption,
there exist smooth functions gU ∈ S such that VU ⊆ carr(gU ) ⊆ U , cf. 16.1 . The
function g :=

∑
U gU is well defined, positive, and smooth since U is locally finite,

and {fU := gU/g : U ∈ U} is the required partition of unity.

( 5 ) ⇒ ( 4 ) Let Aj := f−1
j (aj) for j = 0, 1. By replacing fj by (fj − aj)2 we

may assume that fj ≥ 0 and Aj = f−1
j (0). Then (f1 + f2)(x) > 0 for all x ∈ X,

since A1 ∩ A2 = ∅. Thus, f := f0
f0+f1

is a continuous function in C(X, [0, 1]) with
f |Aj = j for j = 0, 1.
Now we reason as in (( 2 ) ⇒ ( 1 )): By ( 4 ) there exists a g0 ∈ S with A0 ⊆
f−1(0) ⊆ g−1

0 (0) ⊆ f−1(R \ {1}) = X \ f−1(1) ⊆ X \A1. By replacing g0 by g2
0 we

may assume that g0 ≥ 0.
Applying the same argument to the zero-sets A1 and g−1

0 (0) we obtain a g1 ∈ S
with A1 ⊆ g−1

1 (0) ⊆ X \ g−1
0 (0). Thus, (g0 + g1)(x) > 0, and hence g := g0

g0+g1
∈ S

satisfies g|Aj = j for j = 0, 1 and g(X) ⊆ [0, 1].

( 4 )⇒ ( 6 ) Let f be continuous. Without loss of generality we may assume f ≥ 0
(decompose f = f+− f−). Let ε > 0. Then choose gk ∈ S with image in [0, 1], and
gk(x) = 0 for all x with f(x) ≤ k ε, and gk(x) = 1 for all x with f(x) ≥ (k + 1) ε.
Let k be the largest integer less or equal to f(x)

ε . Then gj(x) = 1 for all j < k, and
gj(x) = 0 for all j > k. Hence, the sum g := ε

∑
k∈N gk ∈ S is locally finite, and

|f(x)− g(x)| < 2 ε.

( 6 ) ⇒ ( 7 ) This is obvious, since for any given bounded continuous f and for
any ε > 0, by ( 6 ) there exists g ∈ S with |f(x) − g(x)| < ε for all x ∈ X, hence
‖f − g‖∞ ≤ ε and ‖g‖∞ ≤ ‖f‖∞ + ‖f − g‖∞ <∞.

( 7 ) ⇔ ( 8 ) This follows from the Stone-Weierstraß theorem, since obviously the
bounded functions in S form a subalgebra in Cb(X) = C(βX). Hence, it is dense
if and only if it separates points in the compact space βX.
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( 7 ) ⇒ ( 4 ) By cutting off f at 0 and at 1, we may assume that f is bounded.
By ( 7 ) there exists a bounded g0 ∈ S with ‖f − g0‖∞ < 1

2 . Let h ∈ C∞(R,R)
be such that h(t) = 0 ⇔ t ≤ 1

2 . Then g := h ◦ g0 ∈ S, and f(x) = 0 ⇒ g0(x) ≤
|g0(x)| ≤ |f(x)| + ‖f − g0‖∞ ≤ 1

2 ⇒ g(x) = h(g0(x)) = 0 and also f(x) = 1 ⇒
g0(x) ≥ f(x)− ‖f − g0‖∞ > 1− 1

2 = 1
2 ⇒ g(x) 6= 0.

If X is metrizable and A ⊆ X is closed, then dist( , A) : x 7→ sup{dist(x, a) : a ∈
A} is a continuous function with f−1(0) = A. Thus, ( 1 ) and ( 4 ) are equivalent.

Let every open subset be the carrier of a smooth mapping, and let A0 and A1 be
closed disjoint subsets of X. By assumption, there is a smooth function f with
carr(f) = X \A0.

Obviously, every S-normal space is S-regular. Take as second closed set in ( 2 ) a
single point. If we take instead the other closed set as single point, then we have
what has been called small zero-sets in 19.8 .

That a space is S-paracompact if and only if it is paracompact and S-normal can
be shown as in the proof that a paracompact space admits continuous partitions of
unity, see [Engelking, 1989, 5.1.9]. �

In [Kriegl, Michor, Schachermayer, 1989] it is remarked that in an uncountable
product of real lines there are open subsets, which are not carrier sets of continuous
functions.

Corollary. Denseness of smooth functions. Let X be S-paracompact, let F
be a convenient vector space, and let U ⊆ X × F be open such that for all x ∈ X
the set ι−1

x (U) ⊆ F is convex and non-empty, where ιx : F → X × F is given by
y 7→ (x, y). Then there exists an f ∈ S whose graph is contained in U .

Under the following assumption this result is due to [Bonic, Frampton, 1966]: For
U := {(x, y) : p(y − g(x)) < ε(x)}, where g : X → F , ε : X → R+ are continuous
and p is a continuous seminorm on F .

Proof. For every x ∈ X let yx be chosen such that (x, yx) ∈ U . Next choose open
neighborhoods Ux of x such that Ux × {yx} ⊆ U . Since X is S-paracompact there
exists a S-partition of unity F subordinated to the covering {Ux : x ∈ X}. In
particular, for every ϕ ∈ F there exists an xϕ ∈ X with carrϕ ⊆ Uxϕ . Now define
f :=

∑
ϕ∈F yxϕ ϕ. Then f ∈ S and for every x ∈ X we have

f(x) =
∑
ϕ∈F

yxϕ ϕ(x) =
∑

x∈carrϕ

yxϕ ϕ(x) ∈ ι−1
x (U),

since ι−1
x (U) is convex, contains yxϕ for x ∈ carr(ϕ) ⊆ Uxϕ , and ϕ(x) ≥ 0 with

1 =
∑
ϕ ϕ(x) =

∑
x∈carrϕ ϕ(x). �

16.3. Lemma. Lip2-functions on Rn . [Wells, 1973]. Let B ∈ N and A := {x ∈
RN : xi ≤ 0 for all i and ‖x‖ ≤ 1}. Suppose that f ∈ C3

B(RN ,R) with f |A = 0 and
f(x) ≥ 1 for all x with dist(x,A) ≥ 1. Then N < B2 + 36B4.

Proof. Suppose N ≥ B2+36B4. We may assume that f is symmetric by replacing
f with x 7→ 1

N !

∑
σ f(σ∗x), where σ runs through all permutations, and σ∗ just

permutes the coordinates. Consider points xj ∈ RN for j = 0, . . . , B2 of the form

xj =
(

1
B , . . . ,

1
B︸ ︷︷ ︸

j

,− 1
B , . . . ,−

1
B︸ ︷︷ ︸

B2−j

, 0, . . . , 0︸ ︷︷ ︸
>36B4

)
.
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Then ‖xj‖ = 1, x0 ∈ A and d(xB
2
, A) ≥ 1. Since f is symmetric and yj :=

1
2 (xj + xj+1) has vanishing j, B2 + 1, . . . , N coordinates, we have for the partial
derivatives ∂jf(yj) = ∂kf(yj) for k = B2 + 1, . . . , N . Thus

|∂jf(yj)|2 =
1

N −B2

N∑
k=B2+1

|∂kf(yj)|2 ≤ ‖f
′(yj)‖22

36B4
=
‖f ′(yj)‖2

36B4
≤ 1

36B2
,

since from f |A = 0 we conclude that f(0) = f ′(0) = f ′′(0) = f ′′′(0) and hence
‖f (j)(h)‖ ≤ B ‖h‖3−j for j ≤ 3, see 15.6 .

From |f(x+ h)− f(x)− f ′(x)(h)− 1
2f
′′(x)(h2)| ≤ B 1

3! ‖h‖
3 we conclude that

|f(x+ h)− f(x− h)| ≤ |f(x+ h)− f(x)− f ′(x)(h)− 1
2f
′′(x)(h2)|

+ |f(x− h)− f(x) + f ′(x)(h)− 1
2f
′′(x)(h2)|

+ 2|f ′(x)(h)|
≤ 2

3! B‖h‖
3 + 2|f ′(x)(h)|.

If we apply this to x = yj and h = 1
B ej , where ej denotes the j-th unit vector, then

we obtain

|f(xj+1)− f(xj)| ≤ 2
3!
B

1
B3

+ 2|∂jf(yj)| 1
B
≤ 2

3B2
.

Summing up yields 1 ≤ |f(xB
2
)| = |f(xB

2
)− f(x0)| ≤ 2

3 < 1, a contradiction. �

16.4. Corollary. `2 is not Lip2
glob-normal . [Wells, 1973]. Let A0 := {x ∈ `2 :

xj ≤ 0 for all j and ‖x‖ ≤ 1} and A1 := {x ∈ `2 : d(x,A) ≥ 1} and f ∈ C3(`2,R)
with f |Aj = j for j = 0, 1. Then f (3) is not bounded.

Proof. By the preceding lemma a bound B of f (3) must satisfy for f restricted to
RN , that N < B2 + 36B4. This is not for all N possible. �

16.5. Corollary. Whitney’s extension theorem is false on `2. [Wells, 1973].
Let E := R × `2 ∼= `2 and π : E → R be the projection onto the first factor.
For subsets A ⊆ `2 consider the cone CA := {(t, ta) : t ≥ 0, a ∈ A} ⊆ E. Let
A := C(A0 ∪ A1) with A0 and A1 as in 16.4 . Let a jet (f j) on A be defined by
f j = 0 on the cone CA1 and f j(x)(v1, . . . , vj) = h(j)(π(x))(π(v1), . . . , π(vj)) for
all x in the cone of CA0, where h ∈ C∞(R,R) is infinite flat at 0 but with h(t) 6= 0
for all t 6= 0. This jet has no C3-prolongation to E.

Proof. Suppose that such a prolongation f exists. Then f (3) would be bounded
locally around 0, hence fa(x) := 1− 1

h(a) f(a, ax) would be a C3
B function on `2 for

small a, which is 1 on A1 and vanishes on A0. This is a contradiction to 16.4 .

So it remains to show that the following condition of Whitney 22.2 is satisfied:∥∥∥f j(y)−
k−j∑
i=0

1
i!
f j+i(x)(y − x)j

∥∥∥ = o(‖x− y‖k−j) for A 3 x, y → a.

Let f j1 := 0 and f j0 (x) := h(j)(π(x))◦(π× . . .×π). Then both are smooth on R⊕`2,
and thus Whitney’s condition is satisfied on each cone separately. It remains to
show this when x is in one cone and y in the other and both tend to 0. Thus,
we have to replace f at some places by f1 and at others by f0. Since h is infinite
flat at 0 we have ‖f j0 (z)‖ = o(‖z‖n) for every n. Furthermore for xi ∈ CAi for
i = 0, 1 we have that ‖x1 − x0‖ ≥ sin(arctan 2− arctan 1) max{‖x0‖, ‖x1‖}. Thus,
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we may replace f j0 (y) by f j1 (y) and vice versa. So the condition is reduced to the
case, where y and z are in the same cone CAi. �

16.6. Lemma. Smoothly regular strict inductive limits. Let E be the strict
inductive limit of a sequence of C∞-normal convenient vector spaces En such that
En ↪→ En+1 is closed and has the extension property for smooth functions. Then
E is C∞-regular.

Proof. Let U be open in E and 0 ∈ U . Then Un := U∩En is open in En. We choose
inductively a sequence of functions fn ∈ C∞(En,R) such that supp(fn) ⊆ Un,
fn(0) = 1, and fn|En−1 = fn−1. If fn is already constructed, we may choose by
C∞-normality a smooth g : En+1 → R with supp(g) ⊆ Un+1 and g|supp(fn) = 1. By
assumption, fn extends to a function f̃n ∈ C∞(En+1,R). The function fn+1 := g·f̃n
has the required properties.

Now we define f : E → R by f |En := fn for all n. It is smooth since any
c ∈ C∞(R, E) locally factors to a smooth curve into some En by 1.8 since a
strict inductive limit is regular by 52.8 , so f ◦ c is smooth. Finally, f(0) = 1,
and if f(x) 6= 0 then x ∈ En for some n, and we have fn(x) = f(x) 6= 0, thus
x ∈ Un ⊆ U . �

For counter-examples for the extension property see 21.7 and 21.11 . However,
for complemented subspaces the extension property obviously holds.

16.7. Proposition. C∞c is C∞-regular. The space C∞c (Rm,R) of smooth func-
tions on Rm with compact support satisfies the assumptions of 16.6 .

Let Kn := {x ∈ Rm : |x| ≤ n}. Then C∞c (Rm,R) is the strict inductive limit of the
closed subspaces C∞Kn(Rm,R) := {f : supp(f) ⊆ Kn}, which carry the topology of
uniform convergence in all partial derivatives separately. They are nuclear Fréchet
spaces and hence separable, see 52.27 . Thus they are C∞-normal by 16.10 below.

In order to show the extension property for smooth functions we proof more general
that for certain sets A the subspace {f ∈ C∞(E,R) : f |A = 0} is a complemented
subspace of C∞(E,R). The first result in this direction is:

16.8. Lemma. [Seeley, 1964] The subspace {f ∈ C∞(R,R) : f(t) = 0 for t ≤ 0}
of the Fréchet space C∞(R,R) is a direct summand.

Proof. We claim that the following map is a bounded linear mapping being left
inverse to the inclusion: s(g)(t) := g(t) −

∑
k∈N akh(−t2k)g(−t2k) for t > 0 and

s(g)(t) = 0 for t ≤ 0. Where h : R→ R is a smooth function with compact support
satisfying h(t) = 1 for t ∈ [−1, 1] and (ak) is a solution of the infinite system of
linear equations

∑
k∈N ak(−2k)n = 1 (n ∈ N) (the series is assumed to converge

absolutely). The existence of such a solution is shown in [Seeley, 1964] by taking
the limit of solutions of the finite subsystems. Let us first show that s(g) is smooth.
For t > 0 the series is locally around t finite, since −t2k lies outside the support of
h for k sufficiently large. Its derivative (sg)(n)(t) is

g(n)(t)−
∑
k∈N

ak(−2k)n
n∑
j=0

h(j)(−t2k)g(n−j)(−t2k)

and this converges for t→ 0 towards g(n)(0)−
∑
k∈N ak(−2k)ng(n)(0) = 0. Thus s(g)

is infinitely flat at 0 and hence smooth on R. It remains to show that g 7→ s(g) is a
bounded linear mapping. By the uniform boundedness principle 5.26 it is enough
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to show that g 7→ (sg)(t) is bounded. For t ≤ 0 this map is 0 and hence bounded.
For t > 0 it is a finite linear combination of evaluations and thus bounded. �

Now the general result:

16.9. Proposition. Let E be a convenient vector space, and let p be a smooth
seminorm on E. Let A := {x : p(x) ≥ 1}. Then the closed subspace {f : f |A = 0}
in C∞(E,R) is complemented.

Proof. Let g ∈ C∞(E,R) be a smooth reparameterization of p with support in
E \ A equal to 1 near p−1(0). By lemma 16.8 , there is a bounded projection
P : C∞(R,R)→ C∞(−∞,0](R,R). The following mappings are smooth in turn by the

properties of the cartesian closed smooth calculus, see 3.12 :

E × R 3 (x, t) 7→ f(et, x) ∈ R

E 3 x 7→ f(e( )x) ∈ C∞(R,R)

E 3 x 7→ P (f(e( )x)) ∈ C∞(−∞,0](R,R)

E × R 3 (x, r) 7→ P (f(e( )x))(r) ∈ R

carr p 3 x 7→
(

x

p(x)
, ln(p(x))

)
7→ P

(
f(e( ) x

p(x) )
)

(ln(p(x))) ∈ R.

So we get the desired bounded linear projection

P̄ : C∞(E,R)→ {f ∈ C∞(E,R) : f |A = 0},

(P̄ (f))(x) := g(x) f(x) + (1− g(x))P (f(e( ) x
p(x) ))(ln(p(x))). �

16.10. Theorem. Smoothly paracompact Lindelöf. [Wells, 1973]. If X is
Lindelöf and S-regular, then X is S-paracompact. In particular, all nuclear Fréchet
spaces and strict inductive limits of sequences of such spaces are C∞-paracompact.
Furthermore, nuclear Silva spaces, see 52.37 , are C∞-paracompact.

The first part was proved by [Bonic, Frampton, 1966] under stronger assumptions.
The importance of the proof presented here lies in the fact that we need not assume
that S is local and that 1

f ∈ S for f ∈ S. The only things used are that S is an
algebra and for each g ∈ S there exists an h : R→ [0, 1] with h◦g ∈ S and h(t) = 0
for t ≤ 0 and h(t) = 1 for t ≥ 1. In particular, this applies to S = Lippglobal and X
a separable Banach space.

Proof. Let U be an open covering of X.

Claim. There exists a sequence of functions gn ∈ S(X, [0, 1]) such that {carr gn :
n ∈ N} is a locally finite family subordinated to U and {g−1

n (1) : n ∈ N} is a
covering of X.

For every x ∈ X there exists a neighborhood U ∈ U (since U is a covering) and
hence an hx ∈ S(X, [0, 2]) with hx(x) = 2 and carr(hx) ⊆ U (since X is S-regular).
Since X is Lindelöf we find a sequence xn such that {x : hn(x) > 1 : n ∈ N} is
a covering of X (we denote hn := hxn). Now choose an h ∈ C∞(R, [0, 1]) with
h(t) = 0 for t ≤ 0 and h(t) = 1 for t ≥ 1. Set

gn(x) := h(n (hn(x)− 1) + 1)
∏
j<n

h(n (1− hj(x)) + 1).
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Note that

h(n (hn(x)− 1) + 1) =

{
0 for hn(x) ≤ 1− 1

n

1 for hn(x) ≥ 1

h(n (1− hj(x)) + 1) =

{
0 for hj(x) ≥ 1 + 1

n

1 for hj(x) ≤ 1

Then gn ∈ S(X, [0, 1]) and carr gn ⊆ carrhn. Thus, the family {carr gn : n ∈ N} is
subordinated to U .

The family {g−1
n (1) : n ∈ N} covers X since for each x ∈ X there exists a minimal

n with hn(x) ≥ 1, and thus gn(x) = 1.

If we could divide in S, then fn := gn/
∑
j gj would be the required partition of

unity (and we do not need the last claim in this strong from).

Instead we proceed as follows. The family {carr gn : n ∈ N} is locally finite: Let
n be such that hn(x) > 1, and take k > n so large that 1 + 1

k < hn(x), and let
Ux := {y : hn(y) > 1 + 1

k}, which is a neighborhood of x. For m ≥ k and y ∈ Ux
we have that hn(y) > 1 + 1

k ≥ 1 + 1
m , hence the (n+ 1)-st factor of gm vanishes at

y, i.e. {j : carr gj ∩ Ux 6= ∅} ⊆ {1, . . . ,m− 1}.
Now define fn := gn

∏
j<n(1 − gj) ∈ S. Then carr fn ⊆ carr gn, hence {carr fn :

n ∈ N} is a locally finite family subordinated to U . By induction, one shows that∑
j≤n fj = 1 −

∏
j≤n(1 − gj). In fact

∑
j≤n fj = fn +

∑
j<n fj = gn

∏
j<n(1 −

gj) + 1−
∏
j<n(1− gj) = 1 + (gn − 1)

∏
j<n(1− gj). For every x ∈ U there exists

an n with gn(x) = 1, hence fk(x) = 0 for k > n and
∑∞
j=0 fj(x) =

∑
j≤n fj(x) =

1−
∏
j≤n(1− gj(x)) = 1.

Let us consider a nuclear Silva space. By 52.37 its dual is a nuclear Fréchet space.
By 4.11.2 on the strong dual of a nuclear Fréchet space the c∞-topology coincides
with the locally convex one. Hence, it is C∞-regular since it is nuclear, so it has
a base of (smooth) Hilbert seminorms. A Silva space is an inductive limit of a
sequence of Banach spaces with compact connecting mappings (see 52.37 ), and
we may assume that the Banach spaces are separable by replacing them by the
closures of the images of the connecting mappings, so the topology of the inductive
limit is Lindelöf. Therefore, by the first assertion we conclude that the space is
C∞-paracompact.

In order to obtain the statement on nuclear Fréchet spaces we note that these are
separable, see 52.27 , and thus Lindelöf. A strict inductive limit of a sequence of
nuclear Fréchet spaces is C∞-regular by 16.6 , and it is also Lindelöf for its c∞-
topology, since this is the inductive limit of topological spaces (not locally convex
spaces). �

Remark. In particular, every separable Hilbert space has Lip2
global-partitions of

unity, thus there is such a Lip2
global-partition of functions ϕ subordinated to `2 \A0

and `2 \A1, with A0 and A1 mentioned in 16.4 . Hence, f :=
∑

carrϕ∩A0=∅ ϕ ∈ C2

satisfies f |Aj = j for j = 0, 1. However, f /∈ Lip2
global. The reason behind this is

that Lip2
global is not a sheaf.

Open problem. Classically, one proves the existence of continuous partitions
of unity from the paracompactness of the space. So the question arises whether
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16. Smooth Partitions of Unity and Smooth Normality 16.14

theorem 16.10 can be strengthened to: If the initial topology with respect to S
is paracompact, do there exist S-partitions of unity? Or equivalently: Is every
paracompact S-regular space S-paracompact?

16.11. Theorem. Smoothness of separable Banach spaces. Let E be a
separable Banach space. Then the following conditions are equivalent.

(1) E has a C1-norm;
(2) E has C1-bump functions, i.e., E is C1-regular;
(3) The C1-functions separate closed sets, i.e., E is C1-normal;
(4) E has C1-partitions of unity, i.e., E is C1-paracompact;
(5) E has no rough norm, i.e. E is Asplund;
(6) E′ is separable.

Proof. The implications ( 1 ) ⇒ ( 2 ) and ( 4 ) ⇒ ( 3 ) ⇒ ( 2 ) are obviously
true. The implication ( 2 ) ⇒ ( 4 ) is 16.10 . ( 2 ) ⇒ ( 5 ) holds by 14.9 . ( 5 )
⇒ ( 6 ) follows from 14.10 since E is separable. ( 6 ) ⇒ ( 1 ) is 13.22 together
with 13.20 . �

A more general result is:

16.12. Result. [John, Zizler, 1976] Let E be a WCG Banach space. Then the
following statements are equivalent:

(1) E is C1-normable;
(2) E is C1-regular;
(3) E is C1-paracompact;
(4) E has norm, whose dual norm is LUR;
(5) E has shrinking Markuševič basis, i.e. vectors xi ∈ E and x∗i ∈ E′ with

x∗i (xj) = δi,j and the span of the xi is dense in E and the span of x∗i is
dense in E′.

16.13. Results.

(1) [Godefroy, Pelant, et. al., 1983] ([Vanderwerff, 1992]) Let E′ is WCG
Banach space (or even WCD, see 53.8 ). Then E is C1-regular.

(2) [Vanderwerff, 1992] Let K be compact with K(ω1) = ∅. Then C(K) is
C1-paracompact. Compare with 13.18.2 and 13.17.5 .

(3) [Godefroy, Troyanski, et. al., 1983] Let E be a subspace of a WCG Banach
space. If E is Ck-regular then it is Ck-paracompact. This will be proved
in 16.18 .

(4) [MacLaughlin, 1992] Let E′ be a WCG Banach space. If E is Ck-regular
then it is Ck-paracompact.

16.14. Lemma. Smooth functions on c0(Γ). [Toruńczyk, 1973]. The norm-
topology of c0(Γ) has a basis which is a countable union of locally finite families of
carriers of smooth functions, each of which depends locally only on finitely many
coordinates.

Proof. The open balls Br := {x : ‖x‖∞ < r} are carriers of such functions: In
fact, similarly to 13.16 we choose a h ∈ C∞(R,R) with h = 1 locally around 0
and carrh = (−1, 1), and define f(x) :=

∏
γ∈Γ h(xγ). Let

Un,r,q = {Br + q1eγ1 + · · ·+ qneγn : {γ1, . . . , γn} ⊆ Γ}
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where n ∈ N, r ∈ Q, q ∈ Qn with |qi| > 2r for 1 ≤ i ≤ n. This is the required
countable family.

Claim. The union
⋃
n,r,q Un,r,q is a basis for the topology.

Let x ∈ c0(Γ) and ε > 0. Choose 0 < r < ε
2 such that r 6= |xγ | for all γ (note that

|xγ | ≥ ε/4 only for finitely many γ). Let {γ1, . . . , γn} := {γ : |xγ | > r}. For qi with
|qi − xγi | < r and |qi| > 2r we have

x−
∑
i

qi eγi ∈ Br,

and hence

x ∈ Br +
n∑
i=1

qieγi ⊆ x+B2r ⊆ {y : ‖y − x‖∞ ≤ ε}.

Claim. Each family Un,r,q is locally finite.

For given x ∈ c0(Γ), let {γ1, . . . , γm} := {γ : |xγ | > r
2} and assume there exists a

y ∈ (x+B r
2
) ∩ (Br +

∑n
i=1 qieβi) 6= ∅. For y ∈ x+B r

2
we have |ya| < r for all γ /∈

{γ1, . . . , γm} and for y ∈ Br +
∑n
i=1 qi eβi we have |yγ | > r for all γ ∈ {β1, . . . , βn}.

Hence, {β1, . . . , βn} ⊆ {γ1, . . . , γm} and Un,r,q is locally finite. �

16.15. Theorem, Smoothly paracompact metrizable spaces . [Toruńczyk,
1973]. Let X be a metrizable smooth space. Then the following are equivalent:

(1) X is S-paracompact, i.e. admits S-partitions of unity.
(2) X is S-normal.
(3) The topology of X has a basis which is a countable union of locally finite

families of carriers of smooth functions.
(4) There is a homeomorphic embedding i : X → c0(A) for some A (with

image in the unit ball) such that eva ◦ i is smooth for all a ∈ A.

Proof. ( 1 ) ⇒ ( 3 ) Let Un be the cover formed by all open balls of radius 1/n.
By ( 1 ) there exists a partition of unity subordinated to it. The carriers of these
smooth functions form a locally finite refinement Vn. The union of all Vn is clearly
a base of the topology since that of all Un is one.

( 3 ) ⇒ ( 2 ) Let A1 and A2 be two disjoint closed subsets of X. Let furthermore
Un be a locally finite family of carriers of smooth functions such that

⋃
n Un is a

basis. Let W i
n :=

⋃
{U ∈ Un : U ∩Ai = ∅}. This is the carrier of the smooth locally

finite sum of the carrying functions of the U ’s. The family {W i
n : i ∈ {0, 1}, n ∈ N}

forms a countable cover of X. By the argument used in the proof of 16.10 we
may shrink the W i

n to a locally finite cover of X. Then W 1 =
⋃
nW

1
n is a carrier

containing A2 and avoiding A1. Now use 16.2.2 .

( 2 ) ⇒ ( 1 ) is lemma 16.2 , since metrizable spaces are paracompact.

( 3 ) ⇒ ( 4 ) Let Un be a locally finite family of carriers of smooth functions such
that U :=

⋃
n Un is a basis. For every U ∈ Un let fU : X → [0, 1

n ] be a smooth
function with carrier U . We define a mapping i : X → c0(U), by i(x) = (fU (x))U∈U .
It is continuous at x0 ∈ X, since for n ∈ N there exists a neighborhood V of x0

which meets only finitely many sets U ∈
⋃
k≤2n Uk, and so ‖i(x) − i(x0)‖ ≤ 1

n

for those x ∈ V with |fU (x) − fU (x0)| < 1
n for all U ∈

⋃
k≤n Uk meeting V .

The mapping i is even an embedding, since for x0 ∈ U ∈ U and x /∈ U we have
‖i(x)− i(x0)‖ = fU (x0) > 0.
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( 4 ) ⇒ ( 3 ) By 16.14 the Banach space c0(A) has a basis which is a countable
union of locally finite families of carriers of smooth functions, all of which depend
locally only on finitely many coordinates. The pullbacks of all these functions via
i are smooth on X, and their carriers furnish the required basis. �

16.16. Corollary. Hilbert spaces are C∞-paracompact. [Toruńczyk, 1973].
Every space c0(Γ) (for arbitrary index set Γ) and every Hilbert space (not necessarily
separable) is C∞-paracompact.

Proof. The assertion for c0(Γ) is immediate from 16.15 . For a Hilbert space
`2(Γ) we use the embedding i : `2(Γ)→ c0(Γ ∪ {∗}) given by

i(x)γ =

{
xγ for γ ∈ Γ
‖x‖2 for γ = ∗

This is an embedding: From ‖xn − x‖∞ → 0 we conclude by Hölder’s inequality
that 〈y, xn−x〉 → 0 for all y ∈ `2 and hence ‖xn−x‖2 = ‖xn‖2 +‖x‖2−2〈x, xn〉 →
2‖x‖2 − 2‖x‖2 = 0. �

16.17. Corollary. A countable product of S-paracompact metrizable spaces is
again S-paracompact.

Proof. By theorem 16.15 we have certain embeddings in : Xn → c0(An) with
images contained in the unit balls. We consider the embedding i :

∏
nXn →

c0(
⊔
nAn) given by i(x)a = 1

n in(xn) for a ∈ An which has the required properties
for theorem 16.15 . It is an embedding, since i(xn)→ i(x) if and only if xnk → xk
for all k (all but finitely many coordinates are small anyhow). �

16.18. Corollary. [Godefroy, Troyanski, et. al., 1983]
Let E be a Banach space with a separable projective resolution of identity, see
53.13 . If E is Ck-regular, then it is Ck-paracompact.

Proof. By 53.20 there exists a linear, injective, norm 1 operator T : E → c0(Γ1)
for some Γ1 and by 53.13 projections Pα for ω ≤ α ≤ densE. Let Γ2 := {∆ :
∆ ⊆ [ω,densE), finite}. For ∆ ∈ Γ2 choose a dense sequence (x∆

n )n in the unit
sphere of Pω(E) ⊕

⊕
α∈∆(Pα+1 − Pα)(E) and let y∆

n ∈ E′ be such that ‖y∆
n ‖ = 1

and y∆
n (x∆

n ) = 1. For n ∈ N let π∆
n : x 7→ x− y∆

n (x)x∆
n . Choose a smooth function

h ∈ C∞(E, [0, 1]) with h(x) = 0 for ‖x‖ ≤ 1 and h(x) = 1 for ‖x‖ ≥ 2. Let
Rα := (Pα+1 − Pα)/‖Pα+1 − Pα‖.
Now define an embedding as follows: Let Γ := N3 × Γ2 t N× [ω,densE) t N t Γ1

and let u : E → c0(Γ) be given by

u(x)γ :=


1

2n+m+l h(mπ∆
n x)

∏
α∈∆ h(lRαx) for γ = (m,n, l,∆) ∈ N3 × Γ2,

1
2m h(mRαx) for γ = (m,α) ∈ N× [ω,densE),
1
2 h( xm ) for γ = m ∈ N,
T (x)α for γ = α ∈ Γ1.

Let us first show that u is well-defined and continuous. We do this only for the
coordinates in the first row (for the others it is easier, the third has locally even
finite support).
Let x0 ∈ E and 0 < ε < 1. Choose n0 with 1/2n0 < ε. Then |u(x)γ | < ε for all
x ∈ X and all α = (m,n, l,∆) with m+ n+ l ≥ n0.
For the remaining coordinates we proceed as follows: We first choose δ < 1/n0. By
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16.19 16. Smooth Partitions of Unity and Smooth Normality

53.13.8 there is a finite set ∆0 ∈ Γ2 such that ‖Rαx0‖ < δ/2 for all α /∈ ∆0. For
those α and ‖x− x0‖ < δ/2 we get

‖Rα(x)‖ ≤ ‖Rα(x0)‖+ ‖Rα(x− x0)‖ < δ

2
+
δ

2
= δ,

hence u(x)γ = 0 for all γ = (m,n, l,∆) with m+ n+ l < n0 and ∆ ∩ ([ω,densE \
∆0) 6= ∅.
For the remaining finitely many coordinates γ = (m,n, l,∆) with m+n+l < n0 and
∆ ⊆ ∆0 we may choose a δ1 > 0 such that |u(x)γ−u(x0)γ | < ε for all ‖x−x0‖ < δ1.
Thus for ‖x−x0‖ < min{δ/2, δ1} we have |u(x)γ −u(x0)γ | < 2ε for all γ ∈ N3×Γ2

and |u(x0)γ | ≥ ε only for α = (m,n, l,∆) with m+ n+ l < n0 and ∆ ⊆ ∆0.

Since T is injective, so is u. In order to show that u is an embedding let x∞, xp ∈ E
with u(xp) → u(x∞). Then xp is bounded, since for n0 > ‖x∞‖ implies that
h(x∞/n0) = 0 and from h(xp/n0) → h(x∞/n0) we conclude that ‖xp/n0‖ ≤ 2 for
large p.

Now we show that for any ε > 0 there is a finite ε-net for {xp : p ∈ N}: For this
we choose m0 > 2/ε. By 53.13.8 there is a finite set ∆0 ⊆ Λ(x∞) :=

⋃
ε>0{α <

densE : ‖Rα(x∞)‖ ≥ ε} and an n0 := n ∈ N such that ‖m0π
∆0
n (x∞)‖ ≤ 1 and

hence h(m0π
∆0
n (x∞)) = 0. In fact by 53.13.9 there is a finite linear combination

of vectors Rα(x∞), which has distance less than ε from x∞, let δ := min{‖Rα(x)‖ :
for those α} > 0. Since the y∆0

n are dense in the unit sphere of Pω ⊕
⊕

α∈∆0
RαE

we may choose an n such that ‖x∞ − ‖x∞‖x∆0
n ‖ < 1

2m0
and hence

‖π∆0
n (x∞)‖ = ‖x∞ − y∆0

n (x∞)x∆0
n ‖

≤
∥∥∥∥x∞ − ‖x∞‖x∆0

n

∥∥∥∥+ ‖x∞‖
∥∥∥∥x∆0

n − y∆0
n (x∆0

n )x∆0
n

∥∥∥∥
+ ‖y∆0

n ‖
∥∥∥∥‖x∞‖x∆0

n − x∞)
∥∥∥∥ ‖x∆0

n ‖

≤ 1
2m0

+ 0 +
1

2m0
=

1
m0

Next choose l0 := l ∈ N such that l0δ0 ≥ 2 and hence ‖l0Rαx∞‖ ≥ 2 for all α ∈ ∆0.
Then

h(m0π
∆0
n0
xp)

∏
α∈∆0

h(l0Rαxp)→ h(m0π
∆0
n0
x∞)

∏
α∈∆0

h(l0Rαx∞)

and h(l0Rαxp)→ h(l0Rαx∞) = 1 for α ∈ ∆0

Hence
h(m0π

∆0
n0
xp)→ h(m0π

∆0
n0
x∞) = 0,

and so ‖π∆0
n0
xp‖ ≤ 2/m0 < ε for all large p. Thus d(xp,Rx∆0

n0
) ≤ ε, hence {xp : p ∈

N} has a finite ε-net, since its projection onto the one dimensional subspace Rx∆0
n0

is bounded.

Thus {x∞, xp : p ∈ N} is relatively compact, and hence u restricted to its closure
is a homeomorphism onto the image. So xp → x∞.

Now the result follows from 16.15 . �

16.19. Corollary. [Deville, Godefroy, Zizler, 1990]. Let c0(Γ) → E → F be a
short exact sequence of Banach spaces and assume F admits Cp-partitions of unity.
Then E admits Cp-partitions of unity.

Proof. Without loss of generality we may assume that the norm of E restricted
to c0(Γ) is the supremum norm. Furthermore there is a linear continuous splitting
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T : `1(Γ) → E′ by 13.17.3 and a continuous splitting S : F → E by 53.22 with
S(0) = 0. We put Tγ := T (eγ) for all γ ∈ Γ. For n ∈ N let Fn be a Cp-partition
of unity on F with diam(carr(f)) ≤ 1/n for all f ∈ Fn. Let F :=

⊔
n Fn and let

Γ2 := {∆ ⊆ Γ : ∆ is finite}. For any f ∈ F choose xf ∈ S(carr(f)) and for any
∆ ∈ Γ2 choose a dense sequence {y∆

f,m : m ∈ N} 3 0 in the linear subspace generated
by {xf + eγ : γ ∈ ∆}. Let `∆f,m ∈ E′ be such that `∆f,m(y∆

f,m) = ‖`∆f,m‖ · ‖y∆
f,m‖ = 1.

Let π∆
f,m : E → E be given by π∆

f,m(x) := x − `∆f,m(x) y∆
f,m. Let h : E → R be

Cp with h(x) = 0 for ‖x‖ ≤ 1 and h(x) = 1 for ‖x‖ ≥ 2. Let g : R → [−1, 1] be
Cp with g(t) = 0 for |t| ≤ 1 and injective on {t : |t| > 1}. Now define a mapping
u : E → c0(Γ̃), where

Γ̃ := (F × Γ2 × N2) t (F × Γ) t (F × N) t t N t N

by

u(x)γ̃ :=
1

2n+m+j
f(x̂)h(j π∆

f,m(x))
∏
γ∈∆

g(nTγ(x− xf ))

for γ̃ = (f,∆, j,m) ∈ Fn × Γ2 × N2, and by

u(x)γ̃ :=



1
2n f(x̂) g(nTγ(x− xf )) for γ̃ = (f, γ) ∈ Fn × Γ

1
2n+j f(x̂)h(j (x− xf )) for γ̃ = (f, j) ∈ Fn × N
1

2n f(x̂) for γ̃ = f ∈ Fn ⊆ F
1

2n h(nx) for γ̃ = n ∈ N
1

2n h(x/n) for γ̃ = n ∈ N.

We first claim that u is well-defined and continuous. Every coordinate x 7→ u(x)γ
is continuous, so it remains to show that for every ε > 0 locally in x the set
of coordinates γ, where |u(x)γ | > ε is finite. We do this for the first type of
coordinates. For this we may fix n, m and j (since the factors are bounded by 1).
Since Fn is a partition of unity, locally f(x̂) 6= 0 for only finitely many f ∈ Fn, so we
may also fix f ∈ Fn. For such an f the set ∆0 := {γ : |Tγ(x−xf )| ≥ π(x−xf )+ 1

n}
is finite by the proof of 13.17.3 . Since ‖x̂ − xf‖ = ‖π(x − xf )‖ ≤ 1/n be have
g(nTγ(x− xf )) = 0 for γ /∈ ∆0.

Thus only for those ∆ contained in the finite set ∆0, we have that the corresponding
coordinate does not vanish.

Next we show that u is injective. Let x 6= y ∈ E.
If x̂ 6= ŷ, then there is some n and a f ∈ Fn such that f(x̂) 6= 0 = f(ŷ). Thus this
is detected by the 4th row.
If x̂ = ŷ then Sx̂ = Sŷ and since x− Sx̂, y − Sŷ ∈ c0(Γ) there is a γ ∈ Γ with

Tγ(x− Sx̂) = (x− Sx̂)γ 6= (y − Sŷ)γ = Tγ(y − Sŷ).

We will make use of the following method repeatedly:
For every n there is a fn ∈ Fn with fn(x̂) 6= 0 and hence ‖x̂ − x̂fn‖ ≤ 1/n.
Since S is continuous we get xfn = S(x̂fn) → S(x̂) and thus limn Tγ(x − xfn) =
limn Tγ(x− S(x̂fn)) = Tγ(x− S(x̂)).
So we get

lim
n
Tγ(x− xfn) = Tγ(x− S(x̂)) 6= Tγ(y − S(ŷ)) = lim

n
Tγ(y − xfn).

If all coordinates for u(x) and u(y) in the second row would be equal, then

g(nTγ(x− xf )) = g(nTγ(y − xf ))

since fγ(x̂) 6= 0, and hence ‖Tγ(x− xf )− Tγ(y − xf )‖ ≤ 2/n, a contradiction.
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Now let us show that u is a homeomorphism onto its image. We have to show
xk → x provided u(xk)→ u(x).
We consider first the case, where x = Sx̂. As before we choose fn ∈ Fn with
fn(x̂) 6= 0 and get xfn = S(x̂fn)→ S(x̂) = x. Let ε > 0 and j > 3/ε. Choose an n
such that ‖xfn − x‖ < 1/j. Then h(j (xfn − x)) = 0. From the coordinates in the
third and fourth row we conclude

f(x̂k)h(j (xk − xfn))→ f(x̂)h(j (x− xfn)) and f(x̂k)→ f(x̂) 6= 0.

Hence
h(j (xk − xfn))→ h(j (x− xfn)) = 0.

Thus ‖xk − xfn‖ < 2/j for all large k. But then

‖xk − x‖ ≤ ‖xk − xfn‖+ ‖xfn − x‖ <
3
j
< ε,

i.e. xk → x.
Now the case, where x 6= Sx̂. We show first that {xk : k ∈ N} is bounded. Pick
n > ‖x‖. From the coordinates in the last row we get that limk h(xk/n) = 0, i.e.
‖xk‖ ≤ 2n for all large k.
We claim that for j ∈ N there is an n ∈ N and an f ∈ Fn with f(x̂) 6= 0, a finite
set ∆ ⊆ Γ with

∏
γ∈∆ g(nTγ(x− xf )) 6= 0 and an m ∈ N with h(j π∆

f,m(x)) = 0.
From 0 6= (x − Sx̂) ∈ c0(Γ) we deduce that there is a finite set ∆ ⊆ Γ with
Tγ(x− Sx̂) = (x− Sx̂)γ 6= 0 for all γ ∈ ∆ and dist(x− Sx̂, 〈eγ : γ ∈ ∆〉) < 1/(3j),
i.e. |(x−Sx̂)γ | ≤ 1/(3j) for all γ /∈ ∆. As before we choose fn ∈ Fn with fn(x̂) 6= 0
and get xfn = S(x̂fn)→ S(x̂) and

lim
n
Tγ(x− xfn) = (x− Sx̂)γ 6= 0 for γ ∈ ∆.

Thus g(n (Tγ(x− xfn))) 6= 0 for all large n and γ ∈ ∆. Furthermore, dist(x, xfn +
〈eγ : γ ∈ ∆〉) = dist(x − xfn , 〈eγ : γ ∈ ∆〉) < 1/(2j). Since {y∆

fn,m
: m ∈ N} is

dense in 〈xfn + eγ : γ ∈ ∆〉 there is an m such that ‖x − y∆
fn,m
‖ < 1/(2j). Since

‖π∆
fn,m
‖ ≤ 2 we get

‖π∆
fn,m(x)‖ ≤ ‖x− y∆

fn,m‖+ |1− `∆fn,m(x)| ‖y∆
fn,m‖

≤ 1
2j

+ ‖`∆fn,m‖ ‖x− y
∆
fn,m‖ ‖y

∆
fn,m‖ ≤

1
2j

+
1
2j

=
1
j
,

hence h(j π∆
fn,m

(x)) = 0.

We claim that for every ε > 0 there is a finite ε-net of {xk : k ∈ N}. Let ε > 0.
We choose j > 4/ε and we pick n ∈ N, f ∈ Fn, ∆ ⊆ Γ finite, and m ∈ N satisfying
the previous claim. From u(xk)→ u(x) we deduce from the coordinates in the first
row, that

f(x̂k)h(j π∆
f,m(xk))

∏
γ∈∆

g(nTγ(xk − xf ))→

→ f(x̂)h(j π∆
f,m(x))

∏
γ∈∆

g(nTγ(x− xf )) for k →∞

and since by the coordinates in the fourth row f(x̂k) → f(x̂) 6= 0 we obtain from
the coordinates in the second row, that

g(nTγ(xk − xf ))→ g(nTγ(x− xf )) 6= 0 for γ ∈ ∆.

Hence
h(j π∆

f,m(xk))→ h(j π∆
f,m(x)) = 0.
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Therefore

‖xk − `∆f,m(xk) y∆
f,n‖ = ‖π∆

f,m(xk)‖ < 1
j
<
ε

4
for all large k.

Thus there is a finite dimensional subspace in E spanned by y∆
f,n and finitely many

xk, such that all xk have distance ≤ ε/4 from it. Since {xk : k ∈ N} are bounded,
the compactness of the finite dimensional balls implies that {xk : k ∈ N} has an
ε-net, hence {xk : k ∈ N} is relatively compact, and since u is injective we have
limk xk = x.

Now the result follows from 16.15 . �

Remark. In general, the existence of C∞-partitions of unity is not inherited by the
middle term of short exact sequences: Take a short exact sequence of Banach spaces
with Hilbert ends and non-Hilbertizable E in the middle, as in 13.18.6 . If both E
and E∗ admitted C2-partitions of unity, then they would admit C2-bump functions,
hence E was isomorphic to a Hilbert space by [Meshkov, 1978], a contradiction.

16.20. Results on C(K). Let K be compact. Then for the Banach space C(K)
we have:

(1) [Deville, Godefroy, Zizler, 1990]. If K(ω) = ∅ then C(K) is C∞-paracom-
pact.

(2) [Vanderwerff, 1992] If K(ω1) = ∅ then C(K) is C1-paracompact.
(3) [Haydon, 1990] In contrast to ( 2 ) there exists a compact space K with

K(ω1) = {∗}, but such that C(K) has no Gâteaux-differentiable norm.
Nevertheless C(K) is C1-regular by [Haydon, 1991]. Compare with 13.18.2 .

(4) [Namioka, Phelps, 1975]. If there exists an ordinal number α with K(α) =
∅ then the Banach space C(K) is Asplund (and conversely), hence it does
not admit a rough norm, by 13.8 .

(5) [Ciesielski, Pol, 1984] There exists a compact K with K(3) = ∅. Conse-
quently, there is a short exact sequence c0(Γ1)→ C(K)→ c0(Γ2), and the
space C(K) is Lipschitz homeomorphic to some c0(Γ). However, there is
no continuous linear injection of C(K) into some c0(Γ).

Notes. ( 1 ) Applying theorem 16.19 recursively we get the result as in 13.17.5 .

16.21. Some radial subsets are diffeomorphic to the whole space.
We are now going to show that certain subsets of convenient vector spaces are
diffeomorphic to the whole space. So if these subsets form a base of the c∞-topology
of the modeling space of a manifold, then we may choose charts defined on the whole
modeling space. The basic idea is to ‘blow up’ subsets U ⊆ E along all rays starting
at a common center. Without loss of generality assume that the center is 0. In
order for this technique to work, we need a positive function ρ : U → R, which
should give a diffeomorphism f : U → E, defined by f(x) := 1

ρ(x)x. For this we
need that ρ is smooth, and since the restriction of f to U ∩ R+x → R+x has to
be a diffeomorphism as well, and since the image set is connected, we need that
the domain U ∩ R+x is connected as well, i.e., U has to be radial. Let Ux := {t >
0 : tx ∈ U}, and let fx : Ux → R be given by f(tx) = t

ρ(tx)x =: fx(t)x. Since
up to diffeomorphisms this is just the restriction of the diffeomorphism f , we need
that 0 < f ′x(t) = ∂

∂t
t

ρ(tx) = ρ(tx)−tρ′(tx)(x)
ρ(tx)2 for all x ∈ U and 0 < t ≤ 1. This

means that ρ(y) > ρ′(y)(y) for all y ∈ U , which is quite a restrictive condition,
and so we want to construct out of an arbitrary smooth function ρ : U → R, which
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tends to 0 towards the boundary, a new smooth function ρ satisfying the additional
assumption.

Theorem. Let U ⊆ E be c∞-open with 0 ∈ U and let ρ : U → R+ be smooth, such
that for all x /∈ U with tx ∈ U for 0 ≤ t < 1 we have ρ(tx) → 0 for t ↗ 1. Then
starU := {x ∈ U : tx ∈ U for all t ∈ [0, 1]} is diffeomorphic to E.

Proof. First remark that starU is c∞-open. In fact, let c : R → E be smooth
with c(0) ∈ starU . Then ϕ : R2 → E, defined by ϕ(t, s) := t c(s) is smooth and
maps [0, 1]×{0} into U . Since U is c∞-open and R2 carries the c∞-topology there
exists a neighborhood of [0, 1] × {0}, which is mapped into U , and in particular
there exists some ε > 0 such that c(s) ∈ starU for all |s| < ε. Thus c−1(starU)
is open, i.e., starU is c∞-open. Note that ρ satisfies on starU the same boundary
condition as on U . So we may assume without loss of generality that U is radial.
Furthermore, we may assume that ρ = 1 locally around 0 and 0 < ρ ≤ 1 everywhere,
by composing with some function which is constantly 1 locally around [ρ(0),+∞).

Now we are going to replace ρ by a new function ρ̃, and we consider first the
case, where E = R. We want that ρ̃ satisfies ρ̃′(t)t < ρ̃(t) (which says that the
tangent to ρ̃ at t intersects the ρ̃-axis in the positive part) and that ρ̃(t) ≤ ρ(t),
i.e., log ◦ρ̃ ≤ log ◦ρ, and since we will choose ρ̃(0) = 1 = ρ(0) it is sufficient to have
ρ̃′

ρ̃ = (log ◦ρ̃)′ ≤ (log ◦ρ)′ = ρ′

ρ or equivalently ρ̃′(t)t
ρ̃(t) ≤

ρ′(t)t
ρ(t) for t > 0. In order

to obtain this we choose a smooth function h : R → R which satisfies h(t) < 1,
and h(t) ≤ t for all t, and h(t) = t for t near 0, and we take ρ̃ as solution of the
following ordinary differential equation

ρ̃′(t) =
ρ̃(t)
t
· h
(
ρ′(t)t
ρ(t)

)
with ρ̃(0) = 1.

Note that for t near 0, we have 1
th
(
ρ′(t)t
ρ(t)

)
= ρ′(t)

ρ(t) , and hence locally a unique
smooth solution ρ̃ exists. In fact, we can solve the equation explicitly, since
(log ◦ρ̃)′(t) = ρ̃′(t)

ρ̃(t) = 1
t · h

(
ρ′(t)t
ρ(t)

)
, and hence ρ̃(s) = exp(

∫ s
0

1
t · h(ρ

′(t)t
ρ(t) ) dt), which

is smooth on the same interval as ρ is.

Note that if ρ is replaced by ρs : t 7→ ρ(ts), then the corresponding solution ρ̃s
satisfies ρ̃s = ρ̃s. In fact,

(log ◦ρ̃s)′(t) =
(ρ̃s)′(t)
ρ̃s(t)

=
sρ̃′(st)
ρ̃(st)

=
1
t
· stρ̃

′(st)
ρ̃(st)

=
1
t
h
(stρ′(st)
ρ(st)

)
=

1
t
h
( t(ρs)′(t)

ρs(t)

)
.

For arbitrary E and x ∈ E let ρx : Ux → R+ be given by ρx(t) := ρ(tx), and let
ρ̃ : U → R+ be given by ρ̃(x) := ρ̃x(1), where ρ̃x is the solution of the differential
equation above with ρx in place of ρ.

Let us now show that ρ̃ is smooth. Since U is c∞-open, it is enough to consider
a smooth curve x : R → U and show that t 7→ ρ̃(x(t)) = ρ̃(x(t))(1) is smooth.

This is the case, since (t, s) 7→ 1
sh
(
ρ′x(t)(s)s

ρx(t)(s)

)
= 1

sh
(
ρ′(s x(t))(s x(t))

ρ(s x(t))

)
is smooth,

since ϕ(t, s) := ρ′(s x(t))(s x(t))
ρ(s x(t)) satisfies ϕ(t, 0) = 0, and hence 1

sh(ϕ(t, s)) = ϕ(t,s)
s =

ρ′(s x(t))(x(t))
ρ(s x(t)) locally.

From ρsx(t) = ρ(tsx) = ρx(ts) we conclude that ρ̃sx(t) = ρ̃x(ts), and hence ρ̃(sx) =
ρ̃x(s). Thus, ρ̃′(x)(x) = ∂

∂t |t=1ρ̃(tx) = ∂
∂t |t=1ρ̃x(t) = ρ̃′x(1) < ρ̃x(1) = ρ̃(x). This

shows that we may assume without loss of generality that ρ : U → (0, 1] satisfies
the additional assumption ρ′(x)(x) < ρ(x).
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Note that fx : t 7→ t
ρ(tx) is bijective from Ux := {t > 0 : tx ∈ U} to R+, since 0

is mapped to 0, the derivative is positive, and t
ρ(tx) → ∞ if either ρ(tx) → 0 or

t→∞ since ρ(tx) ≤ 1.

It remains to show that the bijection x 7→ 1
ρ(x)x is a diffeomorphism. Obviously,

its inverse is of the form y 7→ σ(y)y for some σ : E → R+. They are inverse
to each other so 1

ρ(σ(y)y)σ(y)y = y, i.e., σ(y) = ρ(σ(y)y) for y 6= 0. This is
an implicit equation for σ. Note that σ(y) = 1 for y near 0, since ρ has this
property. In order to show smoothness, let t 7→ y(t) be a smooth curve in E.
Then it suffices to show that the implicit equation (σ ◦ y)(t) = ρ((σ ◦ y)(t) · y(t))
satisfies the assumptions of the 2-dimensional implicit function theorem, i.e., 0 6=
∂
∂σ (σ−ρ(σ ·y(t))) = 1−ρ′(σ ·y(t))(y(t)), which is true, since multiplied with σ > 0
it equals σ − ρ′(σ · y(t))(σ · y(t)) < σ − ρ(σ · y(t)) = 0. �
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[96] J. A. Dieudonné. Foundations of modern analysis, I. Academic Press, New York – London,

1960.

[97] Adrien Douady. Le problème des modules pour les sous-espaces analytiques compacts d’un
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[124] Maurice Fréchet. Sur la notion de différentielle dans l’analyse générale. C. R. Acad. Sci.

Paris, 180:806–809, 1925.

[125] Maurice Fréchet. Sur la notion de différentielle. J. Math. Pures Appl., 16:233–250, 1937.
[126] D. Freed and K. Uhlenbeck. Instantons and 4-manifolds. Springer-Verlag, New York, 1984.

MSRI Publications 1.

70 Andreas Kriegl , Univ.Wien, October 2, 2008



Bibliography

[127] D. S. Freed and D. Groisser. The basic geometry of the manifold of Riemannian metrics and
of its quotient by the diffeomorphism group. Mich. Math. J., 36:323–344, 1989.

[128] Michael H. Freedman. The topology of four dimensional manifolds. J. Differ. Geo., 17:357–

454, 1982.
[129] C. Freifeld. One-parameter subgroups do not fill a neighborhood of the identity in an infinite

dimensional Lie (pseudo)-group, pages 538–543. Benjamin, New York, 1967. Lectures in

Mathematics and Physics.
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[136] Alfred Frölicher and Andreas Kriegl. Linear spaces and differentiation theory. J. Wiley,

Chichester, 1988. Pure and Applied Mathematics.
[137] D. B. Fuks. Cohomology of infinite dimensional Lie algebras. Nauka Consultants Bureau

(Plenum Press), Moscow New York, 1984 1986. (Russian) transl. English Contemporary
Soviet Mathematics.

[138] Ronald O. Fulp. Connections on the path bundle of a principal fiber bundle. Differ. Geom.

Appl., 4:201–237, 1994.
[139] Peter Gabriel and M. Zisman. Fondements de la topologie simpliciale. Université de Stras-

bourg, 1963/64. Séminaire homotopique.

[140] W. Gähler. Grundstrukturen der Analysis I, II. Birkhäuser/Akademie Verlag, Basel/Berlin,
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[166] Matthias Günther. Beiträge zur lokalen Lösbarkeit nichtlinearer partieller Differentialgle-

ichungen. PhD thesis, Karl-Marx-Universität, Leipzig, 1988.
[167] Matthias Günther. On the perturbation problem associated to isometric embeddings of

Riemannian manifolds. Ann. Global Anal. Geom., 7,1:69–77, 1989.

[168] Matthias Günther. Isometric embeddings of Riemannian manifolds. was inbook,, 1991.
[169] Federer H. Geometric Measure Theory. Springer, Berlin, 1969.

[170] J. Hadamard. Lȩ
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[310] L Natarajan, E. Rodrǵuez-Carrington, and J. A. Wolf. Locally convex Lie groups. was
article, Preprint
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