STOCHASTIC MASS TRANSFER

ABSTRACT

The theory of optimal transport (OT) has seen a tremendous development in the last 25
years with fascinating applications ranging from geometric and functional inequalities over
PDEs and geometry to image analysis and statistics. In recent years, variants of the optimal
transport problem with additional stochastic constraints have received increasing attention,
e.g. weak optimal transport (WQOT), entropic optimal transport (EOT), martingale optimal
transport (MOT) and causal/adapted optimal transport (COT).

The aim of this lecturdlis to serve as an introduction into the stochastic variants of the
transport problem. After a quick recall of the classical OT problem we will start investi-
gating the above mentioned probabilistic versions.

FREQUENTLY USED NOTATION

e X,Y denote Polish spaces

e For a Polish space X we denote the probability measures over X by P(X), the set
of Borel measures by M(X), and the Borel sets by B(X).

e Foramap 7T : X — Y and u € P(X) we denote the image measure of y under 7 by
T =Ty =poT!

e The set of all all couplings between two probability measures y, v will be denoted
by Cpl(u, v).

e (C,(X) denotes the continuous and bounded functions f : X — R.

e For integrable f : X — R and u € M(X) we often write u(f) := ffdu.

1. THE OPTIMAL TRANSPORT PROBLEM

In this section we will give a short introduction into the theory of optimal transport.
This will serve as a benchmark or guidance for what to expect for the different stochastic
variations of the transport problem we will consider in the next sections.

For reference and further reading we refer to the books [Sanl5,/AG13} [Vil03].

1.1. On how mass is transported.

Definition 1.1. A ropological space (X, 1) is called Polish, iff it is separable and there
exists a metric d metrizing T s.t. (X, d) is a complete metric space.

Let X,Y be Polish spaces and denote the set of probability measures by P(X), P(Y).
Given two distributions ¢ € P(X), v € P(Y) we are interested in ways of transporting mass
distributed according to u into mass distributed according to v. In mathematical terms:

Definition 1.2. For a Borel function T : X — Y we define the push-forward of u by T or
the image measure of u under T by

T():=Typu=poT ",
ie. T(w)(A) = w(T~Y(A)) for all A € BY). If T(u) = v we call T a transport map (or

Monge transport) from u to v.

This problem was first formulated by Gaspard Monge in 1781 in the article “Sur la
theorie des déblais et des remblais” [Mon81] where he was interested in minimizing the
transport cost of moving a pile of sand.

IThese notes are based on earlier lectures / lecture notes of Julio Backhoff-Veraguas, Martin Huesmann and
Gudmund Pammer.
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FiGure 1. A possible transport from a distribution u to a distribution v
viaamap T.

Remark 13. In X = Y = R, if U, v have densities and T is regular enough, then T is a
transport map between u and v iff

dv du
det(DT)— o T = —,
et )dx ° dx
as follows from the change of variables formula. This is a complicated PDE in the unknown
T, called the Monge-Ampere Equation. Finding an optimal map then boils down to finding

a solution with further structural properties.
In general, transport maps from y to v might not exist:

Example 1.4. Assume u = §p € P(R) and v # 9, for all a € R. Since, T(u) = d7() for any
transport map 7 there cannot be amap 7 s.t. T (i) = v.

Another problem with the notion of transport maps is that the constraint 7'(1) = v is not
closed w.r.t. a reasonable topology.

Definition 1.5. Let u € P(X),v € PY). A coupling of u and v is a measure 1 € P(X X'Y)
with marginals u and v, i.e.

m(AXY)=u(A) forall A € B(X) and n(Xx B) = v(B) forall B € B(Y).
The set of all couplings of u and v will be denoted by Cpl(u, v).

Stochastically, a coupling 7 of u and v is a joint law of two random variables (X, Y) such
that law,(X) = u and law,(Y) = v. In particular, conditioning on X = x we can interpret
the regular conditional probability 7(-|X = x) as a plan on how to transport the mass at
x. Therefore, we will often call coupling transport plans. Analytically, this corresponds
to disintegrating 7 w.r.t. its first marginal u to obtain a family of probability measures
(m,(dy))xex. In terms of the projections

projy : XxXY = X, (x,¥) = x,projy : XXY =Y, (x,y) >y

a measure 7 € P(X X Y) is an element of Cpl(u, v) iff projy(7) = u and projy(7) = v. A
further equivalent characterization of Cpl(u, v) is

(r e PXxY): [ fx)dn(x.y) = [ fdu, [g0)dn(x,y) = [gdufor f € Cy(X). g € Cp(Y)).
(1.1

The set Cpl(y, v) is always non-empty. Indeed the product coupling (stochastically, the
independent coupling) satisfies u ® v € Cpl(u, v).

Remark 1.6. Observe, that any transport map 7 : X — Y from u to v induces a transport
plan 7 := (Id, T)() € Cpl(y, v). We call 77 a Monge coupling or the coupling induced by
the map 7.

We give some further examples of transport maps / couplings:

Example 1.7. Let v be a probability measure on R and write F” for its distribution function.
The corresponding quantile function is given by the generalized inverse ¢” : (0,1) —» R
defined by

q"(u) := inf{x : F(x) > 0}. (1.2)
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Writing A for the Lebesgue measure on the unit interval, we have g,(4) = v, thatis ¢” if a
Monge-map which takes A to v.

If v has atoms, then so does F”(v) and in particular F” is not a Monge-map from v to A.

On the other hand, if u is a continuous probability on R (i.e. has no atoms), than F’ ;‘ (W =
A. In this situation the map 7 := ¢” o F* is a Monge-transport from u to v, the so called
monotone transport mapping.

Example 1.8. If u,v are (non necessarily continuous) measures on the real line, © :=
(¢*, g")sA is a coupling of u, v, the so called co-monotone coupling.

1.2. The Monge and Kantorovich optimal transport problem. Fix a Borel measurable
function ¢ : X XY — [0, co]. We will interpret ¢ as the cost of transporting a unit of mass
from x € X to y € Y. Therefore, we will call such a function a cost function.

Slightly more generally we will also consider ¢ : X X Y — (—o0, c0] which is lower
bounded in the sense that there exists a € L'(u),b € L'(v), such that a(x) + b(y) < c(x,y)
for x € X,y € Y. Problems for such cost functions can be reduced to the case of non-
negative costs functions by considering the mapping (x,y) = c(x,y) + a_(x) + b_(y) which
leads to an equivalent optimization problem.

In virtually all applications c is continuous or at least lower semi-continuous and we
will freely make this assumption if it simplifies arguments.

Definition 1.9. Let u € P(X),v € P(Y) and c a cost function. The Monge problem is to
solve

PY = PM(u,v) := inf f c(x, T(x)) u(dx), (MP)

where the infimum runs over all transport maps T : X — Y such that T(u) = v. Any map
T attaining the infimum in (MP) is called optimal transport map.

Definition 1.10. Let u € P(X),v € P(Y) and c a cost function. The Kantorovich problem
is to solve

PX = PX(u,v) := inffc(x, y) n(dx, dy), (KP)

where the infimum runs over all couplings n € Cpl(u,v). Any coupling n attaining the
infimum in (KP) is called optimal coupling or optimal transport plan.

Remark 1.11 (Kantorovich problem in probabilistic terms). Let (Q, 7, P) be a (non-atomic)
probability space and write X, Y, Z for random variables on Q. Then Cpl(u, v) = {law(X, Y) :
X ~ u, Y ~ v} and we can formulate the transport problem as

PX = inf(E[c(X, V)] : X ~ 1, ¥ ~ v}
As we will see, the Kantorovich problem is much better behaved than the Monge prob-

lem. For instance, the following properties are immediate.

Remark 1.12. e The set Cpl(u, v) is convex.
e The map 7 — f ¢ dr is linear.

Moreover, Cpl(u, v) is compact in a natural topology which will allow us to show ex-
istence of optimal couplings under some assumption on the cost function c: Recall that a
sequence of measures (i, ),y € P(X) converges weakly to u € P(X) iff

f fdu, — f fdu, forall f € Cy(X),

where C,(X) denote the continuous and bounded functions on X. We call the induced
topology on £(X) the weak topology.

Theorem 1.13 (Prokhorov). Let X be a Polish space. A family A C P(X) of probability
measures on X is relatively compact w.r.t. the weak topology iff it is tight, i.e. for every
& > 0 there exists K. € X compact such that

supu(X\ K,) < e.
UEA



4 STOCHASTIC MASS TRANSFER

For a proof we refer to [Bil99].

Lemma 1.14. IfA; € P(X),Az € P(Y) are tight so is A3z := {m € P(X X Y) : projy(r) €
Ay and projy(m) € Az},

Proof. Letm € A3 and € > 0 be given. Pick K; € X, K, C Y such that u(X \ K;) <
e, v(Y\K,) <eforallu e Aj,v € A,. Since, K; X K; € XX Y is compact the claim follows
from

AX XY\ K; X Kp) <a((X\K)XY)+a(Xx (Y \ K2) = u(X\ K)) +v(Y \ K») < 2e.
m}
Corollary 1.15. The set Cpl(u, v) is compact.

Proof. Since {u} € P(X), {v} € P(Y) are tight, Cpl(u, v) is tight by Lemma([I.T4] It remains
to show that it is closed. Pick (1,,),en C Cpl(u, v) with limit 7. We have to show that 7 has
marginals ¢ and v. Pick ¢ € Cp(X) and define @(x,y) := ¢(x) so that g € C,(X X Y). Then,
we know that

f(pdﬂzf@dﬂzlimf¢dﬂ,,=limfgod7rn=f(pd,u

so that projy () = u. Similarly, it follows that projy(m) = v. O

A function f : Z — (—o0,00] is lower semi-continuous (l.s.c.) if for all sequence
2,21,225- .. € Z, lim,_,o, 7, = z we have liminf f(z,) > f(z). Equivalently, f is ls.c. if
there is a sequence of continuous functions fi, f2,... : Z — [0, o) such that f = sup, f,.
(Clearly fi, f>, ... can be chosen to be upper bounded and if f is lower bounded, they can
be chosen to be upper and lower bounded.) Alternative a function f is 1.s.c. iff its epigraph
is closed or iff its level sets {x : f(x) < a} are closed.

Ifc: XXY — [0, o) is lower semi continuous, also the mapping

7r—>fcdn

is lower semicontinuous (on P(Z)) since it is a supremum of the continuous bounded func-
tions T — fc/\ndﬂ,n =1,2,....

Note also that a lower semicontinuous function attains its infimum on every compact
set. From these observations we obtain:

Theorem 1.16. Assume that c : XXY — [0, oo] is lower semi-continous and bounded from
below. Then there exists a minimizer n* to (KP), i.e. 7* € argmin, gy, f cdn.

As a consequence of the relaxation of the Monge problem to the Kantorovich problem
we can guarantee the existence of optimal couplings in some generality. However, there
are several natural questions. For instance,

e When is the optimal coupling unique?
e What is the relationship between (KP)) and (MP)?
o Can we characterize the structure of optimal couplings? Are there necessary/sufficient
conditions for optimality?
A powerful tool to answer these questions lies in the notion of cyclical monotonicity (more
precisely, c-cyclical monotonicity) and the dual problem.

1.3. The dual problem and characterization of optimal couplings. A fundamental in-
sight of Kantorovich was the transport problem admits a dual formulation:

Definition 1.17 (Dual problem). For u € P(X),v € P(Y) the dual problem is to maximize

f @(X)dpu(x) + f Y()dv(y)

over ¢ € Cp(X), ¥ € Cp(Y) such that p(x) + Y(y) < c(x,y) for all (x,y) € X X Y. We denote
the maximal value by DX := DX(u,v).
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We will often write ¢ @ ¢ for the function given by

POY(x,y) = o(x) +¥(y), (x,y)€XXY.

It is often useful allow for the larger set of dual candidates
D(e) ={(@.¥) 1 ¢ : X = [-00,00),4 1 ¥ > [~00,00), 9 € L' (W), Yy € L'(v), 9 @Y < ¢}

which has the advantage that it will be easier to find maximizers for the dual problem.
It is immediate that Dé” < Pﬁ” since for any candidates ¢,y it follows from the
marginal constraint on 7 that

f wdu + f Ydp = f (p(x) + Y(y)m(dx, dy) < f cdn.

We will say that duality holds if DM = PM,

Remark 1.18. Let ¢, be integrable with ¢ @ ¢ < c¢. Then u(p) + v(¥) = n(c) if and
only if duality holds and ¢,y dual maximizers. In this case 7({c = ¢ ® ¢¥}) = 1, in fact
it is straightforward (please check for yourself) that 7 € Cpl(u, v) is optimal if and only
if t(fc = ¢ @ y¢}) = 1. Theorem below provides relatively general conditions which
guarantee that we are in this situation.

For the understanding of the transport problem it is extremely useful that duality holds:

Theorem 1.19 (Duality). Let u € P(X),v € P(Y)and ¢ : XX Y — [0, co] be L.s.c. Then,
Pf = qeciﬁa " f cdq = suplu(e)+v(y) : ¢ € Cp(X), ¥ € Cy(Y), p()+Y(Y) < c(x, )} = DL

A relatively simple approach is based on the following result from convex analysis:

Theorem 1.20 (see e.g. [Str85, Thm. 45.8] or [AH96, Thm. 2.4.1]). Let K, L be convex
subsets of vector spaces H; resp. H,, where H; is locally convex and let F : K X L — R
be given. If

(1) K is compact,

(2) F(,y) is continuous and convex on K for everyy € L,

(3) F(x,-)is concave on L for every x € K
then

sup inlg F(x,y) = inf sup F(x,y).

yeL X€ xeK e,

Proof in the compact case. We will give a proof under the additional assumption that X, Y
are compact spaces and that c is continuous bounded. Write

0 ifreCpl,
X(ﬂ)={ e S f (6(x) + W O)dr(x, ).
oo else. (@)ECHX)XCH(Y)

As P(X xY) is compact for compact spaces X, Y we can apply Theorem to interchange
inf and sup to obtain

inf fcdﬂ = inf fcdﬂ + x(m)
neCpl(u,v) neP(XXY)

~ inf sup f c(y) — 9(x) — W) dr + () + W)

TEPXXY) (0,)eCHX)XCH(Y)

- swp  inf f e, y) — () — () dr + () + V(W)

(ECHXXC(Y) TEPXXY)

= sup inf c(x,y) — o(x) = ¥(y) + pu(e) + v()
()ECHX)XCp(Y) ENIEXXY
= sup (@) +v(y). ]

(P)ECHX)XCp(Y) oy <c
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From the above proof one can first obtain duality for general Polish spaces X,Y by
approximating u, v with compactly supported measures. It is then easy to extend from the
case of a continuous bounded cost function to a L.s.c. cost function ¢ : X X Y — [0, co] by
approximating ¢ from below with continuous bounded functions.

Other proofs of transport duality often use further tools from convex analysis such as
the Fenchel-Moreau theorem.

Below we give another proof of duality which uses the notion of c-cyclical monotonicity
which is of interest in its own right. It allows to characterize optimality of transport plans
through a “combinatoric optimality property” of its support set:

Definition 1.21. LetT' C XX Y and c: XXY — R. We call T c-cyclically monotone if for

all n € N and sequences (x1,y1), ..., (Xn, Yn) € I, we have with the convention y,,1 := y1
Dty < ) el yin). (1.3)
i=1 i=1

Let 1 € PXXY)and c: XXY — R. We call n c-cyclically monotone if there is a

c-cyclically monotone set " with n(T') = 1.

This is a generalization of the notion of cyclical monotonicity which arose in convex
analysis and corresponds to c-cyclical monotonicity in the special case where c(x,y) =
—Xy, X,y € R4,

Note that if ¢ is continuous than the closure of every c-cyclically monotone set is again
c-cyclically monotone. In this case a transport plan is c-cyclically monotone precisely if
supp 7 is c-cyclically monotone.

Lemma 1.22 (c-cyclical monotonicity: necessary). Let u € P(X),v € P(Y), and c €
CXxY). If 1 € Cpl(u,v) is an optimal coupling (w.r.t. the cost function c) with finite
value, then supp(r) is c-cyclically monotone (so in particular r is c-cyclically monotone).

In fact c-cyclical monotonicity is also sufficient for optimality. However the proof is
more involved and will be given later.

Proof of Lemma Let r* € Cpl(u, v) be an optimizer for V,(u, v) and assume that there
existn € N and (x1,y1), ..., (X, yu) € supp(r) such that

Z c(xi, i) > Z (X, Yis1)-

i=1 i=1
By continuity of ¢ there are neighbourhoods U; of x; and V; of y; such that for all u; €
Ui,VjEVj,l <iLj<n

D clunv) > > i, vier) (14)

i=1 i=1
In the next step, we will use this property to construct a competitor 7 of & with strictly
lower transport cost. To this end, consider m; := w(U; x V;) (which is positive as supp(r) 3
(x;,yi) € U; x V;) and %H|U,-xv, € Cpl(w;, v;) (where (u;, v;) simply denote the renormalized
marginals of 7*|y.«v,). We define

B min; m; < 1,
ri=r+ —— Zﬂ; ®Vis1 — — ' yxv,-
n n nm;
i=1
. min; m;
Since ntlyxv;, — —,—7luxv; = 0, we have that
n . .
mlnjmj C | mlnjmj mlnjmj
= mlyxv, € Cpl|u— His v — vil,
- n i n i

is a positive measure and observe 7 € Cpl(u, v). By (I.4) we find f cdin < f cdm which
contradicts optimality of 7. O
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Given a candidate pair (¢, ) € D(c) we can always improve it by replacing ¢ (which
satisfies ¢(x) < c(x,y) — ¥(y)) by
P(x) = ir}}f c(x,y) —y(y).
Then, (p,¥) € D(c) and since ¢ < @ it follows that u(¢) < u(p) so that the pair (@, )

yields a higher value in the dual problem. Note that ¢ is the biggest function f such that
F(x) + ¥(y) < c(x,y). Similarly, we can replace y by ¢ defined by

P(y) = inf c(x, y) = (%)
producing an even better candidate for the dual problem. This motivates the following

definition

Definition 1.23 (c-transform). Let ¢ : X X Y — R be a Borel measurable cost function.
For a function ¢ : X — R we define its c-transform (also called c-conjugate function)
¢ :Y—>Rby

¢°() = infex, y) = p(x). (1.5)
Analogously, we define the c-transform of ¢ : Y — R by

W) 1= infe(.y) ~ U ().
We say that a function  : Y — R is c-concave if y = ¢° for some ¢ (and analogously for
v:Y > R)

Formally the definition of the c-transform of a function y depends on whether the do-
main of y is X or Y. In most applications we will have X = Y and ¢ will be symmetric.

The c-transform of a function y ‘regularizes’ y: if ¢ is continuous, then (I.3) is an
infimum of continuous functions and thus upper semicontinuous (i.e. its negative is 1.s.c.).
In particular all c-concave functions are then u.s.c. and in particular measurable.

From the previous considerations it is clear that in the dual problem we can restrict
to pairs of c-concave functions. One could go on trying to “improve” these functions,
however, we have the following result:

Lemma 1.24. Suppose that c is real valued. For any ¢ : X — R U {—o0} it holds that
@ = (99)° = . We have ¢ = ¢ iff ¢ is c-concave (i.e. for any ¢ : X — R it holds that
@ i= ((@9))C = ¢°.), in general, ¢“° is the smallest c-concave function larger than .

Proof. Exercise. O

Importantly, c-concave functions share many properties of concave (convex) functions.
Indeed, the terminology is inspired by the Legendre transform

@"(y) := sup xy — ¢(x)

YEX
from convex analysis. Specifically, up to a sign switch, the Legendre transform corresponds
to ¢ transform for the for cost function c(x, y) = —xy, see Example below.

Definition 1.25. Ler ¢ : X — [—00, ) be c-concave. Its c-superdifferential is defined as
o ={(x,y) € XXY :p(x) +¢°(y) = c(x, )}
We also writd]
Fp(x) ={y: (x,y) € 8¢} = {y 1 p(x) + ¢°(y) = c(x, y)} = argymin c(x,y) = (). (1.6)

Similarly, we define the c-superdifferential of a c-concave function  : Y — [—0c0, c0).

Remark 1.26. Note that if ¢ is a c-concave function and ¢, ¢ are continuous bounded (to
avoid integrability issues), then any transport plan concentrated on 0y is optimal between
its marginals.

%It is worthwhile to reflect a bit about the equalities in (T:6).
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Example 1.27. a) Let X =Y, c(x,y) = d(x,y) be a distance. Then ¢ is c-concave
(“d-concave”) if and only if ¢ is 1-Lipschitz and ¢ = —¢.
Proof. ¢%(-) = inf, d(x, -)—@(x) is an infimum over 1-Lipschitz functions and thus
1-Lipschitz, hence any d-concave function is 1-Lipschitz. If ¢ is 1-Lipschitz, then
©(y) — (x) < d(x,y) implies —¢(x) < inf, d(x,y) — p(y) = ¢°(x) and here equality
is attained for x = y. Conversely, it is immediate that any 1-Lipschitz function
with ¢?(x) = —¢(x) is d-concave. ]
b) X =Y =R", ¢(x,y) = —x -y, the standard Euclidean inner product. In this case
¢ = —((=¢)"), where

X' () := sup xy — x(x)
y

denotes the Legendre-transform. In particular, ¢ is c-concave iff ¢ is concave and
u.s.c. In convex analysis the subdifferential dy(x) of a convex function y : R" —
(—c0, 00] in a point x equals

Ox(x) ={y 1 y(x' = x) < x(x') = x(x), Vx € R"} = arg max xy — y(x),
y

with the superdifferential (or supergradient) being defined analogously. In partic-
ular, the c-superdifferential of ¢ is precisely the classical superdifferential d¢ of ¢
from convex analysis.

The link between optimal transport and convex analysis becomes even more
transparent if we switch to maximization in the primal transport problem and to
minimization in the dual problem, i.e. consider the optimization problems

PK = Sup, ccpiguy [ Xy dn(x.y), Db = influ(e) +v(y) : () +y() = xy). (1)
In this formulation, the c-transform becomes precisely the convex conjugate and
c-convexity is just ordinary convexity.

c) Put c(x,y) = %Ix - ylz. Then, ¢ is c-concave iff ¢(x) := % — ¢(x) is convex and
Ls.c.

Rockafeller’s theorem (see e.g. [Vil03, Theorem 2.27]) characterizes when a set I' C
RY x R? is the subgradient of a convex function through cyclical monotonicity.
We spell it out for c-concave functions:

Theorem 1.28. Letc: XX Y — R. A setT' € X X Y is c-cyclically monotone iff I C 0%
for some c-concave function ¢.

Proof. First observe that d°p is c-cyclical monotone. Indeed, for any n € N and tuples
1, 51)5 - -+ » (X0, V) € 0% with v,y := y; by definition of c-concavity that
n n n n
Z c(xi, yi) = Z o(xi) + ¢ (yi) = Z (x;) + ¢ (Yir1) < Z c(Xi, Yis1)-

i=1 i=1 i=1 i=1

The converse direction is a bit technical and we first try to give some motivation for the
proof. For this we suppose that we have found a pair of functions a,b such thata® b < ¢
with equality on the set I'. Let further (xp,yo) € I' and assume that a(xy) = 0. Consider
(x1,¥1)s - - s (xn, ¥n) € I and let x € X be arbitrary. Then we have

C(x7 yn) - C(xn, yn) + C(xm yn—l) - C(xn—layn—l) +...+ C(Xl,)’o) - C(XO’ )’0) = a(x)- (18)
2a(xX)+b(yn)—a(x,)=b(y,)  2a(x,)+b(yp-1)=a(xXp-1)=b(n-1) >a(x1)+b(yo)—a(xo)—b(yo)
Hence fixing x € X and (xo,y0) € I', (I.8) gives an upper bound of a(x) for any choice
of (x1,y1),...,(xs,yy) € I'. Taking the infimum over all such choices will us thus give a

natural (“largest possible’) candidate for a dual function.
That is, to rigorously start our proof we set ¢(xy) = 0 for x € X

@(x) == inf{c(x, y,) — c(xp, yn) + ¢(Xn, Y1) = (X1, Yn=1) + ... + c(x1,¥0) — c(x0,¥0) :
ne N9 (xl,)’l), ey (xl‘nyn) € F}

(1.9)



STOCHASTIC MASS TRANSFER 9

Since cis real valued and I" # @ we have ¢ < co on X. Note also that c-monotonicity implies
that ¢(xg) > 0, and that equality is attained by choosing n = 1 and (xy, y;) = (x0, yo)-
Next, writing

—¥(y) := inf{ = (Xp, Yn) + (X, Yn-1) = €(Xu1, Yno1) + . .. + (X1, yo) — (X0, yo) :
ne€N; (x, 1), .., (X0, ) €L, y, =)

we see that
p(x) = inf e(x.y) = ¥() = ¥ ().

(Observe, that Y(y) > —0 iff y € projy(I'), i.e. there is x € X such that (x,y) € T".)

To show that I' C 9 it is sufficient to show ¢(x) + ¢°(y) = c(x,y) on I' since the
other inequality follows from c-concavity. Since ¢¢ = ¥ > ¢ (see Lemma [[.24) it is
enough to show ¢(x) + ¥(y) = c(x,y) on I'. So pick € > 0 and (x,y) € I'. Since ¢ = y*¢
there is some ¥ € projy(I) such that c(x, ) — ¥(5) < ¢(x) + &. From the definition of y it
follows that —y/(y) < —c(x,y) + c(x,7) — ¥(¥) (estimating the inf with a particular choice
of tuples approximating —/(3)). Together this gives —¢/(y) < —c(x,y) + c(x,¥) — ¥ () <
—c(x,y) + ¢(x) + €. Since & > 0 is arbitrary this proves the claim. O

Remark 1.29. If ¢ is not continuous, the functions ¢ and ¢° constructed in Theorem [T.2§]
may not be Borel measurable. When ¢ is Borel measurable and I' a Borel subset of X X Y,
then one can show that ¢ and ¢° are universally measurable. This means, for any marginals
1 and v there exist Borel measurable functions ¢: X — [—c0, 00) and §/: Y — [—o0, 00) such
that = ¢ p-a.s. and = ¢° v-a.s.

Theorem allows us to prove the following result, sometimes referred to as funda-
mental theorem of optimal transport, or characterization of optimizers, or monotonicity
principle of OT.

Theorem 1.30 (Fundamental theorem of OT). Let ¢ : X XY — R be continuous and
assume that that |c(x,y)| < a(x) + b(y) for some a € L'(u),b € L'(v). Let 1 € Cpl(u, ).
Then the following are equivalent:
i) mis an optimal coupling;
ii) the support supp(n) of m is c-cyclical monotone;
iii) there exists a c-concave function ¢ with s.t. supp(m) € 0°¢ (i.e. n({(x,y) : ¢(x) +
¢’ (y) = clx, )} =1).

In this case ¢ € L'(u),¢¢ € L'(v), duality holds and ¢,¢° are maximizers of the dual
problem. Furthermore every primal optimizer is supported by 0.

Proof. We want to replace ¢ by the mapping (x,y) — c(x,y) + a(x) + b(y) to reduce the
argument to the case where ¢ > 0. Clearly this works provided a, b are continuous but if a, b
are merely measurable, the new cost function might no longer be continuous. This problem
can be avoided with the help of a trick from descriptive set theory. [Kec95, Theorem 08.15]
asserts that one can refine the topologies of X, Y to (still) Polish topologies with respect to
which the functions a, b are continuous. Doing this, we can proceed with the proof under
the assumption that ¢ is continuous and non-negative. (Note that is in general not possible
to equip X, Y with finer Polish topologies such that a given Borel function defined on X X Y
becomes continuous)
We now proceed with the proof.

i) = ii): This follows by Lemma|[1.22]
ii) = iii): This follows by Theorem [1.28
iii) = i): As
PP <c<adb
it follows that ¢, and ¢, (where ¢ := ¢°) are integrable. Given a function y we write
X™ = (y Vn) An. Then ¢ — ¢, [ o™ du — [ ¢ du and analogously for ¢. Furthermore
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¢ @ y™ < ¢ with equality holding -a.s. Thus
[cdn = [lim, ¢™ & y™ dr = lim, [ ¢™ & y™ dr =
lim,, fgo(”) du + lim,, fzp(") dv = ftpd,u + fzﬁdv.

Thus ¢, ¢ are (integrable) dual maximizers, 7 is a primal maximizer and all primal maxi-
mizers are concentrated on d¢ = {¢ ® Y = c}.
We conclude by Remark O

Remark 1.31. As mentioned above, duality for l.s.c. ¢ : XXY — [0, co] claimed in Theorem
[L.1I9) follows directly from Theorem [I.30] by approximating ¢ from below with continuous
bounded functions. Duality for upper bounded measurable functions was established in
[Kel84] and duality for lower bounded, finitely valued cost functions was established in
[BS11]]. Optimal transport plans are c-cyclically monotone for all measurable ¢ : X XY —
[0, oo] while c-cyclically monotone transport plans are optimal for measurable ¢ : XXY —
[0, o] provided that {¢ = oo} is contained in the union of a closed set and a ¢ ® v-null set
[BGMS09al Beil 5] but not for arbitrary L.s.c. ¢ : X XY — [0, co], see [APO3].

Example 1.32. A standard example where duality does not hold (i.e. there is a ‘duality
gap’) is the following: Let X, Y = [0, 1],u = v = Lebyjo,;; and

0 x<y
c(x,y) =451 x=y.
oo else

Then the primal problem has the value 1 while the dual problem has the value 0.

Remark 1.33. An important consequence of Theorem[I.30]is that the optimality of a given
coupling depends solely on geometric properties of its support (and it does not matter
how the mass is distributed over the support). In particular, if 7 is optimal and 7 another
probability with supp(r) C supp(m), then it is an optimal coupling between its marginals.
For instance, a restriction of an optimal coupling is optimal (between its marginals).

One can argue similarly for transport maps 7'. If there exists a c-concave functions ¢
such that for all x € X it holds that T'(x) € 0°¢(x), then for any u € P(X) the map T is
optimal between u and T (1) (up to integrability isssues of the cost ¢ w.r.t. u and v). Hence,
it makes sense to say that 7 is an optimal transport map without specifying any measure.

Definition 1.34. A c-concave function ¢ such that the pair (¢, ¢°) is a maximizing pair for
the dual problem is called a c-concave Kantorovich potential, or Kantorovich potential, of
the measures [, v.

1.4. Consequences of Theorem of [1.30|— Brenier’s Theorem. As first consequence of
Theorem of [I.30] (and Example we obtain

Corollary 1.35 ((Kantorovich-Rubinstein formula)). Let X =Y, c(x,y) = d(x,y) a dis-
tance and assume that u, v have finite first moment.ﬂ Then

inf f cdn = sup f e(dp — dv)
7eCpl(u,v) ¢ is I-Lipschitz

and inf, sup are attained. If ¢ is a maximizer of the dual problem, then r is optimal if and
only if
m({(x,y) : o(x) = (y) = d(x, )} = 1.
Note that the right hand side immediately implies that infrecpi(y,) f cdg =: Wi(u,v)is a
distance. Moreover, we can use this formula and extend this to non-probability measures
as well. In this case for any finite non-negative measure 7 it holds that Wi(u + n,v + n) =

W]([l, V).

Me. fd(xo, X) du(x) < oo for some and then any xp € X.
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By Theorem[I.30| we know that an optimal coupling is concentrated on the superdiffer-
ential °p of a c-concave function ¢. In particular, if we can show that for y-a.e. x € X the
set 0°p(x) is single-valued any optimal coupling 7 needs to be induced by a transport map.

We will first use this observation in the context of the maximization version of the
transport problem for the cost function c(x,y) = xy,x,y € R?. We assume that yu, v have
finite second moments such that xy is dominated by a @ b where a(x) = b(x) = x? is - and
v-integrable so that Theorem[I.30|is applicable. Thus r € Cpl(u, v) is optimal for

PK = SUD e Cpl(u,v) fxy dn(x,y). (1.10)

if and only if there exists a l.s.c. convex ¢ : R" — [—o0, c0) such that 7 is concentrated on
the subgradient

9 ={(x,y) 1 p(x) + " (y) = xy}.
By Rademacher’s theorem, every convex function is almost surely differentiable (where it

is finite). From this we obtain a particularly satisfying characterization of the dual maxi-
mizer in the case of absolutely continuous marginal u:

Corollary 1.36. Assume that u,v € P(R") have finite second moment and that u < Leb.
Then there is a unique optimal * € Cpl(u, v) for the problem (I.10). Given a Kantorovich
potential ¢, the optimizer rt* is of the form (Id,V)su. In particular there exists a unique
optimal transport mapping T : R" — R" and T is the gradient of a convex function.
Moreover T is the only gradient of a convex function which pushes i to v.

Proof. From Theorem|[I.30]we know that there exists a convex potential ¢ and that 7(d¢) =
1 for any primal optimizer .

Since a convex function is locally Lipschitz (on the set where it is finite) it is differ-
entiable Leb-a.e. by Rademacher’s theorem so that V(x) exists u-a.e. Furthermore, on
the set of differentiability of ¢ it holds that Vg(x) = y iff y € dp(x). Hence, any optimal
coupling r is concentrated on the graph of V.

This immediately implies that the optimal coupling is unique. Indeed, assume there are
two optimal couplings 7, 1, both concentrated on the graph of some maps 7, 7>. Then,
3 = %(m + my) is optimal again by linearity of the Kantorovich problem. By the first part
of the theorem, 73 has to be concentrated on the graph of some function. By construction
it is concentrated on the union of the graphs of 7 and T». This is only possible if T} = T,
H-a.s.

For the last statement, note that any V@ with V@(u) = v is optimal since the graph
defines a c-cyclically monotone set. By uniqueness, we can conclude. O

Remark 1.37. In probabilistic terms, (I.T0) reads
sup{E[XY]: X ~ u, Y ~ v}. (1.11)

The covariance of random variables X, Y is given by cov(X, Y) := E[(X-E[X])(Y-E[Y])] =
E[XY]-E[X]E[Y], so problem (T.12)) is further equivalent to finding the coupling of X and
Y which maximizes the mutual covariance, i.e.

supfcov(X,Y) : X ~w, Y ~ v}. (1.12)

Remark 1.38 (Uniqueness). Observe, that we proved uniqueness by showing that any opti-
mal coupling has to satisfy a property which is not stable under convex combinations (here
being concentrated on the graph of a function). This is essentially the only way we can
prove uniqueness of optimal couplings.

Being the gradient of a convex function ¢ : R” — [—0c0,00) can be seen as a natural
n-dimensional analogue of be an increasing (non-decreasing) function.

Definition 1.39. Let u € P(R"). A function T : R" — R" is called monotone if there exists
a convex function ¢ : R" — [—o0, 00) which is u-a.s. differentiable and satisfies T = V.
U-a.s.
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Rather then maximizing w.r.t. the cost function (x, y) — xy, we can consider the mini-
mization problem for the quadratic distance cost function (x, y) %|x —y|*. In this terms,
Corollary .36 amounts

Theorem 1.40 (Brenier’s Theorem). Let X = Y = R”, c¢(x,y) = %Ix — y[?. Assume that
v € P(X) have finite second moment and that u < Leb. Then, there is a unique optimal
coupling w* € Cpl(u, v). This optimizer is of the form mx = (Id, V@)(u) for some convex
functionp : X — Rﬂ

Moreover, there exists a u-a.e. unique map T of the form T = V@ such that T(u) = v
and for any convex &, the map T = V@ is optimal between u and T (1).

Remark 1.41. One can relax the condition ¢ < Leb a little bit. From the proof it is clear
that it is sufficient to assume that u does not charge the set of non-differentiability points
of convex functions. For instance it would be sufficient to assume that u does not charge
any set of Hausdorff dimension less or equal than n — 1. We will refer to this property by
saying u does not charge small sets.

Remark 1.42. The question of regularity of the optimal transport maps is an interesting
story in itself which goes way beyond the scope of this course. For instance if y and v
have a-Hélder continuous density and convex support then the optimal map is C'. If the
densities are only bounded from above and below the optimal maps are only C* for some
a<l.

In Brenier’s theorem we could show that d°¢(x) is single-valued u a.s. by playing ev-
erything back to convex functions. However, the two properties that we really needed are
the following: If ¢ is c-concave and (x,y) € 0y then

e o, c(,y) are differentiable at x (u-a.e.) with Vo(x) = V.c(x,y)
e V,.c(x,-)is invertible.

Assuming differentiability of ¢ and ¢, the second part of the first item can be argued via
c-concavity (¢(x) = c(x,¥)—¢°(y), ¢(2) < c(z,y)—¢ () all z € X). If the second item holds,
then y = (V,c(x,y))™! (Vo(x)) so that we can write down a map x — y with (x,y) € 8%
implying uniqueness as for Brenier’s result.

Let us consider two cases:

i) c(x,y) = h(x — y), with & superlinear and strictly convex (e.g. h(x) = |x|>/2)
ii) c(x,y) = h(|x — y|), with £ strictly concave.

Let us start with 7). Then, V.c(x,y) = Vh(x — y) and V# is defined (a.e.) and invertible
with (Vh)~! = Vh* where h*(y) = sup, x - y — h(x) is the Legendre transform of /. This
means that V,c(x,y) = u & y = x — Vh*(u). Thus, if ¢ is c-concave and differentiable at
X, then

O p(x) = {x = Vh* (Ve(x))}.
In this situation one can show that a c-concave function is locally Lipschitz on the interior
of the set where it is finite (short int(Dom(y))). Then, Rademacher’s theorem implies that
@ is differentiable Leb-a.e. on int(Dom(y)). Summarizing we obtain

Theorem 1.43 (Gangbo-McCann, [GM9€]). Let X =Y = R", c¢(x,y) = h(x — y) where h
is superlinear, strictly convex and bounded from below. Let u,v € P(X) with u < Leb.
Assume that PX < oo. Then, there exists a unique optimal coupling q*. It is a Monge
coupling induced by a transport map of the form T'(x) = x—Vh*(V(x)) for some c-concave
function .

Furthermore, any map T of this form is optimal between u and T (u).

Let us turn to item ii) so c(x,y) = h(|x —y|) with 4 : R, — R strictly concave and / > 0.

Theorem 1.44 (Gangbo-McCann, [GMO€]). Assume PX < co. Put g = (u — v);,vo =
W =Vv),u Ay =t —py = v —vy. Then, there is a unique optimal coupling q*. Write

2
4Explicitly we can take p = % — ¢(x), where ¢ is a Kantorovich potential.
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q =q,+q,withq, = qﬁ(x xeRA)" Then, g* = (Id,1d)(u A v) and g, is a Monge coupling
induced by a map T of the form T (x) = x — Vh*(Vp(x)) u-a.e. for some c-concave ¢.

The crucial idea to prove this result relies on the following observation. Wlog we can
assume c(x,x) = h(0) = 0. Then the strict concavity of & implies that ¢ is a metric with
strict triangular inequality (Exercise!). Then, the common mass has to stay put. Indeed,
we have the following result:

Lemma 1.45. Let u,,v € P(X), ¢ a metric on X. Let g € Cpl(u, v),u Av=pu—(u—v); =
v— =y Then, g4 < (Id,1d)(t A v). If ¢ satisfies the strict triangular inequality and g
is optimal for c, then there is equality.

Proof. Exercise. O
Arguing as in the convex case yields the result.

Example 1.46. (The one-dimensional case) Let X = Y = R, c(x,y) = h(y — x) for some
strictly convex h, e.g. h(r) = |r|’,p > 1. Pick a c-c.m. set I and (x;,y;) € I fori = 1,2.
Wilog we can assume that y; < y,. We want to understand whether c-c.m. forces x; < x
or x < x1? Note that these are geometric constraints on I'.
Puta =y, — y; > 0. Setting
b=yi—-x1, d=y1—x
we have
b+a=y,—x;, d+a=y,— x;.
Since I' is c-c.m., ([Z3) with n = 2 implies
h(b) + h(d + a) < h(b + a) + h(d)
S h(d+a)—h(d) < h(b+ a)— hb).

Since £ is strictly convex and a > 0 the map x — h(x + a) — h(x) is (strictly) increasing
implying b > d and hence x; < x;.

Note that this property uniquely determines any coupling  living on I' to be the quan-
tile coupling/monotone rearrangement between its marginals. More precisely, if 7 has
marginals u and v with cumulative distribution functions F, and F,, then

= (F;lsF;I)(Lebl[()AIJ)-

Observe, that in this situation we only considered cyclical monotonicity using 2-cycles. A
setI' € XxY satisfying (T3) for n = 2 is called monotone set. In dimension 1 monotonicity
is equivalent to c-cyclical monotonicity for c(x,y) = h(x—y) and 4 strictly convex. In higher
dimensions this is not true any more.

1.5. Kantorovich-Wasserstein distance and interpolation of probability measures. For
various applications of optimal transport a key object are the Kantorovich-Wasserstein dis-
tances ‘W,. They inherit various geometric properties of the base space and induce an
useful interpolation of probability measures.

We denote the set of probability measures with finite p-th moment by

Pp(X) = {u eP(X): f dP(x, xp) u(dx) < oo, for some, hence any xy € X}.

Definition 1.47. The p-Wasserstein distance ‘W, is defined for u,v € P,(X) as
1

Wp(u,v) =( inf )fd”(x, y) n(dx, dy)); .

7eCpl(u,v

Note that by Jensen’s inequality W,(u,v) < W,(u,v) whenever 1 < p < g < oo, in
particular ‘W), is the weakest of all Wasserstein distances.

Observe that ‘W, (0., d,) = d(x,y), hence, ‘W, can be seen as a natural extension of d
from X to ,(X).

Let us show that ‘W, is in fact a distance.
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Theorem 1.48. ‘W, defines a distance on P,(X).

Proof. Since the d(x,y) = d(y, x) it follows that W,(u,v) = W,(v,u) and W, (u, 1) = 0.
If ‘W, (u,v) = 0 there is a coupling 7 (note that d” is continuous and bounded from below
so that we have existence of optimal couplings) which is concentrated on the diagonal
{(x,x) : x € X} since d(x,y) = 0 iff x = y. Hence, u = v.

It remains to show the triangle inequality. To this end, pick ui, uo, 3 € P, (X). and let
q1 be optimal between u; and u; and g, be optimal between u, and u3. Then there exists
Markov-process X, X», X3 on some probability space (Q2, ¥, P) such that X; ~ p;,i = 1,2,3
and (X1, X») ~ q1, (X2, X3) ~ ¢». Using the triangle inequality on L”(P) it follows that

Wy, 3) < BIX) - X31")7 < (BIX) = Xal)7 + B - Xsl")?

= p(,ul,/lZ) +(Wp(ﬂ27/-13)
Finally, we need to show that W), is real valued. From the triangle inequality we obtain

W4, v) < W, 830) + Wy(v,6,) = (f dP (x, x0)(dpu(x) + dv(x))| < oo
by definition of #,(X). O

Theorem 1.49. If the metric on X is bounded, then ‘W, metrizes the weak topology.
In the proof we use the following probabilistic characterization of the weak topology:

Theorem 1.50 (Skorohod representation). Let X be a Polish space and p,,u € P(X) with
Un — u weakly. Then there exists a probability space supporting random variables X,, X
with X,, ~ w, and X ~ u such that X, — X a.s.

Proof of Theorem[1.49) Let u, — u weakly. Then there exists by the Skorohod represen-
tation theorem a probability space supporting X,,, X with X, ~ u, and X ~ y such that
X, — X a.s. Write 7" := law(X", X) € P(u,, ). We have

lim sup (Wﬁ(un,u) <lim supfd”(x,,,y) dn"(x,, x) = limsup E[d” (X", X)] = 0,

by dominated convergence.

For the converse direction assume that ‘W (u,,u) — 0. Let f € Cp,(X) and € > 0. On a
bounded Polish space, Lipschitz functions are uniformly dense in the continuous bounded
functions, so pick a Lipschitz function g which is uniformly &£/2-close to f. Then we have
by (the trivial part of) Kantorovich-Rubinstein

Ha(f) = p(f) < pa(g) — u(g) + & < &+ Lip(@) Wi (un, 1)
and, by symmetry also u(f) — . (f) < & + Lip(e) W1 (i, ). mi

Definition 1.51 (Weak convergence in #,(X)). Let (1), be a sequence in P,(X) and j €
P, (X). We say that (uy), converges weakly in Pp(X) to u if for some (and therefore any)
Xg € X

Mp — p and fdﬁ(x’ Xo) dutp(x) — fdﬁ(x, Xo) dp(x).

We stress that in the above definition the condition “ f dP(x, xo) up(dx) — f dr(x, xo) u(dx)

for some xy € X” can be replaced by “ f f(x) uu(dx) — f f(x) u(dx) for all f continuous
of at most p-th order growth”.

Theorem 1.52. The p-Wasserstein distance metrizes weak convergence in P ,(X).
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Proof. Let p,,u € Pp(X), n € Nand x € X.
If W, (uy, 1) — O then we know by Theorem that u, — u weakly. Moreover, by
the triangle inequality

f db (x, %0) (un(dx) — p(dx))

which proves that 1, — u in P,(X).

On the other hand, if y, — u in $,(X) then there exists by the Skorohod repre-
sentation theorem a probability space with X, ~ u,, X ~ pand X, — X as. As
d§(x,y) < 2PN (d§(x, xo) + dy(y, X)), we have by Fatou’s lemma that

lim sup Ed2 (X", X) — 2P~ (dB(X", xo) + d%(X, x0)) < —2PEd%(X, xo),

< W, 61) = Wi, 6| < 277" W (o 1) — 0,

and therefore lim, Ed”(X", X) = 0. As in Theorem we conclude that W, (u,, 1) —
0. O

Lemma 1.53. A family & is relatively compact in P,(X) if and only if & is tight and

lim sup f ]lleX:dx(x,xU)zR}di(x, xo)u(dx) =0. (113)
R0 eg

Proof. In the proof of Theorem@]we have seen that y1,, — pin P,(X) if and only if there

exists a probability space (Q2, ¥, P) with X,, ~ 1,,, X ~ p such that df((X, X,) — 0in L'(P).

By the Vitali convergence theorem we have that (dﬁ(X, X,,))n is uniformly integrable, from

where it easily follows that also (dx (X, xo)), is uniformly integrable. Hence,

lim su f 1 xeX:dy ()= Rydy (X, X0) fn(dx) = 0.

R—c

If & is relatively compact, then any sequence (u,), in & admits a convergent subse-
quence with limit in #,(X). Then & is tight and by the first observation we also get (T.13).

If & is tight and satisfies (I.13), then any sequence admits a convergent subsequence
with limit in (X). Since sup,,c s fdi(x, x0) 1(dx) < co and the map y — fdi(x, Xo0) u(dx)
is L.s.c. on P(X), the limit has finite p-th moment. When (u,,),, is a sequence in & such that
Hn — w in P(X), then there exists by the Skorohod representation theorem a probability
space with X, ~ u,, X ~ wand X,, — X a.s. By (I.13), (d)'z(Xn, X0))n is uniformly integrable
and dy(X,, x0) — di(X,xo) in L', which implies that u, — wp in Pp(X). As (u,), was
arbitrary, & is relatively compact in ,(X). O

Finally we show:
Theorem 1.54. (P ,(X), W(X)) is Polish.

Proof. The weak topology is separable, so we only have to show that (,(X), W (X))
is complete. That is, given a Cauchy-sequence (u,),, we have to find an accumulation
point. For simplicity we assume that d is bounded and p = 1, but both assumptions are not
necessary. Passing to a subsequence if necessary, we may assume that W (i, fine1) < 2",
Next pick (Q, ¥, P) and random variables X;, X5, ... such that X, ~ w,, Bd(X,,, X, + 1) =
W(un, nv1)- Then (X,), is an L, (P)-Cauchy sequence. As X is complete, it converges
along a subsequence to a random variable X and y := lawX is the desired accumulation
point of (u,),. O

1.6. Displacement interpolation. Let X = Y = R? endowed with the Euclidean norm and
let (Xo, X1) be distributed according to an ‘W ,-optimal coupling 7 € Cpl(ug, u11). For two
points xg, x; € R? a curve connecting xy and x; is given by x; := (1 — )xo + tx; which is
the unique constant speed geodesic, i.e., [x; — x| = |t — s||xop — x|]. The coupling 7 induces
via the displacement interpolation a curve of measures (U )re0.1]

u =law(X;) where X; := (1 — )Xo + 1X;.
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Define 7% := law(X;, X;) € Cpl(us, ;) which yields
1 1
Wolus, ) <E[IX, = Xl ] = E[lt = s1PIXo — XalP]7 = It = sIW ko, p1)-
Combining this (when 0 < s < ¢ < 1) with the triangle inequality we get
(Wp(l't()’#l) S (Wp(l'l()’ﬂS) + (Wp(l'ts3ﬂt) + (Wp(ﬂtvﬂl)
S+ =9+ A =0)Wpuo, 1) = Wp(uo, ),
which leads to
It = SIWp o, 1) = Wptsopte) - Vs € [0,1]. (1.14)

Curves (1)eqo,17 in P, (X) that satisfy (T.T4) are called constant speed geodesics. We con-
clude that optimal couplings induce via displacement interpolation constant speed geodesics
on Pp(Rd). The converse is also true (c.f. [Lis09, Theorem 6]): if (1)scj0,17 is @ constant
speed geodesic in P,,(Rd) then it is the displacement interpolation w.r.t. an optimal cou-

pling in Cpl(uo, i1).

Example 1.55 (convex interpolation vs displacement interpolation). When p > 1 the
(unique) p-Wasserstein constant speed geodesic between two dirac measures ¢, and ¢,
is given by (y,); where x; := (I — H)x + ty. Contrary to that, the convex interpolation
v; := (1 = )6, + 16, is not of constant speed, since

1
Wp(ve,vs) = It = sl7lx =y,
which is strictly greater than [t — s|lx — y| = |t — s|W,(6x,6,) as p > 1.

Let Vo: RY — R? be the gradient of a convex function with v = Vegu and Xy ~ pu.
Define X; := (1 — )Xo + tVp(Xy) and observe that a.s. X = (X;)i0,1] € AC (where AC
denotes here the set of absolutely continuous curves on R?) with derivative X, = Vo(Xo) —
Xo. We know by Brenier’s theorem that the law of (Xo, Vi(Xp)) is an “W5-optimal coupling,
hence,

1
Wi v) =E[IXo - X,I?| = fo E [1X,] dt.

On the other hand, when X = (X;).e[0,1] is a.s. absolutely continuous such that X, ~ p and

X, ~ v, we have
2 1
] sf E[1XP].
0

We have derived the following dynamic optimal transport formulation: Given u, v € P»(R?),
it holds that

1
Wi v) SE[IXo - XiI*| = EHf X, dt
0

1
Wi(u,v) = inf {f E[IX,*1dt : X € AC, Xy ~ i, X; ~ v}.
0

Benamou and Brenier [BBOO]] introduced a dynamic formulation of the Wasserstein-2 dis-
tance where they connect the Wasserstein-2 distance to curves of measures (), satisfying
weak formulation of the continuity equation d,u; + V - (1;v,) = 0 for some velocity field
v(t, x). Otto [Ott01]] observed that the Benamou-Brenier formula can formally be inter-
preted as the length distance induced by a Riemannian metric on P»(R¢). This observation
allowed to interpret solutions of certain PDEs as gradient flows w.r.t. the Wasserstein ge-
ometry. Even though this is a very exciting direction of research, proceeding here would
go beyond the scope of these lecture notes For the interested reader we refer to [FG21] for
an introduction to this topic and [[AGSO08] for a thorough study of gradient flows in $,(X).
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1.7. Multi-marginal optimal transport. Given yui,...,uy € £,(X) and a cost function
c: X¥ — R U {oo}, the multi-marginal optimal transport problem is given by
Velui, ..., uy) := inf fc(xl,...,xN)dﬂ(xl,...,xN), (1.15)
7€CPI(y,..stn)

where Cpl(uy, ..., uy) = {m € PXN) : projyn = pu, n = 1,...,N}. With minor modifi-
cations of the proofs in the previous section, we find when c is lower semicontinuous and
bounded from below that

(1) the optimal value V,(uj, ..., uy) is attained,
(2) the optimal value map (uy,...,un) — Ve(ui,...,uy) is lower semicontinuous,
(3) there holds duality
N
Ve, o) = sup > ().
(P15pN)EC,XON 32
Tt )< ey xy)

A very natural multi-marginal transport problem is given by the so called Wasserstein-
barycenter introduced in [ACI11].

The Wasserstein distance induces a metric on the set of probability measures that lifts
the metric structure of the base space X onto the set of probability measures on X. Given
data from multiple sources in form of distributions 1, ...,uny € P,(X), the Wasserstein
barycenter is a way of summarizing them which contrary to a convex combination also
takes into account the geometry of the underlying space. A p-Wasserstein barycenter of
(U1, ..., My) is a minimizer of

N
. 1 p
Helpnpf(x) N2 WY (1t ). (1.16)

Theorem 1.56. Let iy, ..., uy € Po(RY) and c(x1, ..., xy) = ﬁ Zf:lzl lxp, = T(xp, - - x3)P

where T(x1,...,xn) = Xy := # 2,11\]:1 Xn. Then (I.10) admits a minimizer and we have
&
Velur, ..., uy) = inf  — > W(up, p). 1.17
(M5 p1N) N ; (s 1) (1.17)
Moreover, if * € Cpl(uy,...,un) is optimal then Tun* € Pp(Rd) is a p-Wasserstein
barycenter of (ui, ..., uUN).
Proof. Plainly we have
& N
inf — Y W2(uu,p) = inf E[|X; - X 1.18
llelpn(Rd)N ; p(ﬂ Iu) X,XIN#}?-WXNN#N; [l I ] ( )
N
= inf E[1X; — XnIP 1.19
. XHZI [1X; — Znl’] (1.19)
= inf fc(xl,...,xN)dﬁ(xl,...,xN). (1.20)
mECPI(1,.oin)
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2. WEAK OPTIMAL TRANSPORT

Let 7 be a probability measure on XXY with first marginal u. The disintegration theorem
tells us that for any measurable functions c: X XY — R U {co} that is bounded from below,
we have the identity

n(c) = f f c(x, y) me(dy) p(dx).

In this case, we can define the measurable map C(x,p) := f c(x,y) p(dy) with domain
X % P(Y), which allows us to reformulate the optimal transport problem as

Ve(u,v) = . C111)1](fy » f f c(x,y) m(dy) u(dx) = - clﬁg, " f C(x, ) u(dx).

2.1. Problem formulation. Weak optimal transport is a generalization of optimal trans-
port that is concerned with cost functions C: X x £,(Y) — R U {co}. Cost functions of
this type are called weak transport costs. For y € P,(X) and v € P,(Y), the weak optimal
transport problem is defined as

WT I .
V= i [ Ctomou, @1

Example 2.1 (Entropic optimal transport). Let u € P(X), v € P(Y), and ¢ € Mp(X X Y) a
cost function. The entropic transport problem is given by

VEOT(u,v) == inf 7(c) + H(xlu ® v),
neCpl(u,v)

where H denotes the relative entropy
og(z,(¥) dn(x) n<p,
H(nlp) = {f (&)
S else,

for n,p € P(X). This problem can be reformulated as a weak transport problem: When
m < 1 ® v the density satisfies d T 2 (x,y) = d”* = (y) which we use to compute

H(ﬂl,u®v):flog( )dﬂ— fflog( )dﬂxd,u fH(nXIV),u(dx)

hence,
VET(u,v) = inf f ( f c(x.) nx<dy)+H(nx|v)) p(dx).

7eCpl(w,v)
We will discuss that (i, v) — H(ul|v) is bounded from below, jointly lower semicontinuous
and jointly convex in a later chapter.

Definition 2.2. Let u,v € P (RY), and define mean: P{(RY) - R : p > fyp(dy).
A coupling nt € Cpl(u, v) is called a martingale coupling if

mean(r,) = x for u-a.e. x.
The subset of all martingale couplings is denoted by Cpl™ (u, v).

Example 2.3 (Martingale optimal transport). Let ¢: RYxRY — RU{oo} and p, v € P (RY).
The martingale optimal transport problem consists of minimizing

VMOT (1, v) = inf  7(c). (2.2)
7eCpl™ (u,v)

The martingale constraint on the disintegration kernel (), can be incorporated into a weak
transport cost. Indeed, we can define

C(x,p) := {fc(x, y)p(dy) mean(p) = x,
0 else.
Since the mapping mean: P;(RY) — R is continuous, we have that the set {(x,p) :

mean(p) = x} € R? x P1(RY) is closed. We observe that, when ¢ is bounded from be-
low and lower semicontinuous, then C is bounded from below, lower semicontinuous and
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convex in its second argument. Since m(c) = f C(x,my) u(dx) < oo implies that 7 is a
martingale coupling, we conclude

VMT(u,v) = inf f Cx, ) p(dx).
neCpl(u,v)

2.2. Basic properties. The fact that disintegration of measures is a non-continuous oper-

ation, complicates the study of the weak transport problem. For example, given a weak

transport cost C € Cp(X X P(Y)) the map

T fC(x,ﬂx)y(dx).

is in general just measurable.

We note that in Examples [2.1] and [2.3] the function C: X x £ ,(Y) — R U {co} is lower
semicontinuous, bounded from below and convex in its second argument.

Indeed, this is satisfied for most natural appearances of weak transport problems and we
will mostly work under this assumption.

What makes the weak transport problem slightly challenging, is that lower semi-continuity
of C : PX X P(Y)) — (—o0, c0] is not as directly applicable as in the case of the classical
transport. We first need to pass from the transport plan x to its disintegration with respect
to the first marginal u. This operation is in general not continuous with respect to the weak
topology and requires some attention.

To deal with the disintegration, we introduce the injection J: P(X X Y) — P(X X P(Y))
which is defined by

J(m) = ((x, ) = (6, )y 7.
(1) The injection J is well-defined, since the disintegration kernel is unique up to null

sets.
(2) Measurability of J is trickier. A possible way is to first show that

F :={P e PXxP(Y)): Pissupported by the graph of a function }

is a Gs-subset of P(X x P(Y)). Thus, .# equipped with the trace topology is
Polish. Restricting the image yields that J: P(X x Y) — .7 is a bijection and its
right-inverse is continuous. (Explicitly, the right inverse is given by the mapping
I defined in (Z.3)) below.)

Therefore, by the Lusin-Souslin theorem [Kec95, Theorem 15.1] (which states
that the injective image of a Borel set under a continuous function between two
Polish spaces is again Borel) we have that J-'(B) = J /(BN %) € BPX x Y).
We conclude that J is measurable.

2.3. The intensity operator. To better exploit the (lower semi-) continuity of the cost
function C, we will introduce a counterpart to the set of transport plans in P(XXP(Y)). The
formal definition of this set A(u, v) will be given subsequently in Definition [2.9]

Definition 2.4 (Intensity operator). The intensity operator I: P(P(X)) — P(X) maps a
measure P € P(P(X)) to the element I(P) € P(X) satisfying, for any f € Cp(X),

ff(X)I(P)=f p(f) Pdp). (2.3)
X P(X)

Remark 2.5. Some immediate properties of the intensity operator:

(1) The intensity operator is well-defined as for all B € B(X) the map P(X) > p —
p(B) is measurable and therefore it is straightforward to verify that the right-hand
side in (2.3)) defines a probability measure on X. Instead of (2.3), we could define
the intensity by asserting that for all measurable B C X

I(P)(B) = fp ® p(B) P(dp). (2.4)
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It is also possible (and sometimes useful) to related the intensity operator to a
form of expectation. Specifically, let Z be a P(X)-valued random variable. Its
expectation is the probability E(Z) € P(X) satisfying

E[Z](B) = E[Z(B)]
for all measurable B C X. We thus have
E[Z] = I(law(2)).

The expectation of a measure-valued random variables Z relates to the intensity of
law(Z) in precisely the same way as the usual expectation of a random variable X
relates to the barycenter of the law of X.

Of course one can also define the conditional expectation of a measure valued
random variable (which corresponds to the intensity of the conditional law of this
random variable). E inherits the basic properties of the usual expectation operator
such as the tower law.

From the definition of the weak topology, we have that, for f € C,(X), the map
Fr: P(X) = R: p = p(f)is continuous, which has continuity of / w.r.t. the weak
topology as consequence.

Restricted to P,(P,(X)), the intensity operator maps continuously to #,(X), in-
deed it is 1-Lipschitz for the respective Wasserstein metrics.

Proof. Indeed, fix P, Q € P,(P,(X)) and observe that, for f, g € C»(X) with f(x)+

8(y) < dy(x,y), we have n(f) + p(g) < infrecpitmp) f dy(x,y) dn = W} (n,p) for all
n,p € P,(X). Therefore, we have by optimal transport duality

WHU(P),1(Q)) = sup P(Fy) + O(Fy)
F+g()<dy(x.y),
f,8€Cp(X)
< sup P(F)+ Q(G) = Wﬁ(P, 0). ]

F+G(p)<W@r.p)
F.GeCy(P,(X))

We have the following Jensen-type inequality: let f: P,(P,(X)) — (—oo, 0] be
lower semicontinuous, convex and bounded from below, and P € P ,(#,(X)). Then

FUP) < f F(0) dP(p).
Indeed if Z is a random variable with law P, then this amounts to

F(E@) <E(f(2)).

Proof. With the law of large numbers, for example, one can show that there is
a sequence of discrete measures with P* — P and P'(f) — P(f). We obtain
Jensen’s inequality

fU(P)) < liminf f(I(P")) < liminf P"(f) = P(f) = ff(p)dP(p),

where we used continuity of / and lower semicontinuity for the first and convexity
for the second inequality. O

Lemma 2.6. A set & C P,(P,(X)) is relatively compact if and only if I(&) € P,(X) is
relatively compact.

Proofidea. To sketch the main idea we prove the assertion for dx bounded, which means
that all spaces are equipped with the weak topology, c.f. Theorem [I.49] The general case
is not much different but slightly more technical as it requires, besides showing tightness,
to adequately treat moments. A complete proof can be found in [BVBP19].

Assume that & is relatively compact. Since the image of a relatively compact set under

a continuous map is again relatively compact, the first implication follows by continuity of

I.
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Next, assume that /[&’] is relatively compact in $,(X). Fix & > 0 and choose for every
n € N a compact K,, C X such that

2

P
sup u(KY) < —.
penne) 2%

The following set
K = ({,u eP,(X): VneN, u(K;) < z—gn})

is by Portmanteau’s theorem closed and by construction tight, thus, compact by Prohorov’s
theorem. Let P € &. Using Markov’s inequality, the next computation shows tightness

c ) . & 2" . £
P(K)s;P({u.MKn»5>szn];fp<Kn>P<dp><;ﬁ—s. !
It is convenient to introduce another intensity operator /: PprX X Pp(Y)) = Pp(XxY)
where [(P) is given by
iy = [ [ s pan Padp) if € Myxx v, @.5)

Similarly to the intensity operator I, we have that [ is well-defined and continuous.

Corollary 2.7. A subset & C P,(X x P,(Y)) is relatively compact if and only if I1&] ¢
P,(X xY) is relatively compact.

Proof. The set I[&] is relatively compact if and only if its set of X- and Y-marginals are
relatively compact in $,(X) and #,(Y) respectively. By Lemma this is precisely the
case when the set of X- and #,(Y)-marginals are relatively compact. But, this is equivalent
to & being relatively compact. O

Lemma 2.8. Let P = u® k € PX X P(Y)) for a kernel k: X = P(P(Y)). Then we have
the identity I(P) = u ® I(x). In particular, I(): X — P(Y) is a disintegration of I(P).

Proof. Fix f € My(X x Y). By definition of 7, [ and as I is measurable we find

1Py(f) = f f f S(x,y) p(dy) k:(dp) p(dx) = f f S y) I(k)(dy) p(dx).
Hence, I(x) is a disintegration. O
Definition 2.9. Let ju € P(X), v € P(Y). Then we set
Al v) == 1 (Cpiu, v) € PX x P(Y)).
Note that
A(p,v) = {P : projx(P) = p, Ioprojp,(P) = v} = {P: fso(x) dP(x,p) = u(e), f’#(p) dP(x,p) = v(), ¢ € Cp(X), ¢ € C
We then have

Corollary 2.10. Assume that i € Pp(X),v € Pp(v). Then A(u,v) is compact with respect
to p-weak convergence.

2.4. Existence. From Corollary 2.10|we know that

inf )fC(x, p)dP(x, p)

PeA(u,v

is attained for lower semicontinuous c. If C is convex in the second argument and we
denote & := I(P), P := J(rr), we have by Jensen’s inequality that

P(C)=ffC(x,P)Px(dP)#(dx)ZfC(x,I(Px))/J(dX)=fC(x,ﬂx)M(dX)=I_’(C)~
(2.6)



22 STOCHASTIC MASS TRANSFER

Putting these facts together we obtain that for 1.s.c. C which is convex in the second argu-
ment

Lt f Cl ) duto) = inf f C(x. p)dP(x, P) @.7)

and both sides are attained.
Indeed we will show a bit more below.

Proposition 2.11. Let C: XXP,(Y) — RU {00} be jointly lower semicontinuous, bounded
from below and convex in the P,(Y)-coordinate, then the mapping

Ppr(XXY)2d7mH fC(x, 7o) u(dx)
is lower semicontinuous.

Proof. Let (n"), with 7" = u, ® 7, be a sequence that converges in P,(XXY) tor = u®mn,.
Then we have by Lemma@]that also the set (P" := J(n")), is relatively compact. There-
fore, we can find a convergent subsequence (P*); with limit P such that liminf, P*(C) =
lim inf; P*(C). The intensity I is continuous, which yields 7 = lim, n* = lim,, (") =
i(P)and P = 1 ® P,. Due to Jensen’s inequality (which holds here true since p — C(x, p)
is lower semicontinuous and convex) we find

P(C)=ffc(x,P)Px(dp),U(dX)ZfC(x,I(Px))ﬂ(dX)=fC(x,ﬂx),u(dX)» (2.8)

where we used that by Lemma@]ﬂ'x = I(P,) pu-a.s. Hence, we conclude

lim inffC(x,ﬂ';,)y,,(dx) = liminf P"(C) > P(C) = fC(x, 7)) pu(dx).
O

Theorem 2.12. The optimal value map VZVOT : Pp(X) X Pp(Y) = R U {oo} is jointly lower
semicontinuous, convex in its second argument and the infimum is attained.

2 1

Proof. To see convexity, note that when ', 7> € Cpl(u,v) so is 7 := (' + 7%) and
me = 3@k + 72), thus, § [ C(x,7d) + Clx, 72) p(dx) > [ C(x, m) p(dx).
Attainment and lower semicontinuity of the optimal value is a consequence of compact-

ness (see Lemma b and lower semicontinuity of the value function 7 — f C(x, ) u(dx)
(see Proposition|[2.11]). O

2.5. Duality.
Definition 2.13. Given the cost C, the set of admissible dual variables is given by
D(C) = (o, 9) : 9 € MOGR), ¥ € My(Y), 9(x) + p(¥) < C(x,p)}.

Definition 2.14 (C-conjugate). Let C: X X P,(Y) — R U {oo} be a cost function. For a
function y: Y — R we define its C-transform ¢ : X — R U {co} by

C o _
Yo (x) o= peg})fm C(x,p) = p(¥).

Remark 2.15. Similarly to the c-transform from optimal transport, one can argue by ab-
stract arguments from descriptive set theory that /€ is analytically measurable if C and v
are Borel. This suffices for our purposes. In the examples below, either C will be continu-
ous (thus, ¥ is upper semicontinuous) or one can directly argue measurability.

Theorem 2.16 (Duality). Let C: X X P,(Y) — R U {oo} be lower semicontinuous. Then

inf f C(x, ) u(dx) = sup u(e) +vy) = sup  pu(C) + ().
neCpliu.y) (p)ED(C) WeCh(Y)
PeCH(X)WeCy(Y)
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Remark 2.17. For general ¥ € C,(Y), their C-transform might not be u-integrable. To
avoid this, we restrict to i that are additionally bounded from above, that is y € C; ,(Y).
We have for (¢, ) € D(C) N (Cp(X) X Cp(Y)) by monotone convergence that

() < YO ) = infy v 0" (),

thus, u(@) + v(¥) < limy p((W V K)C) + v V k).

Proof. We prove the theorem under the additional assumption that X, Y are compact. In
this case we can use the min-max argument we have seen in the classical case almost
verbatim. As before we write

0 if P e A(u,
X(P)={ TPEAWY) G ) +vw) - f () + p() dP(x, p).

co else. (@ECHX)XCH(Y)

As P(X x P(Y)) is compact for compact spaces X, Y we can apply Theorem to inter-
change inf and sup to obtain

inf deP = inf fcd:r + x(m)
PeA(uy) PeP(XxP(Y))

- su fC(x, ) = @(x) — p(W) dP(x. p) + ) + V()
PEPXXP(Y)) <w,w>ecbogxcb(v> Py r prie v

= su inf fC x,p) — o(x) — dP(x, p) + + v
e )gmm perl vy (x, p) — o(x) = p(¥) dP(x, p) + () + v(¥y)

= su inf ~ C(x, p) — o(x) — p() + p(p) + v(y)
(w,wecbogxcbm (ep)EXXPAY) Py P e v

= sup ) +v(Y). o

(@)ECH(X)XCp(Y)p(x)+p()<C(x.p)
To prove the result in the general case, one can either use approximation arguments or

apply the Fenchel-Moreau theorem, see [BVBP20)].

2.6. Strassen’s theorem. Given two marginals u,v € P, (R?) Strassen [Str65]] character-
ized the existence of a martingale coupling with said marginals. By Jensen’s inequality a
necessary condition is that ¢ and v are in the convex order:

Definition 2.18 (convex order). We say y and v are in convex order and write u <. v if, for
all convex f: RY — R U {oo}, u(f) < v(f).

To show Strassen’s theorem, we need the following lemma:

Lemma 2.19. Let ¢: RY — R U {oo} be Isc and bounded from below. Then ¢**(x) =
inf{p(p) : p € P1(RY), mean(p) = x].

Proof. Observe that ¢** is the largest lower semicontinuous and convex function below ¢.
For example, this can be seen from the Fenchel-Moreau theorem and by monotonicity of
the biconjugate, i.e., ¢1 < s then ¢]" < 3"

On the one hand, one can verify that ¥(x) := inf{p(p) : p € P1(RY), mean(p) = x} is
lower semicontinuous, convex and dominated by ¢, thus, ¢ < ¢**. On the other hand, we
have by Jensen’s inequality that

@™ (mean(p)) < p(¢™) < p(y),

thus, ¢** < ¢ which completes the proof. O
Theorem 2.20 (Strassen). Let u,v € P(RY). Then u <. v if and only if CpI™(u,v) # 0.
Proof. Let C(x,p): R x P1(R?) — [0, o] be given by

0  mean(p) = x,
C(x,p) = {OO else
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Clearly, CpI™(u, v) is non empty iff the weak transport problem associated to the cost C is
0. Since C is bounded from below, lower semicontinuous and convex, we can apply the
duality theorem and get

inf f Clrmyudx) = sup  v(W) +uwO).

7eCpl(u,v) YeCy 1 (RY)

We find for any ¢ € Cy, 1(R?) that

Y = inf Clep)—p@) = inf p(-¢) = (=)™ (x), (2.9)
PEPI(RY) n’ﬁﬁ' (g:’i

where we applied Lemma [2.19| for the last equality. As (—¥)** < —¢ we have
sup V) + W) = sup V() +p(—)T) = sup V(=) = p(=).

WeCy 1 (RY) YeCp (RY) weCy 1 (RY),
concave

We conclude that CpI™(u, v) # 0 if and only if u <. v. O

2.7. Convex Kantorovich-Rubinstein duality. Now we let C(x, p) := |x — mean(p)|. In
this case we obtain the barycentric Kantorovich-Rubinstein formula.

inf f |[x — mean(r,)| u(dx) = sup v() — u(y). (2.10)

neCpl(u,v) v RISR
1-Lipschitz, concave

Proof. Towards applying duality (Theorem [2.16) we compute

YC(x)= inf |x—mean(p)| - p) = inf inf |x—z|—pQp) = inf |x - 2| + (~¥)" (),
PEPI(RY) Z€RY peP | (RY) zeR4
mean(p)=z
where we used Lemma for the last equality. As (x,2) — |x — z| + (=¢¥)**(z) is jointly
convex, we deduce convexity of /€. Moreover, ¢/ is also 1-Lipschitz with ¢ (x) > —y(x).
By Example we conclude that ¢ = —y if ¢ is concave and 1-Lipschitz. We conclude
that
VEMuvy = sup  v() — ).

¥ RISR
1-Lipschitz, concave

O

No that the barycentric Kantorovich-Rubinstein formula implies Strassen’s theorem,
indeed it can be seen as a quantitative version of Strassen’s theorem.

2.8. Brenier-Strassen theorem.

Lemma 2.21. Let C be continuous. If n* € Cpl(u,v) be optimizer of ng OT(u,v) < co.
Then supp(J(n*)) = cl({(x,}) : x € X}) € X X P, (Y) satisfies:

when (x1, p1), (x2, p2) € supp(J(n")) and q1,q> € Pp(Y) with py + p» = q1 + q> then
C(x1, p1) + C(x2, p2) < C(x1,41) + C(x2, q2).

Proof. This can be shown similarly to Lemma O

Theorem 2.22. Let 1 € P2(RY) and v € P (RY). There exists a unique u* <. v s.t.

Wi 1) = inf Wi, ) = inf - * u(dx). 2.11
L") inf >(n, 1) el f |x — mean(r,)|” u(dx) (2.11)
Moreover, there exists a continuously differentiable convex function ¢ : R? — R with Ve
being 1-Lipschitz, such that Vo(u) = u*. Finally, an optimal coupling n* € Il(u,v) for
V(u, v) exists, and a coupling n € Il(u, v) is optimal for V(u,v) if and only if mean(r,) =
Vo(x) u-a.s.
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Proof. First, we prove @.I1). If # € Cpl(y,v), set T(x) := mean(r,) and observe that
(d, T)su € Cpl(u, Tyu) with Ty <. v by Jensen’s inequality. We have (Wg(,u, Tyu) <
f |x — mean(r,)|? u(dx).

Ifr' = u® K" € Cpl(u, ) with n <. v and 7> = n ® K? € CpIM(z, v) (which exists by
Strassen’s theorem), then the gluing 7 := u ® (K'K?) € Cpl(u, v) with

f x = yPx (dx. dy) = f f [ = YPK dy) el
- f f [x — mean(K2)P K!(dy) p(dx) > f 1x — mean(K' K2)P u(d),

where we used mean(K}z.) = y n'-a.s. for the second equality and Jensen’s inequality for
the first inequality. We have shown @.1T).

Since W3 (1, Smean() i finite, so is 2-TT).

If ', 72 € Cpl(u, v) are both optimal, so is %(nl + 7%). By strict convexity of | - |? this
shows that mean(n}c) = mean(ﬂi), from which we derive that there is a unique u* <. v that
minimizes inf, < , ‘W%(,u, ).

Next, we claim that if 7* € Cpl(u, v) then T'(x) = mean(r}) is u-a.s. 1-Lipschitz. Indeed,
by Lemma[2.2T| we have, for (x,77), (v, 7;) € supp(J(7™)) that

lx = TP + |z = T(@)I* < |x — mean((1 — Wthr})* + |z — mean((1 — h)x + hrl)l*.
Differentiating the right-hand side w.r.t. 4 and evaluating at O yields
0 < (x=TX)-(TX)-T@)+E-T@) (T@)-TX) = (x=2)-(T(X)-T@)~ITx)-TE)I.

By the Cauchy-Schwartz inequality we deduce that |T(x) — T'(z)| < |x — z|.

So let u* be optimal and T be the optimal map with Tyu = u*. If u ~ Leb?, then
Theorem|1.40]would tell us the existence of a convex function ¢ with Vouu = y*, which has
to be differentiable as T = Vg a.e. As T is 1-Lipschitz, we conclude that ¢ is differentiable
with T = V.

In general, we can approximate i by a sequence u" — u and " ~ Leb?. This can be
easily achieved by scaled convolution with a non-degenerate Gaussian kernel. For each n
we find convex ¢, with 1-Lipschitz Vg,. W.l.o.g. let ¢,(0) = 0. Since { <. v} and (u,),
are both tight, there is a compact set K with

1
11’l1f/,t,1(K) A V‘pgﬂn(l() > E

In particular, for every n there is x € K with V¢"(x) € K. As K is bounded, this shows
that sup, sup,.x [V¢"(x)| < co. Therefore, (¢,), and (V¢,), are both locally equicontin-
uous and locally bounded, which allows us to apply the Arzela-Ascoli theorem and find
subsequences such that ¢,, — ¢ and Vg, — T. As locally uniform convergence preserves
gradient fields, we conclude that Vo = T.

Finally, by lower semicontinuity we have that lim inf,, (M/g(yn, Vi, = ‘W%(ﬂ, Vosu).
We claim that Veyu is optimal. It suffices to show that lim sup,, VYT (u,, v) < VYT (u, v).
To this end, let 7 = 4 ® K € Cpl(u, ) be optimal for VYT and 4" ® K" € Cpl(u", 1) be
‘W,-optimal. Define 7" := u ® (K"K) € Cpl(¢", v). We have

f |x — mean(K"K,), i (dx) = f

< flx -y -2(x - mean(K?})) - (fy —mean(K,) K} (dy)) +

2

x —mean(K?}) + fy — mean(K,) K’ (dy)

p'(dx)
2
KW' (dx)

fy — mean(K,) K} (dy)

< W2, p) +2 ( f [x — mean(K™)? ﬂ"(dx))z ( f ly — mean(K,)|* u(dy))z + VYT (u, v)

< WRW" ) + 2Wa" VO (v + VEOT (. v).

For n — oo the final display converges to VZV OT(u,v), which shows lim sup,, Vg" OT(,,v) <
ywor
p W, v). O
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3. MARTINGALE OPTIMAL TRANSPORT & ROBUST FINANCE

3.1. Motivation: A very quick primer in (robust) finance. In this section we introduce
the martingale optimal transport problem, that is motivated by the pricing problem in robust
finance. We start with a very quick review of some of the main concepts in finance. For
a more detailed introduction in mathematical finance (without robustness) we refer to the
manuscripts [ES16] and [DS06] (the first chapters give a very nice and quick introduction
without the technical subtleties from the general theory).

Let us consider the following simplified setup:

e we are given one risk-free asset and one risky asset, that can be traded at times
t=0,1,...,T;

o there is no interest rate (so w.l.g. the risk-free asset can be assumed to have con-
stant value 1), and the market is friction-less (no trading costs, both long and short
positions are allowed, holding fractions of assets is allowed,...);

o the value of the risky asset at time ¢ is denoted by S, and its evolution till maturity
TbyS =(So,...,57);

e a derivative or option written on the underlying S is a financial security whose
value/payoff depends on the evolution of S, i.e. it is a function of S. We write
fS)=f(So,....87).

The fundamental problem in mathematical finance is to find a fair price for f = f(5). We
start by noticing that, if f < g then we expect price(f) < price(g), and for any quantity
a > 0, we expect price(af) = a - price(f). That is, we are looking for a functional “price”
which is a linear operator on the space of all derivatives. We will see below that this will
take the form of an expectation w.r.t. a probability measure in an appropriate space.

We will only consider self-financing strategies, in the sense that, given an initial amount
x € R invested in the two assets at time 0, at every future time ¢t = 1,..., T the holdings
can be rebalanced between the two assets, without injecting money in the portfolio nor
withdrawing from it. Then, given an initial amount x, a trading strategy will be completely
defined by the holdings in the risky asset S, that we denote by H = (H, ..., Hy_1) (so that
H; € R are the units of S held in our portfolio between time ¢ and ¢ + 1). We will use the
notation H - S for the gain or loss process from trading in S using the strategy H. From
the self-financing property, one can see that H - §' is a stochastic integral, so that in discrete
time we have (H - S)y = 0 and

t—1

(H-S):= ) HSui =S, 1=1....T.
s=0

In particular, as H runs over the set of all admissible strategies, the set of random variables
obtained as terminal values of such integrals, (H - S)r, represents all payoffs reachable
starting with zero initial endowment.

Classical setting. In the classical (model-dependent) approach, to model uncertainty re-
lated to future evolution of S, one fixes a filtered probability space (Q,F = (ﬁ)tho,P),
where the filtration ¥ represent the evolution of the available information, and one as-
sumes S to be F -adapted (i.e., the evolution Sy, ..., S, is known at time 7). Similarly, the
strategy H is assumed to be F -adapted, so that holdings at time ¢ are decided according to
the information available at that time. We denote by H the set of self-financing adapted
strategies.

A crucial assumption in order to be able to talk of fair price in a market, is that of
absence of opportunities which are “too good”, in the sense of (self-financing) trading
strategies that produce gains without incurring in any risk. In this spirit, we say that the
market satisfies the no arbitrage condition, short NA, if, for any H € H,

(H-S)r>0P-as. = (H-S)r=0P-as. (NA)



STOCHASTIC MASS TRANSFER 27

This means that, by starting with no initial capital, and investing in the market, if we obtain
an a.s. non-negative payoff, then it must be a.s. zero.

If two measures Q and P are equivalent, meaning that they have the same null-sets, we
write Q ~ P. We say S is a Q-martingale if it is a martingale under Q. This simply means
that S is Q-integrable and that Eg[S+1|#;] = §; forallt = 0,...,T — 1. We recall one
of the pillars of mathematical finance, the so-called fundamental theorem of asset pricing
(FTAP), connecting (NA) to the theory of martingales.

Theorem 3.1 ([IDMWOQ]). P satisfies NA & there exists Q ~ P such that S is a Q-
martingale.

Note that the direction « of the proof is straightforward since any nonnegative martin-
gale with mean zero is constant. The other direction is far less trivial.

Any measure Q as in Theorem[3.1]is called an equivalent martingale measure, or pricing
measure. The reason for the latter is justified by the fact that fair pricing rules are exactly
given by Eq, for any fixed equivalent martingale measure Q. Here we only provide the
argument that shows that any such expectation provides indeed a fair pricing. We are
under the assumption of NA, and we consider p being a fair price for a derivative f if by
introducing the product f at price p in the market we do not introduce arbitrage. Note that,
in this extended market, the notion of NA reads as

af-p)+H-S)r>0P-as. = a(f-p)+H-S)r=0P-as., 3.1)

for all a € R and H € H. Now, if there is an equivalent martingale measure Q s.t.
Eglf] = p, the rh.s. of (3.I) has expectation zero under Q, thus the implication in (3.I))
is clearly satisfied. Conversely, that NA in the extended market implies that there is an
equivalent martingale measure Q s.t. Eg[f] = p, can be seen from the next theorem, that
relates the two fundamental problems of pricing and hedging (i.e. replication) of financial
derivatives. We recall that a derivative f is said to be replicable (resp. super-replicable) if
there exists an endowment x € R and a trading strategy H € H s.t.

x+(H-S)r=f (resp. > f) P-as.. (3.2)
Theorem 3.2. Let P satisfy (NA) and let f € L'(P). Then
sup{Eqlf] : Q equivalent martingale measure} = infla € R : 3H € H,a+(H-S)r > f P-a.s.}.

The above theorems states that the “maximal fair price” for a derivative is given by
the smallest initial amount needed in order to super-replicate the derivative. Similarly, the
“minimal fair price” equals the biggest initial amount needed in order to sub-replicate the
derivative:

inf{Eq[f] : Q equivalent martingale measure} = sup{a € R : 3H € H,a+(H-S)r < fP-as.}.

(3.3)
We are interested in determining these extreme values, as they define the interval of all fair
prices for the derivative f(S).

Robust setting. In contrast to the classical approach, the model-independent approach
lifts any assumption about an underlying probability space, and instead aims to analyse
the problems of pricing and hedging only based on available market prices. Here § =
(So,...,S7) can be regarded as the canonical process on Rgg I

Denote by C,x = (S,—k), the payoff of a European Call option with strike k£ and maturity
t. This is the typical example of a particular, frequently traded financial derivative. Hence
we assume that these options are “liquidly” traded (at time 0) and that the market gives us

the price for these options, namely the function (¢, k) — p,(k) is given:

price(Crx) = pi(k).
Let us fix ¢ and check which properties the function k — p,(k) should reasonably have:
(1) As the payoff is nonnegative, we should have p, > 0.
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(2) Letk; <ky, A€(0,1), and set k := (1 — A)k; + Ak,. Then, it holds that
(1 - A)Cf,kl + /lCl,kz Z C[!k.
Consequently, for a linear pricing rule,

(I = Dpiky) + Api(ka) = pi(k) = p((1 = Dk + Akz),

so that p, is convex in k.
(3) As the stock price is non-negative, we have C,y = S, so that p,(0) = S.
(4) For every value of S, it holds that lim_,., C;x = 0. Hence, limy_,, p;(k) = 0.
(5) For k; < k, we have

O S Ct,k| - Ct,kz S kz - kl,
and therefore, for a monotone pricing rule,

0 < piki) = pulka) < ko — ki,
so that p, is decreasing and convex with slope at least —1 (close to 0) and at most
0 (close to o).
Interestingly, any function p;, satisfying these five properties is induced by a measure in

the following sense:

Lemma 3.3 (Breeden-Litzenberger [BL78]). Assume that k — p(k) satisfies properties
(1)-(5) above. Then, there exists a unique probability u on R, s.t.

p0 = [ bo.ptan.
Moreover,
p0) = fx,u(dX) and - p((k, e0]) = —p’(k+),
where p’(k+) denotes the right derivative of p at k.

Proof. By convexity of p, the right derivative exists. From (5) it is clear that |p’(0+)| < 1
and allowing an atom at O the function p therefore defines a unique probability measure
on R,. Since conditions (3) and (4) above fix the boundary data the rest is straightforward,
e.g. by using calculus for Riemann-Stieltjes integrals. O

As a consequence of Lemma [3.3] if the prices at a given maturity ¢ for Call options with
strike k for all k£ > 0 are known, then there exists a unique measure yu, such that, for every
derivative with payoft f(S,), we have

price(f) = ffdﬂr-

The reason is that we can approximate any such f via the functions C,y, i.e.

f ~ zn: Ct,k,-~
i=1

Differently said, Lemma [3.3] implies that the knowledge of the prices for all Call options

with maturity ¢ uniquely defines the distribution of S, under the measure used for pricing.
As such options are liquidly traded in ¢ = 0, they can be used for hedging in a static

sense, i.e., these can be bought or sold in 0 and such position kept till maturity. We will see

how this explicitly appears in the super-replication theorem presented in the next section.
In the current setting, the extreme pricing values of a derivative f are given by

inf / sup{Eq[f] : Q martingale measure, S; ~q f;}. (3.4

In the following section we will analyse this problem in some detail looking again at the
“basic” questions of existence, duality (which has the interpretation of robust sub/superhedging)
and characterization of optimizers.
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3.2. Existence, duality, and geometry of optimizers: discrete time. We want to analyze
(3:4) and focus for (notational) simplicity on the case of one period, so 7 € {1,2}. All the
results that we present have multi-period versions, some of them are only notational more
complex, while some (e.g. geometry of optimizers) are on a technical as well as on an
intuitive level much more complex.

For comparison with the first chapter of these notes, we focus on the minimization
problem only, and consider

X=Y=R, p:=pm €Pi(R), v:i=pu € P1(R), c() := f(),

so that the object of study becomes:

VM(u,v):= inf f cdn, (MOT)
7eCpM(u,v)

where Cle(p, v) = {m € Cpl(y,v) : E;[S2IS1] = S1}, c.f. Deﬁnition In analogy to

(KP) we call this the Martingale Optimal Transport problem.

Remark 3.4. In the literature on MOT, one often considers the maximization problem in-
stead of the minimization problem due to the relation to the superhedging result. However,
mathematically speaking, the maximization and minimization problems are equivalent. For
consistency with the rest of our manuscript, we have opted to work with the minimization
problem.

Example 3.5. To familiarize with the martingale constraint, we note:

(1) Due to the martingale constraint, there cannot be Monge-type martingale cou-
plings T(u) = v other than for T = Id, since then, for 7 € CpIM(u,v) with
(Id, Ty = m,

T(x) = mean(m,) = x p-as.

Hence, CpIM(u, 1) = {(Id, Id)4u} consists of a single coupling whereas in general
CpI™(u, 1) consists of many couplings. In general, the minimal mass splitting one
can hope for is that the optimal martingale coupling is concentrated on the graph
of two functions.

(2) When u = 6, and v € P1(R) with mean(v) = x, then Cpl(u,v) = {u® v} =

Cp™(u, »).
(3) For general martingales, there can be many martingale couplings. Let u = %((5_1 +
01)and v = %(6,4 + 8y + 84) and define, for % <a< %

n%(dx,dy) := uxn% where

G+i-a04+G-3+2000+G-a)s x=1,
@@= Do+ G - 2a)6 + ads x=1

a

It is straightforward to check that {7“ : % <ac< %} = CpI™(u, v), so that there are
uncountably many martingale couplings with marginals ¢ and v.

We recall that, by Strassen theorem (Theorem [2.20)), the set CpI™ (i, v) is non-empty if
and only if y is in convex order with v.

Lemma 3.6. Let u,v € PP(R”Z), then Cle (u, v) is convex and compact in PP(R”I x RY).

Proof. We start the proof by characterizing the martingale constraint. Let 7 € P;(R? x RY)
with proj, m = pu. We have

mean(m,) = X y-a.s. & flx — mean(m,)| u(dx) =0

— Vi=1,...,d, flx,- — mean(r,);| u(dx) =0,
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where we write y = (y,-)f.’:l e R?. Since |x;| = sign(x;)x;, sign: R — {-1,0, 1} is measur-
able, and C,(RY) is dense in L' (u), we obtain

mean(mr,) = x p-as. &= Vg e Cp(RY;RY), fg(x)(x —y)n(dx,dy) = 0.

The map (x,y) — g(x)(x—y) =: h(x,y) is continuous with at most linear growth. Therefore,
7+ n(h) is convex and continuous on P;(R X R), c.f. Definition [I.51] and subsequent
discussion. Since

{71 € P,,(Rd X Rd) : 7 is martingale measure}

{n e P,(RI xRY) : f g(x)(x — y) n(dx, dy) = 0} ,
g€CH(RE;RY)
it immediately follows that the set of all martingale probabilities is convex and closed in
P,RY x RY) (for any p > 1). Hence, as Cpl(x, v) is convex and by Lemmaa compact
subset of PP(R“' x R%), we conclude that Cle(u, v) (as intersection of a convex, closed and
a convex, compact set) is also convex and compact. O

As in the case of classical transport we obtain:

Corollary 3.7. Assume that c is L.s.c. and bounded from below. Then there exists an opti-
mal martingale coupling.

This settles the problem of existence. Note that for these arguments neither the restric-
tion to a single period nor to dimension one are necessary. Next we turn to the question of
duality.

Theorem 3.8. Let ¢ be l.s.c. and bounded from below, then

VLMOT(/J, v) = sup{u(f) +v(g) : f,g H € Cp(R) s.1.
S +g(y)+ HX)(y —x) <clx,y)Vx,y e R}. (3.5)

Remark 3.9. The dual problem can be interpreted as a robust subhedging problem of the
option with payoff c. In this sense, Theorem 3.8]is a robust version (i.e. independent of the
reference model P) of (3.3)). The strategies used for subreplicating ¢ in (3.3)) involve trading
in the asset S and in the European options f, g with maturity # = 1 and ¢ = 2 respectively.
Since u = u; and v = u, are known, the payoffs of these options can be approximated
by the liquidly traded European call options with maturity # = 1 and ¢ = 2, and their fair
prices are given by u(f) and v(g). So, (3.3) tells us that the smallest robust fair price for
the derivative c is given by the largest initial amount needed to buy the options f and g in
order to sub-replicate c.

In a multi-period setting, the trading in S would be done dynamically (that is, possi-
bly changing the portfolio in a self-financing way at every intermediate time), while the
trading in the European options would still be done in a static way (i.e. with buy-and-hold
strategies established at time 0, since this is the time when these are liquidly traded).

Mathematically, the term H(x)(y — x) can be understood as a Lagrange multiplier ac-
counting for the martingale constraint in the primal problem.

Proof of Theorem[3.8] Justified by Lemma [3.6] and its proof, we get by applying Theo-
rem with K = Cpl(u,v), Y = C»(R) and h(r, H) = [ c(x,y) — Hx)(y — x) n(dx, dy)
and Theorem [I.19} that

VMOT(u vy = inf  sup h(r,H)= sup V., (u,v)

7eCpl(i,v) ey, (R) HeCy(R)
= sup H(f) + (),
(f.8.H)eCp(R)XCp(R)
V(xy)ER?, f(x)+8(n)<c(x,y)—H(x)(y—x)
where cy(x,y) 1= c(x,y) — H(x)(y — x). m]

The next examples illustrate that duality and dual attainment is a delicate question.
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Example 3.10. (1) Let u = v = Lebyo3. Then CpI™(u,v) = (O} with O = (Id, Id)pu.
Let
1 x=y
c(x,y) =1y = .
(x,y) {x=y} {0 else
Then VM =1 and we claim that D¥ = 0. Indeed, let ¢, ¥ and h be Borel bounded
s.t. o(x) + ¥ (y) + Hx)(y — x) < c(x,y) for all x,y € [0,1]. Then ¢(x) + ¥(y) +
H(x)(y — x) < 0 for all x # y. Fixing € > 0, by Lusin’s theorem, there is a Borel
set A C [0, 1] with u(A) > 1 — & s.t. Y4 is continuous. Moreover, A can be chosen
to be perfect (i.e., every point of A is a limit point of A). Let x € A and (x,,), C A
with x, = x and x,, # x. Then
@(x) + Y(xn) + Hx)(x, —x) <0

for all n € N and thus ¢(x) + ¢(x) < 0. As & > 0 is arbitrary, u({x : ¢(x) + ¥ (x) <
0} = 1 and hence

f(pd,u+f¢/dv= fgo(x)dx+f¢(x)dx§0.

A different argument: Define 7%(x) = & + x(mod 1), so that for any € € (0, 1) we
have T°(x) # x, T®(Lebyo,17) = Lebyo,17, and T%(x) — x is equal to £ on [0, 1 — ¢]
and equal to € — 1 on (1 — &, 1]. Hence ¢(x) + y(T%(x)) < —H(x)[T*(x) — x] and
integrating w.r.t. Lebesgue we get

1 1
fgod,u + fl//dv = fgo(x)dx+ f{//(x)dx < H(x)dx - sf H(x)dx — 0.
l-¢& 0

In any case, a maximizing triplet is givenby ¢ = ¢ = H = 0.
(2) Consider the following setting:

1 1 0 xy <0,
=—(0_1+61), v=-Lebr_ys, and c(x,y) :=
u 2( 1+061) 76022 (x,y) {_ ol x>0,

We claim that then the right-hand side in (3.3 is not attained. Indeed, assume that
(f, 8 H) € L'() x L'(v) x L' () with f(x) + g() = H)(y = x) < c(x, y) for all
(x,y) € R%. As CpIM(u,v) = {1(6-1 ® (3Leb(20) + 61 ® (SLeby)) =: 7}, we have
that 7 is the optimizer and find
n(f@g) =n()=0,
from where we deduce (modulo a v-null set) that
) +gM+HX)(y—-x) =0 on{(x,y)e{-1,1} x(=2,2) : xy 2 0}.

We derive that g is piece-wise affine and is given by

() = - -HDH-D y >0,
-f-D)-H-D)Hy+1) y<O.
Thus, for v-a.e. y € (0,2) we have
= vy 2f(D) +g(=y) + HI)(=y = 1),
—Vy2f(=1)+ g+ H=D(y + 1.
Adding these two inequalities and using (3.6)), we obtain
=2y 2f(D) + f(=1) + g() + g(=y) + y(H(=1) = H()) + H(=1) — H(1)
=2y(H(=1) - H(1)),
which is impossible to hold for all v-a.e. y € (0, 2) because

W
1{%_7 = —oco < H(=1) - H(1).

We conclude that (3.3) is not attained.

(3.6)
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The reason that duality and attainment fail in the Examples[3.10}is that the dual problem,
as defined in Theorem [3.8] is too restrictive. Financially speaking: in the dual problem we
hedge against scenarios that are not possible given the market observations! To clarify this,
we need the concept of irreducibility.

Definition 3.11. Let u, v € P (R?) be in the convex order. We call the pair (u, v) irreducible
if there exists m € CpI™(u, v) such that
VA, B e B(RY): u(A),v(B)>0 = n(Ax B)>0.
In one dimension, the convex order can be described via potential functions.

Definition 3.12. For a finite measure u on R with f |x] u(dx) < oo, we define its potential
Sfunction u,: R — R by

Uy (y) o= f b = ¥l ().

It is possible to read off various properties of y, as total mass, mean, atoms etc., from
the behaviour of u,,.
Lemma 3.13. Let u,v € Pi(R). Then
(1) p <cx vifand only ifu, < u,.
Further, if v is not a Dirac measure and u <., v, then
(2) (u,v)is irreducible if and only if {u, < u,} is an interval and u({u, < u,}) = 1.
Proof. The first claim follows from the following two observations: Firstly, the function
y = |x —y| is convex and secondly, and convex function can be approximated from below
by convex combinations of elements in {f(y) = alx —y| + by + ¢ : a € R*, x,b,c € R}.
The second claim is slightly harder. The missing parts will be shown in the next sub-

section.
Assume that there exists z € R s.t. u,(z) = u,(z). Then any 7 € Cle(u, v) satisfies

0@ = f by — 2l n(dx, dy) = f f by — 2l m(dy) ()

Jensen

> flmean(ﬂx) — 2 u(dx) = flx =2l pudx) = uy(2) = u,(2).

In particular, we get equality in Jensen’s inequality, and hence any 7 € CpI™(u, v) satisfies
ay>zl|lx>z) =1,
ay<zlx<z)=1,

ay=zlx=2=1 (f u({z})) > 0).
In other words, z is a barrier for any martingale-transport plan between y and v, i.e. the
level z cannot be strictly crossed by any such martingale. O

Theorem 3.14. Let (u,v) be irreducible, compactly supported, and ¢ € My(R?). Then
there exists (f,g,H) € Ll(u) x L'(v) x M(R) with f(x) +g(y)+ Hx)(y — x) < c(x,y) for
p-a.e. x and v-a.e. y such that

VOt v) = u(f) + v(g).
Proof. Very technical. O

Remark 3.15. Here, we presented only the case when (u, v) is irreducible. In one dimension
and p and v in convex order, there is a unique decomposition of them into subprobability
measures (ty)ken and (Vi)renw such that gy = vy, (for k > 2) (ug, v¢) is irreducible, and any
martingale coupling 7 € CpI™(u, v) can be written as

= Z 7°  where 7* € Cle(pk, Vi).
k

Building on this decomposition, it is possible to also split the primal and dual problems
along these decompositions.
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In order to get a better understanding of irreducibility, we study a particular martingale
in continuous time which induces (in case of irreducibility) a martingale coupling with the
required property. In contrast to potential functions, this approach is not limited to d = 1.

3.3. Stretched Brownian motion. We have seen in Section || that the optimal transport
problem associated with the cost function c(x, y) = |x — y|? is structurally rich. Contrary to
that, this cost is not particularly interesting in the martingale world: if = € Cpl,,(u, v) then
we have

flx - y|2 n(dx,dy) = flxlz —-2x-y+ |y|2 n(dx, dy)

- f P ) — f 2 f yea(dy) uld) + f b2 v(dy)
= f v* v(dy) — f xI? ().

So, the value of f |x — y[> 7(dx, dy) only depends on the marginals as long as 7 is a martin-
gale coupling. Similarly in continuous time, when B is a d-dimensional Brownian motion
and X = f o;dB; with Xy ~ u and X; ~ v for some progressively measurable square-
integrable process o, we have by It6’s isometry that

1
E[ fo tr(o7) dr]=E[|x1—xo|2]= f bl v(dy) - f P ().

Another perspective on optimal transport is provided by the Benamou-Brenier formula.
We recall that

1
Wi, v) = inf{ f E[IX] dr: Xo ~ . Xi ~v.X AC}. 3.7)
0

In the Euclidean geometry, one could interpret the right-hand side as follows: Choose as a
reference motion straight lines (in direction v € R¥) and find a process X that connects the
marginals ¢ and v resembling this reference motion. We compute

1 1 1
f X, — v dt = f X, 1> = 2X, - v+ vdt = f X, 1> dt — 2(X; — Xo) - v + V.
0 0 0

and obtain by taking expectations that (3.7)) is (up to constants) equivalent to the minimiza-
tion of

1
inf{f E[1X, -] dt: Xo ~ . Xy ~ v. X € AC}.
0

Arguable, in the martingale world, when speed is measured w.r.t. the quadratic variation,
Brownian motion is the analogon to the straight lines of the Euclidean world. Consider
a filtered probability spaces (Q,F,F = (¥;);,P) with a Brownian motion B. Let X be a
real-valued F-martingale with Xy ~ p and X; ~ v and compute

E[[X - Bi] = E[[X]; - 2[X. Bl + [Bi] =E[IX; - XoP| - 2E[[X.Bli] +1  (3.8)
Observe that, when X is of the form X; = f o dB; for some progressively measurable o,

then, as [X - B]; = [ (o — 12dt, E[[X, B],] = E [ o dz]. In multiple dimensions the

minimization of (3.8) is equivalent to the maximization of the trace of the covariance

1
VMea (U, v) := sup {f Eltr(oy)] dt : Xo ~ u, X1 ~v, X = Xo + fo’,dB,} s (MBB)
0

where the infimum runs over all filtered probability spaces that support a Brownian motion
B and progressively measurable o with values in the symmetric and positive semidefinite
matrices. Note that as consequence of the product rule for Itd processes one could also

maximize E[(X; — X) - B;] in (MBBJ).
Definition 3.16. An optimizer of (MBB)) is called stretched Brownian motion.

The next example explains the wording stretched.
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Example 3.17 (Bass martingale). Letu = 5, X € RY, and v be arbitrary with mean &, so that
i <. v. Recall that ¥/ denotes a d-dimensional standard Gaussian. Let V¢ be the Brenier
map with Vg = v. Let B = (B;)[0.1] be a d-dimensional standard Brownian motion with
natural filtration (¥;).c[0,1;- Denote by P, the heat semigroup, i.e. P;g(x) = E[g(x + By)].
Define for ¢ € [0, 1]

M; := E[Ve(B)IF:] = E[Ve(B)|B/] = P1_Vo(B)),

where the second equality follows by the Markov property and the third equality by in-
dependence of increments of Brownian motion (B; = B, + B; — B,). Observe that M| =
Vo(B)) ~ vand My = P1f(0) = E[Ve(B;)] = mean(v) = X so that My ~ w. In this way,
we can construct martingales between a Dirac mass and any terminal measure v in convex
order. Let X be another martingale with Xy ~ ¢ and X; ~ v. We have

E[[X, Bli] = E[(X1 — X0)B:1] = E[X,B:] < E[M,B,] =E[[M, B]:], (3.9)
since X| ~ M| = V(B)) and the latter maximizes the covariation to B;. Hence, the hereby
constructed Bass martingale is an optimizer of Vyp(u, v). Further, M = f o dB; where
0" can be easily derived due to It6’s formula and, when ¢ € C 2(RY), then o; = P(Hp)(B,).

Theorem 3.18. The problem (MBB)) admits an unique-in-law optimizer M* and M* is a
continuous strong Markov martingale.

The key to prove this result is to link it to a discrete-time optimization problem in the
form of a weak optimal transport problem.

Viwor(, v) = ﬂecpi)}lf(ﬂ ) f Wi(r,, y") u(dx), (MWOT)
(v,

where y? denotes the d-dimensional standard normal distribution. Note that

Vwmor(i, v) :=Vawor(u, v) — 1 — f yI* v(dy)
| (3.10)
=5 sup f sup f y - zdx(y,z) p(dx).

2 reCply(u) J xeCplimey)

Theorem 3.19. Assume p,v € P>(R?) are in the convex order. The optimization problem

(MWOT)) and (MBB)) are equivalent. More precisely,
(1) VMWOT(ﬂ’ v) = VMW, V) < o0;
(2) has a unique optimizer *;
(3) (MBB)) has a unique-in-law optimizer M*;
(4) = = law(My, M) and M; = Pl_,(VgoMS)(B,) where Vo, is the Brenier map be-
tween y* and r*.

Proof. Since u,v € P>(R?) are in the convex order, by Strassen’s theorem there is 7 €
Cpl,, (1, v). Hence,

Vi) <2 f b2 + 1 w(dx, dy) < oo,

As the map p — "W%(p, ¥?) is ‘W,-continuous, there is by Propositiona coupling * €
Cpl,,(u, v) that attains (MWOT). Uniqueness of the optimizer of follows from
strict convexity of p — W3(p, ). The latter can be seen as follows: let py, p, € Pa(RY).
By Brenier’s theorem there are convex potentials ¢ with Vgogyd = p;. We have

1 1
W (E(pl +pz),7d) <5 (f lz = Vo' ()P + 1z - Vsoz(z)ldyd(z)),

where equality can only hold if Vo! = Vg? y?-a.s. (as consequence of the uniqueness part
of Brenier’s theorem), which yields the claim.
Write ¢* for the Brenier potential of y? and #%. As in Example we construct a
martingale M* via
M; = B[V (BOIF:| = P1_i(Ve'o)(By),
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where we enlarge the natural filtration (¥;), generated by the Brownian motion B at initial
time by adding an independent random variable My ~ u, i.e., Fi=FV o(Mp). This is
always possible on a potentially larger probability space. As the law of (M, M}) maxi-
mizes (3.10), we have for any martingale X = f o, dB, with Xy ~ u and X; ~ v, where o
is progressively measurable with values in the positive semidefinite matrices, that

1
EU tr(o-t)dt]zE[(Xl Xo)Bi] < E|(M; - M) - B | U tr(o-t)dt] @3.11)
0

where o is given by 1t6’s formula. We have shown that both problems, (MBB) and
(MWOT), admit optimizers whereas the latter one is unique, and that Vg (i, v) = Vimwor (i, v).
So let X be another optimizer of (MBB)), then there is equality in (3.11)) and by uniqueness

of the optimizer of we have (Xo, X1) ~ (Mg, M7). As in Example [3.T7) we neces-
sasrily get that X; = V¢*0(B;). Due to the martingale property we have X; = E[X||F;] =
P1_(V¢*)(B,), which a.s. determines the paths of X. In particular, X ~ M*. m]

Remark 3.20. The proof of Theorem [3.19|reveals the procedure how to build the optimizer
of (MBB):

(1) Find the unique optimizer 7* of (MWOT)).

(2) For x € R, find the Brenier potential ¢* of y¢ and 7%.

(3) Define M; := E[Ve*(B))IB;] = P1_/V¢*(B,).

(4) Take X ~ u independent of B and let M; := MX.

To prove that the stretched Brownian motion M* connecting y and v (with u <., v) has
the strong Markov property, we establish a dynamic programming principle: Fix a filtered
probability space (Q, 7, (F;);, P) that supports a uniform distribution U independent of 7.
For any (#;),-stopping time 0 < 7 < 1 we define

1
Vit, 1,u,v) = sup ]E[f tr (o) dt}, (3.12)
M=Mo+ [ o, dB, T
M~ M ~v

so that VSBM(;U’ v) = V(0, 1,[1, V).

Lemma 3.21 (Dynamic programming principle). Let u,v € P»(RY) be in the convex order.
For every stopping time 0 < 7 < 1, we have

VO, 1, u,v) = sup {E [f tre(oy) dt| + V(r, 1, law(M;), v)} , (3.13)
M=Mo+ [ o, dB, 0
Mo~u
with the convention that sup(®) = —oco. Further, the process M* is the unique optimizer

of V(r, 1, law(My), v) and law(M}IM;) = law(M}|F:) almost surely. In particular, M* is
strongly Markovian.

Sketch. Obviously the left-hand side of (3.13)) is smaller than the right-hand side of (3.13).
To see the reverse inequality, pick M' = M(l) + f o dB; such that Mé ~ pand law(M]) <.,
v. With similar reasoning as in the proof of Theorem [3.19] and Remark [3.20] (one has to
properly rephrase the problem in a weak transport problem), we can construct an optimizer
M? of V(r,1,law(M.), v) where law(M7|M?) = law(M7|F>). By adequately concatenating
M with M? we obtain a martingale M, admissible in V(0, 1, i, v), which provides the
reverse inequality.

Since M* is the unique maximizer of V(0, 1, u, v), we get from the first part, by letting
M' = M*, that M* is also the unique maximizer of V(r, 1,law(M;),v), and therefore,
law(M7|M7;) = law(M{|F) almost surely.

Finally, M* has the strong Markov property as by the second part and the construction
of M*, there is, for every measurable map g € M;(R), a measurable map f: Rx[0,1] - R
such that for every stopping time 7,

J(Xe, 1) = B@@(Xran)F7)  as.
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O
Proposition 3.22. Given u,v € P> (RY) in the convex order, it holds
Vimor(,v) = sup  v() + py©), (3.14)
YeCy(RY)
|-> =y convex

where

‘W%(p,yd) mean(p) = x

Cxp) = {m Candy©() = inf Wio.y) = p@).

else, pePL(RY)
mean(p)=x

Further, the right-hand side is attained by a dual potential  if and only (u, v) is irreducible.
In this case, the stretched Brownian motion M is given by

M, = E[Vy(B1)|B,] where By ~ V(P1y)uu.
Proof. The duality follows from Theorem[2.16] The second part is more technical. m|

4. THE SKOROKHOD EMBEDDING PROBLEM FROM AN OPTIMAL TRANSPORT PERSPECTIVE

In this section we briefly introduce the Skorokhod embedding problem and explain how
it can be investigated from an optimal transport perspective. In analogy to the previous
sections, versions of the basic results on existence, duality and the characterization of
optimality through cyclical monotonicity hold here. The proofs for this result are based on
the ideas we have seen previously but are technically tedious as it is necessary to bridge
the gap to the theory of stochastic processes. We therefore refer to [BCH17] for the proofs
of these results and focus on the application to the Skorokhod embedding problem.

4.1. Overview. Let B be a Brownian motion started in 0 and consider a probability u
on the real line which is centered and has second moment. The Skorokhod embedding
problem is to construct a stopping time T embedding u into Brownian motion in the sense
that

B; is distributed according to u, E[7] < oo. (SEP)

Here, the second condition is imposed to exclude certain undesirable solutions, and can
be modified to extend to measures without a second moment. As already demonstrated by
Skorokhod [Sko61}ISko635] in the early 1960s, it is always possible to construct solutions to
the problem. Indeed, the survey article [Obt04] of Obldj classifies 21 distinct solutions to
(SEP), although this list (from 2004) misses many more recent contributions. A common
inspiration for many of these papers is to construct solutions to that exhibit additional
desirable properties or a distinct internal structure.

Recently it has been observed that profits from an optimal transport perspective:
it allows to obtain many previous developments as applications of one unifying principle
(Theorem [4.3)) and several difficult problems are rendered tractable. Moreover, it allows to
easily handle a number of more general versions of the problem: for example, integrable
measures, general starting distributions, and R?-valued Feller processes.

To illustrate the transport approach we introduce Root’s construction, [Roo69], which
is one of the earliest solutions to (SEP), and it is prototypical for many further solutions
to (SEP) in that it has a simple geometric description and possesses a certain optimality
property in the class of all solutions.

Root established that there exists a barrier R (which is essentially unique) such that the
Skorokhod embedding problem is solved by the stopping time

Troot = inf{t > 0 : (¢, B;) € R}. 4.1)

A barrier is a Borel set R C R, XR such that (s, x) € Rand s < rimplies (¢, x) € R. The Root
construction is distinguished by the following optimality property: among all solutions to
(SEP) for a fixed terminal distribution y, it minimizes E[7]. For us, the optimality property
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Ficure 2. Root’s solution of (SEP).

will be the starting point from which we deduce a geometric characterization of Tree. TO
this end, we now formalize the corresponding optimization problem.
We consider the set of stopped paths

S ={(f,s): f:10,s] — Ris continuous, f(0) = 0}. 4.2)
Throughout the section we consider a function
y:S§S >R

We fix a stochastic basis Q = (Q, G, (G,)r=0, P) which is sufficiently rich to support a Brow-
nian motion B and a uniformly distributed Gy-random variable, independent of B. The
optimal Skorokhod embedding problem is to construct a stopping time 7 on Q which opti-
mizes

Py = inf {B[y((B/)izr>7)] : T solves l (OptSEP)

We emphasize that does not depend on the particular choice of the underlying
basis as long as it is rich enough in the above sense, cf. [BCHI17, Lemma 3.11]. We will
usually assume that is well posed in the sense that E[y((B;);<r,T)] exists with
values in (—oo, oo] for all T which solve and is finite for one such 7.

The Root stopping time solves in the case where y(f,s) = s>. Other exam-
ples where the solution is known include functions depending on the running maximum
Y((f, 8)) := f(s) := max,<, f(¢) or functions of the local time at 0.

The solutions to (SEP) have their origins in many different branches of probability
theory, and in many cases, the original derivation of the embedding occurred separately
from the proof of the corresponding optimality properties. Moreover, the optimality of a
given construction is often not immediate; for example, the optimality property of the Root
embedding was first conjectured by Kiefer [Kie72] and subsequently established by Rost
[Ros76].

In contrast, we will start with the optimization problem and we seek a system-
atic method to determine the minimizer for a given function y. To develop a general theory
for this optimization problem we interpret stopping times in terms of a transport plan from
the Wiener space (Co(R;), W) to the target measure y, i.e. we want to think of a stopping
time 7 as transporting the mass of a trajectory (B;(w))er, to the point By, (w) € R. Note
that this is not a coupling between W and y in the usual sense and one cannot directly apply
optimal transport theory. Nevertheless the transport perspective provides a useful intuition.

As in optimal transport, it is crucial to consider (OptSEP) in a suitably relaxed form, i.e.
in one has to optimize over randomized stopping times (see [BCHI7, Definition
3.7]). These can be viewed as usual stopping times on a possibly enlarged probability space
but in our context it is more natural to interpret them as stopping times of ‘Kantorovich-
type’ (in the sense of optimal transport), i.e. stopping times which terminate a given path
not at a single deterministic time instance but according to a distribution.

Exactly as in classical transport theory, (OptSEP) can be viewed as a linear optimization
problem. The set of couplings in mass transport is compact and similarly the set of all
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randomized stopping times solving (SEP) on Wiener space is compact in a natural sense.
Under the standing assumption that B is defined on a sufficiently rich stochastic basis, these
considerations yield:

Theorem 4.1. Lety : S — R be Isc and bounded from below. Then admits a
minimizing stopping time T.

Here we can talk about the continuity properties of y since S possesses a natural Polish

topology.
As in the previous chapters, we have a natural dual problem.

Theorem 4.2. Lety : S — R be Isc and bounded from below, and set

_ ) M is a continuous G-martingale, My = 0
Dy = sup {f VOYAO) € CRNAM o 5 VE> 0, M, + Y(By) < Y(By)serr 1) }

where M, s satisfy M| < a + bt + cB2, [W(y)| < a + by* for some a, b, c > 0. Then we have
the duality relation

P,=D,. 4.3)

Next we consider a monotonicity principle which links the optimality of a stopping time
7 with ‘geometric’ properties of 7. Combined with Theorem 4.1} this principle will turn
out to be surprisingly powerful. For the first time, all the known solutions to with
optimality properties can be established through one unifying principle. Moreover, the
monotonicity principle allows to treat the optimization problem in a systematic
manner, generating further embeddings as a by-product.

Theorem 4.3 (Monotonicity Principle). Lety : S — R be Borel measurable. Suppose
that is well posed and 7 is an optimizer. Then there exists a y-monotone (cf.
Definition.3|below) Borel set T C S such that P-a.s.

((BizrsT) €T (4.4)

If @.4) holds, we will loosely say that I" supports T. The significance of Theorem .3
is that it links the optimality of the stopping time 7 with a particular property of the set
I', i.e. y-monotonicity. In applications, the latter turns out to be much more tangible. We
emphasize that we do not require continuity assumptions on v in this result.

To link the optimality of a stopping time with properties of the set I' we consider the
minimization problem on a pathwise level. Consider two paths (f, s),(g,1) € S
which end at the same value, i.e. f(s) = g(r). We want to determine which of the two paths
should be sfopped and which one should be allowed to go on further, bearing in mind that
we try to minimize E[y((By)<r, T)]. To make this definition formal, we need to perform an
operation at the level of individual paths. We will write f & h for the concatenation of the
two paths (f, s), (h,u) € S, specifically:

_ [ r<s
(e = {f(s)+h(r— $) re(s,s+ul
Then we set
y(f,s)@(h, w):=y(f®h,s+u). (4.5)

We will call ((f, 5), (g, 1)) a stop-go pair if it is advantageous to stop (f, s) and to go on after
(g, 1) in the following sense:

Definition 4.4. The pair ((f, ), (g,1)) € S XS is a stop-go pair, written ((f, s), (g,1)) € SG,
iff f(s) = g@t) and

[y (Buzo - D)+ 780 > Y9 +E[Y#° (Busor o) (4.6)

for every (F,B)so-stopping time o which satisfies 0 < E[o"] < co and for which both sides
of @.6) are well defined and the left hand side is finite.
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Here (7—;3)20 denotes the natural filtration generated by the Brownian motion B. A
consequence of considering only (F,2),0-stopping times is that the set SG does not depend

on the particular choice of the underlying stochastic basis.

TN

“ e

t+o

FiGure 3. The left hand side of (4.6) corresponds to averaging the func-
tion y over the stopped paths on the left picture; the right hand side to
averaging the function y over the stopped paths on the right picture.

The idea to relate a swapping of paths to Skorokhod embedding (as illustrated in Fig-
ure[3) was used by Hobson [Hob11l p 34] to provide a heuristic derivation of the optimality
properties of the Root embedding.

Recalling (@.4), we see that the set I' C S contains the stopped paths: that is, a path (g, 7)
is in I if there is some possibility that the optimal stopping rule decides to stop at time ¢
having observed the path (g(u)),c0,. In addition, we need to consider those paths which
we observe as the initial section of a longer, stopped, path: these are the going paths

I“:={(f,s): Af,5) el,s<5and f = fon [0, s]} . 4.7)

We can now formally introduce y-monotonicity.
Definition 4.5. A set T' C S is called y-monotone iff U= X I contains no stop-go pairs, i.e.
SG n I“xI)=0. (4.8)

By the monotonicity principle, Theorem an optimal stopping time is supported
by a set I' such that I'S X ' contains no stop-go pair ((f, s),(g,)). Intuitively, such a
pair gives rise to a possible modification, improving the given stopping rule: as f(s) =
g(®), we can imagine stopping the path (f,s) at time s, and allowing (g,?) to go on by
transferring all paths which extend (f, s), the ‘remaining lifetime’, onto (g, #), which is now
going (see Figure . By this guarantees an improved value of P,, contradicting the
optimality of our stopping rule. Observe that the condition f(s) = g(f) is what guarantees
that a modified stopping rule still embeds the measure p. In Section .2 below we will
briefly indicate how the monotonicity principle can be used to derive existing solutions
to the Skorokhod embedding problem as well as a whole family of novel solutions to the
Skorokhod embedding problem; many further examples are provided in [BCH17]].

Importantly, the transport-based approach readily admits a number of strong general-
izations and extensions. With only minor changes the existence result, Theorem 4.1} the
duality result, Theorem 4.2} and the monotonicity principle, Theorem [4.3] below, extend
to general starting distributions and Brownian motion in R?, and more generally to suffi-
ciently regular Markov processes. This is notable since other constructions usually exploit
rather specific properties of Brownian motion.

4.2. Particular embeddings. In this section we explain how Theorem [4.3|can be used to
derive particular solutions to the Skorokhod embedding problem, (SEP), using the opti-

mization problem (OptSEP). We only consider (SEP) for measures i where f x* u(dx) <
oo. This constraint can be weakened to require only the first moment to be finite, subject

to the restriction that the stopping time is minimal: that is, if 7 is a stopping time such that
B; ~ u, then for any stopping time 7/,

By ~pand v’ < vimplies 7 = T a.s. 4.9)

In the case where i has a second moment, minimality and E[7] < co are equivalent.
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4.3. The Root embedding. We recall the definition of the Root embedding, Tree, from
(@.1), and we wish to recover Root’s result ([Roo69])) from an optimization problem. Re-
member that, according to Root’s terminology, a (closed) set R € R, X R is a barrier if
(s,x) € R implies (¢, x) € R whenever ¢ > s. Then Root’s construction of a solution to the
Skorokhod embedding problem can be summarized as follows:

Theorem 4.6. Let y(f,t) = h(t), where h : R, — R is a strictly convex function such
that is well posed. Then a minimizer of exists, and moreover for any
minimizer 7, there exists a barrier R such that T = inf{t > 0 : (¢, B;) € R}. In particular the
Skorokhod embedding problem has a solution of barrier type as in [@.1).

Proof. Step 1. We first pick — by Theorem[#.1|— a stopping time % which attains P,. By
Theoremthere exists a set ' € S such that ((By),<; ,7) € I' almost surely, and such that
T=xI')NSG=0.

Step 2. Next, consider paths (f, s),(g,?) € S such that f(s) = g(¢). We consider when
((f, 5),(g,1)) € SG, i.e. under which conditions (f, s) should be stopped and Brownian
motion should continue to go after (g, 7). In the present case (@.6) amounts to

E[h(s + o)] +h(t) > h(s) + E[h(t + o). (4.10)
Thus, by strict convexity of h, ((f, s), (g,1)) € SGiff # < 5. We define two barriers by
Rep :={(s,x) : A(g, 1) €T, g(t) = x,t < s},
Rop :={(s,x) : g, ) €T, g(t) = x,t < s}.

Fix (g,t) € I'. Then we have (¢, g(1)) € R... Suppose for contradiction that inf{s € [0, ] :
(s,8(5)) € R} < t. Then there exists s < ¢ such that (f,s) := (gno.s,5) € IS and
(s, f(s)) € Rop. By definition of R, it follows that there exists another path (k, u) € I" such
that k(1) = f(s) and u < s. But then ((f, 5), (k,u)) € SG N ([’ x T') which cannot be the
case. Hence,

(g,) el = inf{s €[0,7] : (s5,2(5)) € R.} <t <inf{s € [0,7] : (5,2(5)) € Rop}.

Step 3. Now consider w € Q such that (g,1) = ((Bx(w))sg(w) ,%(a))) € I'. Then it follows
immediately that:

Ta(w) = inf{s : (s, By(w)) € R} £ T(w) < inffs : (s, By(w)) € Rop} =: Top(w).  (4.11)

We finally observe that 7, = 7, a.s. by the strong Markov property, and the fact that
one-dimensional Brownian motion immediately returns to its starting point. O

A consequence of this proof is that (on a given stochastic basis) there exists exactly
one solution of the Skorokhod embedding problem which minimizes E[A(7)]; this property
was first established in [Ros76], together with the optimality property of Root’s solution.
To see this, assume that minimizers 7, and 7, are given. Then we can use an independent
coin-flip to define a new minimizer T which is with probability 1/2 equal to 7, and with
probability 1/2 equal to 7. By Theorem[4.6] 7 is of barrier type and hence 7| = 7,.

Remark 4.7. We highlight here the nature of the proof of Theorem .6 The proof divides
into three steps, two of these steps (Steps 1 and 3) being probabilistic in nature, making
arguments about random variables on a particular probability space. The second step,
however, is purely a pointwise argument about the properties of subsets of I' in relation
to the function y which we look to optimize. The latter arguments are not probabilistic in
nature.

Remark 4.8. The following argument, due to Loynes [Loy70], can be used to argue that
barriers are unique in the sense that if two barriers solve (SEP), then their hitting times must
be equal. Suppose that R and S are both closed barriers which embed u. Note that we can
take the closed barriers without altering the stopping properties. Consider the barrier RUS:
letACQgr:={x:(t,x) €S = (t,.x) € R}. Then P(B,, , € A) < P(B, € A) = u(A).
Similarly, for A’ C Qg :={x: (t,x) e R = (t,x) € S}, P(B €A)<P(B;, €A) =
u(A”). Since u(Qg U Qs) = 1, Trus embeds .

TRUS
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(a) The Rost construction (B) The Cave construction
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Ficure 4. The barriers corresponding to the Rost and Cave embeddings

It is known (see Monroe [Mon72]) that, when u has a second moment, the second

condition in (SEP), E[r] < oo is equivalent to minimality of the stopping time (recall
@9)). It immediately follows from the argument above that if the barriers R and S solve
(SEP), then 7% = 75 a.s. With minor modifications the argument of Loynes also applies to
the Rost solution discussed below as well as to a number of further classical embeddings
exhibiting optimality properties.
4.4. The Rost embedding. A set R C R, X R is an inverse barrier if (s,x) € Rand s > ¢
implies that (¢, x) € R. It has been shown by Rost [Ros76] that under the condition u({0}) =
0 there exists an inverse barrier such that the corresponding hitting time (in the sense of
(@1)) solves the Skorokhod problem. It is not hard to see that without this condition some
additional randomization is required. We derive this using an argument almost identical to
the one above.

Theorem 4.9. Suppose u({0}) = 0. Let y(f,t) = h(t), where h : R, — R, is a strictly
concave function such that is well posed. Then a minimizer % of

exists, and moreover for any minimizer 7, there exists an inverse barrier R such that © =
inf{r > 0 : (¢, B;) € R}. In particular the Skorokhod embedding problem has a solution
which is the hitting time of an inverse-barrier.

Proof. Our proof follows closely the proof of Theorem [4.6] In particular, Steps 1 and 2
can be carried out almost verbatim to get an optimizer T and a y-monotone setI' C S such
that P(((B;);<#,7) € I') = 1. By concavity of 4, the set of stop-go pairs is now given by
SG = {((f>95), (D) €S XS : f(s) = g(1), s <1}.
We remove all paths (f, s) with f(s) = 0 from I, as u({0}) = 0 this does not alter the full
support property (or the y-monotone property). Next we define inverse barriers by
Rop :={(s,x) : Ag, ) el,g(t) =x,5 <t},
Re :={(s,x) : g, ) €T, g(1) = x, s < 1}.
Denoting the respective hitting times by 7., and 7, the argument familiar from the Root
case yields 7., < T < 7y a.s. and it remains to show 7., = 7, a.s. The argument is slightly
more involved than in the Root case but again entirely probabilistic:
We define b(¢) := inf{x > 0 : (t, x) € R}, c(?) := sup{x < 0 : (¢, x) € R, } and note that
inf{t >0: B, ¢ (c(t),b(1))} < 7oL < Top < inf{t > 0: B, ¢ [c(1), b(1)]}.
Concentrating on the function b, we have for £ > 0
inf{r >0: B, > b(t)} <inf{t >0: B, > b(t)} <inf{r > 0: B, — et > b(1)} .
=0 ::0';; =0}
By Girsanov’s Theorem, lim,_,g P(0) < #) = P(0, < 1) for each ¢ € R, hence o = 0, as.
Arguing likewise on ¢, we obtain 7, = Tqp a.S. |

As in the case of the Root embedding we obtain that the minimizer of E[A(7)] is unique.
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4.5. The cave embedding. In this section we give an example of a new embedding that
can be derived from Theorem [£3] It can be seen as a unification of the Root and Rost
embeddings. A set R € R, X R is a cave barrier if there exists #y € R., an inverse barrier
RY C [0, %] x R and a barrier R' C [#, o) X R such that R = R® U R'. We will show that
there exists a cave barrier such that the corresponding hitting time (in the sense of (4.1I))
solves the Skorokhod problem. We derive this using an argument similar to the one above:
Fix 1y € R and pick a continuous function ¢ : R, — [0, 1] such that

o ¢(0) = 0, im0 (1) = 0, (1) = 1

e ¢ is strictly concave on [0, ]

e ¢ is strictly convex on [#, o).

It follows that ¢ is strictly increasing on [0, #y] and strictly decreasing on [y, o0).

Theorem 4.10 (Cave embedding). Suppose u({0}) = 0. Let y(f,t) = @(t). Then a mini-
mizer T of exists, and moreover for any minimizer T, there exists a cave barrier
R such that T = inf{t > 0 : (¢, B;) € R}). In particular the Skorokhod embedding problem
has a solution which is the hitting time of a cave barrier.

Since this construction does not already appear in the literature, we emphasize that the
result remains true for integrable (centered) measures u (see Section 7).

Proof of Theorem Note that since ¢ is bounded, the problem is well posed.
Following the steps of the proofs of Theorems .6 and 4.9] we find an optimizer % and a

y-monotone set I C S such that P(((B;);<z, T) € I') = 1. The set of stop-go pairs is given by
SG ={((f,9),(g,1))eS XS :f(s)=gt);s<t<tyorty<t<s}.
Indeed, for s < t < #p and any (h,r) € S we have

Y(f@hs+r)+y((g1) > v((f,s)+y({(g®h,t+7r)
S @(s+r)—@(s) > et +71)— @)

which holds iff t — @( + r) — ¢(t) is strictly decreasing on [0, #y] for all » > 0. If t + r, ¢ €
[0, 7o] this follows from concavity of ¢. In the case that ¢ < 1y, + r > ¢, this follows since
¢’ is strictly positive on [0, #p) and strictly negative on (fy, o). The case 7y < t < s can be
established similarly.

Then, we define an ‘open’ cave barrier by

R = {(t,x): Af,s) et <s<t), RL:={tx):Af,s)elto<s<1}

and Ry, := RO U RL (resp. a ‘closed’ cave barrier where we allow ¢ < s and s < ¢ in R
and R!, resp.). We denote the corresponding hitting time by g, = Tro A T (r€sp. Tg,,)-

By the same argument as for the Root and Rost embeddings it then follows that ¢, <
T < 1g, a.s. and also that g, = g, a.s., proving the claim. O

Other recent approaches to the Root and Rost embeddings can be found in [GMO15}
GOdR15! |ICP15L ICW13]]. These papers largely exploit PDE techniques, and as a conse-
quence, are able to produce more explicit descriptions of the barriers, however the methods
tend to be highly specific to the problem under consideration.
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