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Preface

This book is an introduction to the fundamentals of differential geometry
(manifolds, flows, Lie groups and their actions, invariant theory, differential
forms and de Rham cohomology, bundles and connections, Riemann mani-
folds, isometric actions, symplectic geometry) which stresses naturality and
functoriality from the beginning and is as coordinate-free as possible. The
material presented in the beginning is standard — but some parts are not
so easily found in text books: Among these are initial submanifolds (2.13)
and the extension of the Frobenius theorem for distributions of nonconstant
rank (the Stefan-Sussman theory) in (3.21) - (3.28). A quick proof of the
Campbell-Baker-Hausdorff formula for Lie groups is in (4.29). Lie group
actions are studied in detail: Palais’ results that an infinitesimal action of
a finite-dimensional Lie algebra on a manifold integrates to a local action
of a Lie group and that proper actions admit slices are presented with full
proofs in sections (5) and (6). The basics of invariant theory are given in
section (7): The Hilbert-Nagata theorem is proved, and Schwarz’s theorem
on smooth invariant functions is discussed, but not proved.

In the section on vector bundles, the Lie derivative is treated for natural
vector bundles, i.e., functors which associate vector bundles to manifolds
and vector bundle homomorphisms to local diffeomorphisms. A formula for
the Lie derivative is given in the form of a commutator, but it involves the
tangent bundle of the vector bundle. So also a careful treatment of tangent
bundles of vector bundles is given. Then follows a standard presentation
of differential forms and de Rham cohomoloy including the theorems of
de Rham and Poincaré duality. This is used to compute the cohomology
of compact Lie groups, and a section on extensions of Lie algebras and Lie
groups follows.

ix
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The chapter on bundles and connections starts with a thorough treatment
of the Frölicher-Nijenhuis bracket via the study of all graded derivations
of the algebra of differential forms. This bracket is a natural extension
of the Lie bracket from vector fields to tangent bundle valued differential
forms; it is one of the basic structures of differential geometry. We begin
our treatment of connections in the general setting of fiber bundles (without
structure group). A connection on a fiber bundle is just a projection onto
the vertical bundle. Curvature and the Bianchi identity are expressed with
the help of the Frölicher-Nijenhuis bracket. The parallel transport for such
a general connection is not defined along the whole of the curve in the base
in general — if this is the case, the connection is called complete. We
show that every fiber bundle admits complete connections. For complete
connections we treat holonomy groups and the holonomy Lie algebra, a
subalgebra of the Lie algebra of all vector fields on the standard fiber. Then
we present principal bundles and associated bundles in detail together with
the most important examples. Finally we investigate principal connections
by requiring equivariance under the structure group. It is remarkable how
fast the usual structure equations can be derived from the basic properties
of the Frölicher-Nijenhuis bracket. Induced connections are investigated
thoroughly — we describe tools to recognize induced connections among
general ones. If the holonomy Lie algebra of a connection on a fiber bundle
with compact standard fiber turns out to be finite-dimensional, we are able
to show that in fact the fiber bundle is associated to a principal bundle and
the connection is an induced one. I think that the treatment of connections
presented here offers some didactical advantages: The geometric content of
a connection is treated first, and the additional requirement of equivariance
under a structure group is seen to be additional and can be dealt with later
— so the student is not required to grasp all the structures at the same time.
Besides that it gives new results and new insights. This treatment is taken
from [147].

The chapter on Riemann geometry contains a careful treatment of connec-
tions to geodesic structures to sprays to connectors and back to connections
considering also the roles of the second and third tangent bundles in this.
Most standard results are proved. Isometric immersions and Riemann sub-
mersions are treated in analogy to each other. A unusual feature is the
Jacobi flow on the second tangent bundle. The chapter on isometric ac-
tions starts off with homogeneous Riemann manifolds and the beginnings of
symmetric space theory; then Riemann G-manifolds and polar actions are
treated.

The final chapter on symplectic and Poisson geometry puts some emphasis
on group actions, momentum mappings and reductions.



Preface xi

There are some glaring omissions: The Laplace-Beltrami operator is treated
only summarily, there is no spectral theory, and the structure theory of Lie
algebras is not treated and used. Thus the finer theory of symmetric spaces
is outside of the scope of this book.

The exposition is not always linear. Sometimes concepts treated in detail in
later sections are used or pointed out earlier on when they appear in a natural
way. Text cross-references to sections, subsections, theorems, numbered
equations, items in a list, etc., appear in parantheses, for example, section
(1), subsection (1.1), theorem (3.16), equation (3.16.3) which will be called
(3) within (3.16) and its proof, property (3.22.1).

This book grew out of lectures which I have given during the last three
decades on advanced differential geometry, Lie groups and their actions,
Riemann geometry, and symplectic geometry. I have benefited a lot from
the advise of colleagues and remarks by readers and students. In particular
I want to thank Konstanze Rietsch whose write-up of my lecture course on
isometric group actions was very helpful in the preparation of this book and
Simon Hochgerner who helped with the last section.

Support by the Austrian FWF-projects P 4661, P 7724-PHY, P 10037-
MAT, P 14195-MAT, and P 17108-N04 during the years 1983 – 2007 is
acknowledged.

Kritzendorf, April 2008





CHAPTER I.

Manifolds and Vector

Fields

1. Differentiable Manifolds

1.1. Manifolds. A topological manifold is a separable metrizable space M
which is locally homeomorphic to Rn. So for any x ∈ M there is some
homeomorphism u : U → u(U) ⊆ Rn, where U is an open neighborhood of
x in M and u(U) is an open subset in Rn. The pair (U, u) is called a chart
on M .

One of the basic results of algebraic topology, called ‘invariance of domain’,
conjectured by Dedekind and proved by Brouwer in 1911, says that the
number n is locally constant on M ; if n is constant, M is sometimes called
a pure manifold. We will only consider pure manifolds and consequently we
will omit the prefix pure.

A family (Uα, uα)α∈A of charts on M such that the Uα form a cover of M is
called an atlas. The mappings

uαβ := uα ◦ u−1
β : uβ(Uαβ)→ uα(Uαβ)

are called the chart changings for the atlas (Uα), where we use the notation
Uαβ := Uα ∩ Uβ .
An atlas (Uα, uα)α∈A for a manifold M is said to be a Ck-atlas, if all chart
changings uαβ : uβ(Uαβ) → uα(Uαβ) are differentiable of class Ck. Two

Ck-atlases are called Ck-equivalent if their union is again a Ck-atlas for M .
An equivalence class of Ck-atlases is called a Ck-structure on M .

1



2 CHAPTER I. Manifolds and Vector Fields

From differential topology we know that ifM has a C1-structure, then it also
has a C1-equivalent C∞-structure and even a C1-equivalent Cω-structure,
where Cω is shorthand for real analytic; see [84].

By a Ck-manifold M we mean a topological manifold together with a Ck-
structure and a chart on M will be a chart belonging to some atlas of the
Ck-structure.

But there are topological manifolds which do not admit differentiable struc-
tures. For example, every 4-dimensional manifold is smooth off some point,
but there are such which are not smooth; see [196], [62]. There are also
topological manifolds which admit several inequivalent smooth structures.
The spheres from dimension 7 on have finitely many; see [157]. But the
most surprising result is that on R4 there are uncountably many pairwise
inequivalent (exotic) differentiable structures. This follows from the results
of [42] and [62]; see [78] for an overview.

Note that for a Hausdorff C∞-manifold in a more general sense the following
properties are equivalent:

(1) It is paracompact.

(2) It is metrizable.

(3) It admits a Riemann metric.

(4) Each connected component is separable.

In this book a manifold will usually mean a C∞-manifold, and smooth is used
synonymously for C∞ — it will be Hausdorff, separable, finite-dimensional,
to state it precisely.

Note finally that any manifoldM admits a finite atlas consisting of dimM+
1 (not connected) charts. This is a consequence of topological dimension
theory [169]; a proof for manifolds may be found in [80, I].

1.2. Example: Spheres. We consider the space Rn+1, equipped with the
standard inner product 〈x, y〉 =∑xiyi. The n-sphere Sn is then the subset
{x ∈ Rn+1 : 〈x, x〉 = 1}. Since f(x) = 〈x, x〉, f : Rn+1 → R, satisfies
df(x)y = 2〈x, y〉, it is of rank 1 off 0 and by (1.12) the sphere Sn is a
submanifold of Rn+1.

In order to get some feeling for the sphere, we will describe an explicit atlas
for Sn, the stereographic atlas. Choose a ∈ Sn (‘south pole’). Let

U+ := Sn \ {a}, u+ : U+ → {a}⊥, u+(x) =
x−〈x,a〉a
1−〈x,a〉 ,

U− := Sn \ {−a}, u− : U− → {a}⊥, u−(x) =
x−〈x,a〉a
1+〈x,a〉 .
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From the following drawing in the 2-plane through 0, x, and a it is easily
seen that u+ is the usual stereographic projection. We also get

u−1
+ (y) = |y|2−1

|y|2+1
a+ 2

|y|2+1
y for y ∈ {a}⊥ \ {0}

and (u− ◦ u−1
+ )(y) = y

|y|2 . The latter equation can directly be seen from the

drawing using the intercept theorem.

−a

1
x

0

a

x− 〈x, a〉a

y = u+(x)

z = u−(x)

1.3. Smooth mappings. A mapping f : M → N between manifolds is
said to be Ck if for each x ∈M and one (equivalently: any) chart (V, v) on
N with f(x) ∈ V there is a chart (U, u) on M with x ∈ U , f(U) ⊆ V , and
v ◦ f ◦u−1 is Ck. We will denote by Ck(M,N) the space of all Ck-mappings
from M to N .

A Ck-mapping f : M → N is called a Ck-diffeomorphism if f−1 : N → M
exists and is also Ck. Two manifolds are called diffeomorphic if there exists
a diffeomorphism between them. From differential topology (see [84]) we
know that if there is a C1-diffeomorphism between M and N , then there is
also a C∞-diffeomorphism.

There are manifolds which are homeomorphic but not diffeomorphic: On R4

there are uncountably many pairwise nondiffeomorphic differentiable struc-
tures; on every other Rn the differentiable structure is unique. There are
finitely many different differentiable structures on the spheres Sn for n ≥ 7.

A mapping f :M → N between manifolds of the same dimension is called a
local diffeomorphism if each x ∈ M has an open neighborhood U such that
f |U : U → f(U) ⊂ N is a diffeomorphism. Note that a local diffeomorphism
need not be surjective.
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1.4. Smooth functions. The set of smooth real valued functions on a
manifold M will be denoted by C∞(M), in order to distinguish it clearly
from spaces of sections which will appear later. The space C∞(M) is a real
commutative algebra.

The support of a smooth function f is the closure of the set where it does not
vanish, supp(f) = {x ∈M : f(x) 6= 0}. The zero set of f is the set where f
vanishes, Z(f) = {x ∈M : f(x) = 0}.

1.5. Theorem. Any (separable, metrizable, smooth) manifold admits
smooth partitions of unity: Let (Uα)α∈A be an open cover of M .

Then there is a family (ϕα)α∈A of smooth functions on M , such that:

(1) ϕα(x) ≥ 0 for all x ∈M and all α ∈ A.
(2) supp(ϕα) ⊂ Uα for all α ∈ A.
(3) (supp(ϕα))α∈A is a locally finite family (so each x ∈ M has an open

neighborhood which meets only finitely many supp(ϕα)).

(4)
∑

α ϕα = 1 (locally this is a finite sum).

Proof. Any (separable, metrizable) manifold is a ‘Lindelöf space’, i.e., each
open cover admits a countable subcover. This can be seen as follows:

Let U be an open cover of M . Since M is separable, there is a countable
dense subset S in M . Choose a metric on M . For each U ∈ U and each
x ∈ U there is a y ∈ S and n ∈ N such that the ball B1/n(y) with respect

to that metric with center y and radius 1
n contains x and is contained in

U . But there are only countably many of these balls; for each of them we
choose an open set U ∈ U containing it. This is then a countable subcover
of U .
Now let (Uα)α∈A be the given cover. Let us fix first α and x ∈ Uα. We
choose a chart (U, u) centered at x (i.e., u(x) = 0) and ε > 0 such that
εDn ⊂ u(U ∩Uα), where Dn = {y ∈ Rn : |y| ≤ 1} is the closed unit ball. Let

h(t) :=

{
e−1/t for t > 0,

0 for t ≤ 0,

a smooth function on R. Then

fα,x(z) :=

{
h(ε2 − |u(z)|2) for z ∈ U,
0 for z /∈ U

is a nonnegative smooth function onM with support in Uα which is positive
at x.

We choose such a function fα,x for each α and x ∈ Uα. The interiors of the
supports of these smooth functions form an open cover of M which refines
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(Uα), so by the argument at the beginning of the proof there is a countable
subcover with corresponding functions f1, f2, . . . . Let

Wn = {x ∈M : fn(x) > 0 and fi(x) <
1
n for 1 ≤ i < n},

and denote by Wn the closure. Then (Wn)n is an open cover. We claim
that (Wn)n is locally finite: Let x ∈ M . Then there is a smallest n such
that x ∈ Wn. Let V := {y ∈ M : fn(y) >

1
2fn(x)}. If y ∈ V ∩W k, then we

have fn(y) >
1
2fn(x) and fi(y) ≤ 1

k for i < k, which is possible for finitely
many k only.

Consider the nonnegative smooth function

gn(x) = h(fn(x))h(
1
n − f1(x)) . . . h( 1n − fn−1(x)), n ∈ N.

Then obviously supp(gn) =Wn. So g :=
∑

n gn is smooth, since it is locally
only a finite sum, and everywhere positive; thus (gn/g)n∈N is a smooth
partition of unity on M . Since supp(gn) = Wn is contained in some Uα(n),
we may put ϕα =

∑
{n:α(n)=α}

gn
g to get the required partition of unity which

is subordinated to (Uα)α∈A. �

1.6. Germs. Let M and N be manifolds and x ∈ M . We consider all
smooth mappings f : Uf → N , where Uf is some open neighborhood of
x in M , and we put f ∼x g if there is some open neighborhood V of x
with f |V = g|V . This is an equivalence relation on the set of mappings
considered. The equivalence class of a mapping f is called the germ of f at
x, sometimes denoted by germx f . The set of all these germs is denoted by
C∞
x (M,N).

Note that for a germs at x of a smooth mapping only the value at x is
defined. We may also consider composition of germs: germf(x) g◦germx f :=

germx(g ◦ f).
If N = R, we may add and multiply germs of smooth functions, so we get
the real commutative algebra C∞

x (M,R) of germs of smooth functions at x.
This construction works also for other types of functions like real analytic
or holomorphic ones if M has a real analytic or complex structure.

Using smooth partitions of unity (1.4) it is easily seen that each germ of a
smooth function has a representative which is defined on the whole of M .
For germs of real analytic or holomorphic functions this is not true. So
C∞
x (M,R) is the quotient of the algebra C∞(M) by the ideal of all smooth

functions f :M → R which vanish on some neighborhood (depending on f)
of x.

1.7. The tangent space of Rn. Let a ∈ Rn. A tangent vector with foot
point a is simply a pair (a,X) with X ∈ Rn, also denoted by Xa. It induces
a derivation Xa : C∞(Rn) → R by Xa(f) = df(a)(Xa). The value depends
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only on the germ of f at a and we have Xa(f ·g) = Xa(f) ·g(a)+f(a) ·Xa(g)
(the derivation property).

If conversely D : C∞(Rn)→ R is linear and satisfies

D(f · g) = D(f) · g(a) + f(a) ·D(g)

(a derivation at a), then D is given by the action of a tangent vector with
foot point a. This can be seen as follows. For f ∈ C∞(Rn) we have

f(x) = f(a) +

∫ 1

0

d
dtf(a+ t(x− a))dt

= f(a) +
n∑

i=1

∫ 1

0

∂f
∂xi

(a+ t(x− a))dt (xi − ai)

= f(a) +
n∑

i=1

hi(x)(x
i − ai).

On the constant function 1 the derivation gives D(1) = D(1 · 1) = 2D(1),
so D(constant) = 0. Therefore,

D(f) = D
(
f(a) +

n∑

i=1

hi(x
i − ai)

)

= 0 +
n∑

i=1

D(hi)(a
i − ai) +

n∑

i=1

hi(a)(D(xi)− 0)

=
n∑

i=1

∂f
∂xi

(a)D(xi),

where xi is the i-th coordinate function on Rn. So we have

D(f) =

n∑

i=1

D(xi) ∂
∂xi
|a(f), D =

n∑

i=1

D(xi) ∂
∂xi
|a.

Thus D is induced by the tangent vector (a,
∑n

i=1D(xi)ei), where (ei) is the
standard basis of Rn.

1.8. The tangent space of a manifold. Let M be a manifold and let
x ∈M and dimM = n. Let TxM be the vector space of all derivations at x
of C∞

x (M,R), the algebra of germs of smooth functions on M at x. Using
(1.5), it may easily be seen that a derivation of C∞(M) at x factors to a
derivation of C∞

x (M,R).

So TxM consists of all linear mappings Xx : C∞(M)→ R with the property
Xx(f · g) = Xx(f) · g(x)+ f(x) ·Xx(g). The space TxM is called the tangent
space of M at x.
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If (U, u) is a chart on M with x ∈ U , then u∗ : f 7→ f ◦u induces an isomor-
phism of algebras C∞

u(x)(R
n,R) ∼= C∞

x (M,R), and thus also an isomorphism

Txu : TxM → Tu(x)R
n, given by (Txu.Xx)(f) = Xx(f ◦ u). So TxM is an

n-dimensional vector space.

We will use the following notation: u = (u1, . . . , un), so ui denotes the i-th
coordinate function on U , and

∂
∂ui
|x := (Txu)

−1( ∂
∂xi
|u(x)) = (Txu)

−1(u(x), ei).

So ∂
∂ui
|x ∈ TxM is the derivation given by

∂
∂ui
|x(f) =

∂(f ◦ u−1)

∂xi
(u(x)).

From (1.7) we have now

Txu.Xx =
n∑

i=1

(Txu.Xx)(x
i) ∂
∂xi
|u(x) =

n∑

i=1

Xx(x
i ◦ u) ∂

∂xi
|u(x)

=
n∑

i=1

Xx(u
i) ∂
∂xi
|u(x),

Xx = (Txu)
−1.Txu.Xx =

n∑

i=1

Xx(u
i) ∂
∂ui
|x.

1.9. The tangent bundle. For a manifold M of dimension n we put
TM :=

⊔
x∈M TxM , the disjoint union of all tangent spaces. This is a family

of vector spaces parameterized by M , with projection πM : TM →M given
by πM (TxM) = x.

For any chart (Uα, uα) of M consider the chart (π−1
M (Uα), Tuα) on TM ,

where Tuα : π−1
M (Uα)→ uα(Uα)× Rn is given by

Tuα.X = (uα(πM (X)), TπM (X)uα.X).

Then the chart changings look as follows:

Tuβ ◦ (Tuα)−1 : Tuα(π
−1
M (Uαβ)) = uα(Uαβ)× Rn →

→ uβ(Uαβ)× Rn = Tuβ(π
−1
M (Uαβ)),

((Tuβ ◦ (Tuα)−1)(y, Y ))(f) = ((Tuα)
−1(y, Y ))(f ◦ uβ)

= (y, Y )(f ◦ uβ ◦ u−1
α ) = d(f ◦ uβ ◦ u−1

α )(y).Y

= df(uβ ◦ u−1
α (y)).d(uβ ◦ u−1

α )(y).Y

= (uβ ◦ u−1
α (y), d(uβ ◦ u−1

α )(y).Y )(f).

So the chart changings are smooth. We choose the topology on TM in such
a way that all Tuα become homeomorphisms. This is a Hausdorff topology,
since X, Y ∈ TM may be separated inM if π(X) 6= π(Y ); and they may be
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separated in one chart if π(X) = π(Y ). So TM is again a smooth manifold
in a canonical way; the triple (TM, πM ,M) is called the tangent bundle of
the manifold M .

1.10. Kinematic definition of the tangent space. Let C∞
0 (R,M) de-

note the space of germs at 0 of smooth curves R→M . We put the following
equivalence relation on C∞

0 (R,M): the germ of c is equivalent to the germ
of e if and only if c(0) = e(0) and in one (equivalently: each) chart (U, u)
with c(0) = e(0) ∈ U we have d

dt |0(u ◦ c)(t) = d
dt |0(u ◦ e)(t). The equiva-

lence classes are also called velocity vectors of curves in M . We have the
following diagram of mappings where α(c)(germc(0) f) = d

dt |0f(c(t)) and

β : TM → C∞
0 (R,M) is given by: β((Tu)−1(y, Y )) is the germ at 0 of

t 7→ u−1(y+ tY ). So TM is canonically identified with the set of all possible
velocity vectors of curves in M :

C∞
0 (R,M)/ ∼

α

��

C∞
0 (R,M)oo

ev0
��

TM

β

66♠♠♠♠♠♠♠♠♠♠♠♠♠
πM

// M.

1.11. Tangent mappings. Let f :M → N be a smooth mapping between
manifolds. Then f induces a linear mapping Txf : TxM → Tf(x)N for each
x ∈ M by (Txf.Xx)(h) = Xx(h ◦ f) for h ∈ C∞

f(x)(N,R). This mapping

is well defined and linear since f∗ : C∞
f(x)(N,R) → C∞

x (M,R), given by

h 7→ h ◦ f , is linear and an algebra homomorphism, and Txf is its adjoint,
restricted to the subspace of derivations.

If (U, u) is a chart around x and (V, v) is one around f(x), then

(Txf.
∂
∂ui
|x)(vj) = ∂

∂ui
|x(vj ◦ f) = ∂

∂xi
(vj ◦ f ◦ u−1)(u(x)),

Txf.
∂
∂ui
|x =

∑
j(Txf.

∂
∂ui
|x)(vj) ∂

∂vj
|f(x) by (1.8)

=
∑

j
∂(vj◦f◦u−1)

∂xi
(u(x)) ∂

∂vj
|f(x).

So the matrix of Txf : TxM → Tf(x)N in the bases ( ∂
∂ui
|x) and ( ∂

∂vj
|f(x))

is just the Jacobi matrix d(v ◦ f ◦ u−1)(u(x)) of the mapping v ◦ f ◦ u−1 at
u(x), so Tf(x)v ◦ Txf ◦ (Txu)−1 = d(v ◦ f ◦ u−1)(u(x)).

Let us denote by Tf : TM → TN the total mapping which is given by
Tf |TxM := Txf . Then the composition

Tv ◦ Tf ◦ (Tu)−1 : u(U)× Rm → v(V )× Rn,

(y, Y ) 7→ ((v ◦ f ◦ u−1)(y), d(v ◦ f ◦ u−1)(y)Y ),

is smooth; thus Tf : TM → TN is again smooth.
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If f :M → N and g : N → P are smooth, then we have T (g ◦ f) = Tg ◦Tf .
This is a direct consequence of (g ◦ f)∗ = f∗ ◦ g∗, and it is the global version
of the chain rule. Furthermore we have T (IdM ) = IdTM .

If f ∈ C∞(M), then Tf : TM → TR = R × R. We define the differential
of f by df := pr2 ◦Tf : TM → R. Let t denote the identity function on R.
Then (Tf.Xx)(t) = Xx(t ◦ f) = Xx(f), so we have df(Xx) = Xx(f).

1.12. Submanifolds. A subset N of a manifold M is called a submanifold
if for each x ∈ N there is a chart (U, u) of M such that u(U ∩ N) =
u(U)∩ (Rk × 0), where Rk × 0 →֒ Rk ×Rn−k = Rn. Then clearly N is itself
a manifold with (U ∩N, u|(U ∩N)) as charts, where (U, u) runs through all
submanifold charts as above.

1.13. Let f : Rn → Rq be smooth. A point x ∈ Rq is called a regular value
of f if the rank of f (more exactly: the rank of its derivative) is q at each
point y of f−1(x). In this case, f−1(x) is a submanifold of Rn of dimension
n− q (or empty). This is an immediate consequence of the implicit function
theorem, as follows: Let x = 0 ∈ Rq. Permute the coordinates (x1, . . . , xn)
on Rn such that the Jacobi matrix

df(y) =

((
∂f i

∂xj
(y)

)1≤i≤q

1≤j≤q

∣∣∣∣∣

(
∂f i

∂xj
(y)

)1≤i≤q

q+1≤j≤n

)

has the left hand part invertible. Then u := (f, prn−q) : R
n → Rq × Rn−q

has invertible differential at y, so (U, u) is a chart at any y ∈ f−1(0), and
we have f ◦u−1(z1, . . . , zn) = (z1, . . . , zq), so u(f−1(0)) = u(U)∩ (0×Rn−q)
as required.

Constant rank theorem ([41, I 10.3.1]). Let f : W → Rq be a smooth
mapping, where W is an open subset of Rn. If the derivative df(x) has
constant rank k for each x ∈W , then for each a ∈W there are charts (U, u)
of W centered at a and (V, v) of Rq centered at f(a) such that v ◦ f ◦ u−1 :
u(U)→ v(V ) has the following form:

(x1, . . . , xn) 7→ (x1, . . . , xk, 0, . . . , 0).

So f−1(b) is a submanifold of W of dimension n− k for each b ∈ f(W ).

Proof. We will use the inverse function theorem several times. The deriva-
tive df(a) has rank k ≤ n, q; without loss we may assume that the upper left
(k × k)-submatrix of df(a) is invertible. Moreover, let a = 0 and f(a) = 0.

We consider u : W → Rn, u(x1, . . . , xn) := (f1(x), . . . , fk(x), xk+1, . . . , xn).
Then

du =

(
(∂f

i

∂zj
)1≤i≤k1≤j≤k (∂f

i

∂zj
)1≤i≤kk+1≤j≤n

0 IRn−k

)
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is invertible, so u is a diffeomorphism U1 → U2 for suitable open neighbor-
hoods of 0 in Rn. Consider g = f ◦ u−1 : U2 → Rq. Then we have

g(z1, . . . , zn) = (z1, . . . , zk, gk+1(z), . . . , gq(z)),

dg(z) =

(
IRk 0

∗ ( ∂g
i

∂zj
)k+1≤i≤q
k+1≤j≤n

)
,

rank(dg(z)) = rank
(
d(f ◦ u−1)(z)

)

= rank
(
df(u−1(z)).du−1(z)

)
= rank(df(z)) = k.

Therefore,
∂gi

∂zj
(z) = 0 for k + 1 ≤ i ≤ q and k + 1 ≤ j ≤ n;

gi(z1, . . . , zn) = gi(z1, . . . , zk, 0, . . . , 0) for k + 1 ≤ i ≤ q.
Let v : U3 → Rq, where U3 = {y ∈ Rq : (y1, . . . , yk, 0, . . . , 0) ∈ U2 ⊂ Rn}, be
given by

v



y1

...
yq


 =




y1

...
yk

yk+1 − gk+1(y1, . . . , yk, 0, . . . , 0)
...

yq − gq(y1, . . . , yk, 0, . . . , 0)




=




y1

...
yk

yk+1 − gk+1(ȳ)
...

yq − gq(ȳ)




,

where ȳ = (y1, . . . , yq, 0, . . . , 0) ∈ Rn if q < n and ȳ = (y1, . . . , yn) if q ≥ n.
We have v(0) = 0, and

dv =

(
IRk 0
∗ IRq−k

)

is invertible; thus v : V → Rq is a chart for a suitable neighborhood of 0.
Now let U := f−1(V )∪U1. Then v◦f ◦u−1 = v◦g : Rn ⊇ u(U)→ v(V ) ⊆ Rq

looks as follows:



x1

...
xn


 g−−→




x1

...
xk

gk+1(x)
...

gq(x)




v−−→




x1

...
xk

gk+1(x)− gk+1(x)
...

gq(x)− gq(x)




=




x1

...
xk

0
...
0




. �

Corollary. Let f : M → N be C∞ with Txf of constant rank k for all
x ∈M .

Then for each b ∈ f(M) the set f−1(b) ⊂ M is a submanifold of M of
dimension dimM − k. �
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1.14. Products. Let M and N be smooth manifolds described by smooth
atlases (Uα, uα)α∈A and (Vβ , vβ)β∈B, respectively. Then the family (Uα ×
Vβ , uα×vβ : Uα×Vβ → Rm×Rn)(α,β)∈A×B is a smooth atlas for the cartesian
product M ×N . Clearly the projections

M
pr1←−−−M ×N pr2−−−→ N

are also smooth. The product (M ×N, pr1, pr2) has the following universal
property:

For any smooth manifold P and smooth mappings f : P → M and
g : P → N the mapping

(f, g) : P →M ×N, (f, g)(x) = (f(x), g(x)),

is the unique smooth mapping with pr1 ◦(f, g) = f and pr2 ◦(f, g) = g.

From the construction of the tangent bundle in (1.9) it is immediately clear
that

TM
T (pr1)←−−−−− T (M ×N)

T (pr2)−−−−−→ TN

is again a product, so that T (M ×N) = TM × TN in a canonical way.

Clearly we can form products of finitely many manifolds.

1.15. Theorem. Let M be a connected manifold and suppose that f :M →
M is smooth with f ◦ f = f . Then the image f(M) of f is a submanifold
of M .

This result can also be expressed as: ‘smooth retracts’ of manifolds are
manifolds. If we do not suppose that M is connected, then f(M) will not
be a pure manifold in general; it will have different dimensions in different
connected components.

Proof. We claim that there is an open neighborhood U of f(M) in M such
that the rank of Tyf is constant for y ∈ U . Then by theorem (1.13) the
result follows.

For x ∈ f(M) we have Txf ◦ Txf = Txf ; thus imTxf = ker(Id − Txf) and
rankTxf + rank(Id − Txf) = dimM . Since rankTxf and rank(Id − Txf)
cannot fall locally, rankTxf is locally constant for x ∈ f(M), and since
f(M) is connected, rankTxf = r for all x ∈ f(M).

But then for each x ∈ f(M) there is an open neighborhood Ux in M with
rankTyf ≥ r for all y ∈ Ux. On the other hand

rankTyf = rankTy(f ◦ f) = rankTf(y)f ◦ Tyf ≤ rankTf(y)f = r

since f(y) ∈ f(M).

So the neighborhood we need is given by U =
⋃
x∈f(M) Ux. �
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1.16. Corollary. (1) The (separable) connected smooth manifolds are ex-
actly the smooth retracts of connected open subsets of Rn’s.

(2) A smooth mapping f : M → N is an embedding of a submanifold if
and only if there is an open neighborhood U of f(M) in N and a smooth
mapping r : U →M with r ◦ f = IdM .

Proof. Any manifold M may be embedded into some Rn; see (1.19) below.
Then there exists a tubular neighborhood of M in Rn (see later or [84, pp.
109–118]), and M is clearly a retract of such a tubular neighborhood. The
converse follows from (1.15).

For the second assertion we repeat the argument for N instead of Rn. �

1.17. Sets of Lebesque measure 0 in manifolds. An m-cube of width
w > 0 in Rm is a set of the form C = [x1, x1 + w] × . . . × [xm, xm + w].
The measure µ(C) is then µ(C) = wn. A subset S ⊂ Rm is called a set of
(Lebesque) measure 0 if for each ε > 0 these are at most countably many
m-cubes Ci with S ⊂

⋃∞
i=0Ci and

∑∞
i=0 µ(Ci) < ε. Obviously, a countable

union of sets of Lebesque measure 0 is again of measure 0.

Lemma. Let U ⊂ Rm be open and let f : U → Rm be C1. If S ⊂ U is of
measure 0, then also f(S) ⊂ Rm is of measure 0.

Proof. Every point of S belongs to an open ball B ⊂ U such that the
operator norm ‖df(x)‖ ≤ KB for all x ∈ B. Then |f(x)− f(y)| ≤ KB|x− y|
for all x, y ∈ B. So if C ⊂ B is anm-cube of width w, then f(C) is contained

in an m-cube C ′ of width
√
mKBw and measure µ(C ′) ≤ mm/2Km

B µ(C).
Now let S =

⋃∞
j=1 Sj where each Sj is a subset of a ball Bj as above. It

suffices to show that each f(Sj) is of measure 0.

For each ε > 0 there arem-cubes Ci in Bj with Sj ⊂
⋃
iCi and

∑
i µ(Ci) < ε.

As we saw above, then f(Sj) ⊂
⋃
iC

′
i with

∑
i µ(C

′
i) < mm/2Km

Bj
ε. �

Let M be a smooth (separable) manifold. A subset S ⊂ M is called a set
of (Lebesque) measure 0 if for each chart (U, u) of M the set u(S ∩ U) is of
measure 0 in Rm. By the lemma it suffices that there is some atlas whose
charts have this property. Obviously, a countable union of sets of measure
0 in a manifold is again of measure 0.

An m-cube is not of measure 0. Thus a subset of Rm of measure 0 does
not contain any m-cube; hence its interior is empty. Thus a closed set of
measure 0 in a manifold is nowhere dense. More generally, let S be a subset
of a manifold which is of measure 0 and σ-compact, i.e., a countable union of
compact subsets. Then each of the latter is nowhere dense, so S is nowhere
dense by the Baire category theorem. The complement of S is residual,
i.e., it contains the intersection of a countable family of open dense subsets.
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The Baire theorem says that a residual subset of a complete metric space is
dense.

1.18. Regular values. Let f : M → N be a smooth mapping between
manifolds.

(1) A point x ∈ M is called a singular point of f if Txf is not surjective,
and it is called a regular point of f if Txf is surjective.

(2) A point y ∈ N is called a regular value of f if Txf is surjective for
all x ∈ f−1(y). If not, y is called a singular value. Note that any
y ∈ N \ f(M) is a regular value.

Theorem ([167], [197]). The set of all singular values of a Ck mapping
f :M → N is of Lebesgue measure 0 in N if k > max{0, dim(M)−dim(N)}.
So any smooth mapping has regular values.

Proof. We prove this only for smooth mappings. It is sufficient to prove
this locally. Thus we consider a smooth mapping f : U → Rn where U ⊂ Rm

is open. If n > m, then the result follows from lemma (1.17) above (consider
the set U × 0 ⊂ Rm × Rn−m of measure 0). Thus let m ≥ n.
Let Σ(f) ⊂ U denote the set of singular points of f . Let f = (f1, . . . , fn),
and let Σ(f) = Σ1 ∪ Σ2 ∪ Σ3 where:

Σ1 is the set of singular points x such that Pf(x) = 0 for all linear differ-
ential operators P of order ≤ m

n .

Σ2 is the set of singular points x such that Pf(x) 6= 0 for some differential
operator P of order ≥ 2.

Σ3 is the set of singular points x such that ∂f i

xj
(x) = 0 for some i, j.

We first show that f(Σ1) has measure 0. Let ν = ⌈mn + 1⌉ be the smallest
integer > m/n. Then each point of Σ1 has an open neighborhood W ⊂ U
such that |f(x)− f(y)| ≤ K|x− y|ν for all x ∈ Σ1 ∩W and y ∈ W and for
some K > 0, by Taylor expansion. We take W to be a cube, of width w. It
suffices to prove that f(Σ1∩W ) has measure 0. We divide W into pm cubes
of width w

p ; those which meet Σ1 will be denoted by C1, . . . , Cq for q ≤ pm.
Each Ck is contained in a ball of radius w

p

√
m centered at a point of Σ1∩W .

The set f(Ck) is contained in a cube C ′
k ⊂ Rn of width 2K(wp

√
m)ν . Then

∑

k

µn(C ′
k) ≤ pm(2K)n(

w

p

√
m)νn = pm−νn(2K)nwνn → 0 for p→∞,

since m− νn < 0.

Note that Σ(f) = Σ1 if n = m = 1. So the theorem is proved in this
case. We proceed by induction on m. So let m > 1 and assume that the
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theorem is true for each smooth map between manifolds M ′ → N ′ where
dim(M ′) < m.

We prove that f(Σ2 \ Σ3) has measure 0. For each x ∈ Σ2 \ Σ3 there

is a linear differential operator P such that Pf(x) = 0 and ∂f i

∂xj
(x) 6= 0

for some i, j. Let W be the set of all such points, for fixed P, i, j. It
suffices to show that f(W ) has measure 0. By assumption, 0 ∈ R is a
regular value for the function Pf i : W → R. Therefore W is a smooth
submanifold of dimension m − 1 in Rm. Clearly, Σ(f) ∩W is contained in
the set of all singular points of f |W : W → Rn, and by induction we get
that f((Σ2 \ Σ3) ∩W ) ⊂ f(Σ(f) ∩W ) ⊂ f(Σ(f |W )) has measure 0.

It remains to prove that f(Σ3) has measure 0. Every point of Σ3 has an

open neighborhood W ⊂ U on which ∂f i

∂xj
6= 0 for some i, j. By shrinking W

if necessary and applying diffeomorphisms, we may assume that

Rm−1 × R ⊇W1 ×W2 =W
f−−→ Rn−1 × R, (y, t) 7→ (g(y, t), t).

Clearly, (y, t) is a critical point for f if and only if y is a critical point for
g( , t). Thus Σ(f)∩W =

⋃
t∈W2

(Σ(g( , t))×{t}). Since dim(W1) = m−1,
by induction we get that µn−1(g(Σ(g( , t), t))) = 0, where µn−1 is the
Lebesque measure in Rn−1. By Fubini’s theorem we get

µn(
⋃

t∈W2

(Σ(g( , t))× {t})) =
∫

W2

µn−1(g(Σ(g( , t), t))) dt

=

∫

W2

0 dt = 0. �

1.19. Embeddings into Rn’s. Let M be a smooth manifold of dimension
m. Then M can be embedded into Rn if

(1) n = 2m+ 1 (this is due to [229]; see also [84, p. 55] or [26, p. 73]).

(2) n = 2m (see [229]).

(3) Conjecture (still unproved): The minimal n is n = 2m − α(m) + 1,
where α(m) is the number of 1’s in the dyadic expansion of m.

There exists an immersion (see section (2)) M → Rn if

(4) n = 2m (see [84]).

(5) n = 2m− 1 (see [229]).

(6) Conjecture: The minimal n is n = 2m− α(m). The article [34] claims
to have proven this. The proof is believed to be incomplete.
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Examples and Exercises

1.20. Discuss the following submanifolds of Rn; in particular make drawings
of them:

The unit sphere Sn−1 = {x ∈ Rn : 〈x, x〉 = 1} ⊂ Rn.

The ellipsoid {x ∈ Rn : f(x) :=
∑n

i=1
x2i
a2i

= 1}, ai 6= 0, with principal axis
a1, . . . , an.

The hyperboloid {x ∈ Rn : f(x) :=
∑n

i=1 εi
x2i
a2i

= 1}, εi = ±1, ai 6= 0, with

principal axis ai and index =
∑
εi.

The saddle {x ∈ R3 : x3 = x1x2}.
The torus: the rotation surface generated by rotation of (y−R)2 + z2 = r2,
0 < r < R, with center the z–axis, i.e.,

{(x, y, z) : (
√
x2 + y2 −R)2 + z2 = r2}.

1.21. A compact surface of genus g. Let f(x) := x(x − 1)2(x −
2)2 . . . (x − (g − 1))2(x − g). For small r > 0 the set {(x, y, z) : (y2 +
f(x))2+ z2 = r2} describes a surface of genus g (topologically a sphere with
g handles) in R3. Visualize this:

1.22. The Moebius strip. It is not the set of zeros of a regular function
on an open neighborhood of Rn. Why not? But it may be represented by
the following parameterization:

f(r, ϕ) :=



cosϕ(R+ r cos(ϕ/2))
sinϕ(R+ r cos(ϕ/2))

r sin(ϕ/2)


 ,

(r, ϕ) ∈ (−1, 1)× [0, 2π),

where R is quite big.

1.23. Describe an atlas for the real projective plane which consists of three
charts (homogeneous coordinates) and compute the chart changings.

Then describe an atlas for the n-dimensional real projective space Pn(R)
and compute the chart changes.
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1.24. Let f : L(Rn,Rn) → L(Rn,Rn) be given by f(A) := A⊤A. Where is
f of constant rank? What is f−1(In)?

1.25. Let f : L(Rn,Rm) → L(Rn,Rn), n < m, be given by f(A) := A⊤A.
Where is f of constant rank? What is f−1(IdRn)?

1.26. Let S be a symmetric matrix, i.e., S(x, y) := x⊤Sy is a symmetric
bilinear form on Rn. Let f : L(Rn,Rn) → L(Rn,Rn) be given by f(A) :=
A⊤SA. Where is f of constant rank? What is f−1(S)?

1.27. Describe TS2 ⊂ R6.

2. Submersions and Immersions

2.1. Definition. A mapping f : M → N between manifolds is called a
submersion at x ∈ M if the rank of Txf : TxM → Tf(x)N equals dimN .
Since the rank cannot fall locally (the determinant of a submatrix of the
Jacobi matrix is not 0), f is then a submersion in a whole neighborhood of
x. The mapping f is said to be a submersion if it is a submersion at each
x ∈M .

2.2. Lemma. If f :M → N is a submersion at x ∈M , then for any chart
(V, v) centered at f(x) on N there is chart (U, u) centered at x on M such
that v ◦ f ◦ u−1 looks as follows:

(y1, . . . , yn, yn+1, . . . , ym) 7→ (y1, . . . , yn).

Proof. Use the inverse function theorem once: Apply the argument from
the beginning of (1.13) to v ◦ f ◦u−1

1 for some chart (U1, u1) centered at the
point x. �

2.3. Corollary. Any submersion f : M → N is open: For each open
U ⊂M the set f(U) is open in N . �

2.4. Definition. A triple (M,p,N), where p : M → N is a surjective
submersion, is called a fibered manifold. The manifold M is called the total
space and N is called the base.

A fibered manifold admits local sections: For each x ∈ M there is an open
neighborhood U of p(x) in N and a smooth mapping s : U → M with
p ◦ s = IdU and s(p(x)) = x.
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The existence of local sections in turn implies the following universal prop-
erty:

M

p

��   ❇
❇❇

❇❇
❇❇

❇

N
f // P.

If (M,p,N) is a fibered manifold and f : N → P is a mapping into some

further manifold such that f ◦ p :M → P is smooth, then f is smooth.

2.5. Definition. A smooth mapping f : M → N is called an immersion
at x ∈ M if the rank of Txf : TxM → Tf(x)N equals dimM . Since the
rank is maximal at x and cannot fall locally, f is an immersion on a whole
neighborhood of x. The mapping f is called an immersion if it is so at every
x ∈M .

2.6. Lemma. If f : M → N is an immersion, then for any chart (U, u)
centered at x ∈ M there is a chart (V, v) centered at f(x) on N such that
v ◦ f ◦ u−1 has the form

(y1, . . . , ym) 7→ (y1, . . . , ym, 0, . . . , 0).

Proof. Use the inverse function theorem. �

2.7. Corollary. If f :M → N is an immersion, then for any x ∈M there
is an open neighborhood U of x ∈M such that f(U) is a submanifold of N
and f |U : U → f(U) is a diffeomorphism. �

2.8. Corollary. If an injective immersion i :M → N is a homeomorphism
onto its image, then i(M) is a submanifold of N .

Proof. Use (2.7). �

2.9. Definition. If i : M → N is an injective immersion, then (M, i) is
called an immersed submanifold of N .

A submanifold is an immersed submanifold, but the converse is wrong in
general. The structure of an immersed submanifold (M, i) is in general not
determined by the subset i(M) ⊂ N . All this is illustrated by the follow-
ing example. Consider the curve γ(t) = (sin3 t, sin t. cos t) in R2. Then
((−π, π), γ|(−π, π)) and ((0, 2π), γ|(0, 2π)) are two different immersed sub-
manifolds, but the image of the embedding is in both cases just the figure
eight.
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2.10. Let M be a submanifold of N . Then the embedding i :M → N is an
injective immersion with the following property:

(1) For any manifold Z a mapping f : Z → M is smooth if and only if

i ◦ f : Z → N is smooth.

There are injective immersions without property (1); see (2.9).

We want to determine all injective immersions i : M → N with property
(1). To require that i is a homeomorphism onto its image is too strong
as (2.11) below shows. To look for all smooth mappings i : M → N with
property (2.10.1) (initial mappings in categorical terms) is too difficult as
remark (2.12) below shows.

2.11. Example. We consider the 2-dimensional torus T2 = R2/Z2. Then
the quotient mapping π : R2 → T2 is a covering map, so locally a diffeomor-
phism. Let us also consider the mapping f : R→ R2, f(t) = (t, α.t), where
α is irrational. Then π ◦ f : R → T2 is an injective immersion with dense
image, and it is obviously not a homeomorphism onto its image. But π ◦ f
has property (2.10.1), which follows from the fact that π is a covering map.

2.12. Remark. If f : R → R is a function such that the powers fp and
f q are smooth for some p, q which are relatively prime in N, then f itself
turns out to be smooth; see [97]. So the mapping i : t 7→

(
tp

tq

)
, R→ R2, has

property (2.10.1), but i is not an immersion at 0.

In [98] all germs of mappings at 0 with property (2.10.1) are characterized
as in the following way: Let g : (R, 0) → (Rn, 0) be a germ of a C∞-curve,
g(t) = (g1(t), . . . , gn(t)). Without loss we may suppose that g is not infinitely
flat at 0, so that g1(t) = tr for r ∈ N after a suitable change of coordinates.
Then g has property (2.10.1) near 0 if and only if the Taylor series of g is
not contained in any Rn[[ts]] for s ≥ 2.

2.13. Definition. For an arbitrary subset A of a manifold N and x0 ∈ A
let Cx0(A) denote the set of all x ∈ A which can be joined to x0 by a smooth
curve in M lying in A.

A subset M in a manifold N is called an initial submanifold of dimension m
if the following property is true:

(1) For each x ∈ M there exists a chart (U, u) centered at x on N such

that u(Cx(U ∩M)) = u(U) ∩ (Rm × 0).

The following three lemmas explain the name initial submanifold.

2.14. Lemma. Let f : M → N be an injective immersion between mani-
folds with the universal property (2.10.1). Then f(M) is an initial subman-
ifold of N .
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Proof. Let x ∈M . By (2.6) we may choose a chart (V, v) centered at f(x)
on N and another chart (W,w) centered at x on M such that

(v ◦ f ◦ w−1)(y1, . . . , ym) = (y1, . . . , ym, 0, . . . , 0).

Let r > 0 be small enough such that {y ∈ Rm : |y| < 2r} ⊂ w(W ) and also
{z ∈ Rn : |z| < 2r} ⊂ v(V ). Put

U : = v−1({z ∈ Rn : |z| < r}) ⊂ N,
W1 : = w−1({y ∈ Rm : |y| < r}) ⊂M.

We claim that (U, u = v|U) satisfies the condition of (2.13.1).

u−1(u(U) ∩ (Rm × 0)) = u−1({(y1, . . . , ym, 0 . . . , 0) : |y| < r})
= f ◦ w−1 ◦ (u ◦ f ◦ w−1)−1({(y1, . . . , ym, 0 . . . , 0) : |y| < r})
= f ◦ w−1({y ∈ Rm : |y| < r}) = f(W1) ⊆ Cf(x)(U ∩ f(M)),

since f(W1) ⊆ U ∩ f(M) and f(W1) is C
∞-contractible.

Now let conversely z ∈ Cf(x)(U ∩ f(M)). By definition there is a smooth
curve c : [0, 1]→ N with c(0) = f(x), c(1) = z, and c([0, 1]) ⊆ U∩f(M). By
property (2.10.1) the unique curve c̄ : [0, 1]→M with f ◦ c̄ = c is smooth.

We claim that c̄([0, 1]) ⊆ W1. If not, then there is some t ∈ [0, 1] with
c̄(t) ∈ w−1({y ∈ Rm : r ≤ |y| < 2r}) since c̄ is smooth and thus continuous.
But then we have

(v ◦ f)(c̄(t)) ∈ (v ◦ f ◦ w−1)({y ∈ Rm : r ≤ |y| < 2r})
= {(y, 0) ∈ Rm × 0 : r ≤ |y| < 2r} ⊆ {z ∈ Rn : r ≤ |z| < 2r}.

This means (v ◦ f ◦ c̄)(t) = (v ◦ c)(t) ∈ {z ∈ Rn : r ≤ |z| < 2r}, so c(t) /∈ U ,
a contradiction.

So c̄([0, 1]) ⊆ W1; thus c̄(1) = f−1(z) ∈ W1 and z ∈ f(W1). Consequently
we have Cf(x)(U∩f(M)) = f(W1) and finally f(W1) = u−1(u(U)∩(Rm×0))
by the first part of the proof. �

2.15. Lemma. Let M be an initial submanifold of a manifold N . Then
there is a unique C∞-manifold structure on M such that the injection i :
M → N is an injective immersion with property (2.10.1):

(1) For any manifold Z a mapping f : Z → M is smooth if and only if
i ◦ f : Z → N is smooth.

The connected components ofM are separable (but there may be uncountably
many of them).

Proof. We use the sets Cx(Ux ∩M) as charts for M , where x ∈ M and
(Ux, ux) is a chart for N centered at x with the property required in (2.13.1).
Then the chart changings are smooth since they are just restrictions of the
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chart changings on N . But the sets Cx(Ux∩M) are not open in the induced
topology onM in general. So the identification topology with respect to the
charts (Cx(Ux ∩M), ux)x∈M yields a topology on M which is finer than the
induced topology, so it is Hausdorff. Clearly i :M → N is then an injective
immersion. Uniqueness of the smooth structure follows from the universal
property (1) which we prove now: For z ∈ Z we choose a chart (U, u) on
N , centered at f(z), such that u(Cf(z)(U ∩M)) = u(U) ∩ (Rm × 0). Then

f−1(U) is open in Z and contains a chart (V, v) centered at z on Z with v(V )
a ball. Then f(V ) is C∞-contractible in U ∩M , so f(V ) ⊆ Cf(z)(U ∩M),

and (u|Cf(z)(U ∩M)) ◦ f ◦ v−1 = u ◦ f ◦ v−1 is smooth.

Finally note that N admits a Riemann metric (22.1) which induces one on
M , so each connected component of M is separable, by (1.1.4). �

2.16. Transversal mappings. Let M1, M2, and N be manifolds and let
fi : Mi → N be smooth mappings for i = 1, 2. We say that f1 and f2 are
transversal at y ∈ N if

imTx1f1 + imTx2f2 = TyN whenever f1(x1) = f2(x2) = y.

Note that they are transversal at any y which is not in f1(M1) or not in
f2(M2). The mappings f1 and f2 are simply said to be transversal if they
are transversal at every y ∈ N .

If P is an initial submanifold of N with embedding i : P → N , then a
mapping f :M → N is said to be transversal to P if i and f are transversal.

Lemma. In this case f−1(P ) is an initial submanifold of M with the same
codimension in M as P has in N ; or f−1(P ) is the empty set. If P is a
submanifold, then also f−1(P ) is a submanifold.

Proof. Let x ∈ f−1(P ) and let (U, u) be an initial submanifold chart for P
centered at f(x) on N , i.e., u(Cf(x)(U ∩ P )) = u(U) ∩ (Rp × 0). Then the
mapping

M ⊇ f−1(U)
f−−→ U

u−−→ u(U) ⊆ Rp × Rn−p
pr2−−−→ Rn−p

is a submersion at x since f is transversal to P . So by lemma (2.2) there is
a chart (V, v) on M centered at x such that we have

(pr2 ◦u ◦ f ◦ v−1)(y1, . . . , yn−p, . . . , ym) = (y1, . . . , yn−p).

But then z ∈ Cx(f−1(P )∩ V ) if and only if v(z) ∈ v(V )∩ (0×Rm−n+p), so
v(Cx(f

−1(P ) ∩ V )) = v(V ) ∩ (0× Rm−n+p). �
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2.17. Corollary. If f1 : M1 → N and f2 : M2 → N are smooth and
transversal, then the topological pullback

M1 ×
(f1,N,f2)

M2 =M1 ×N M2 := {(x1, x2) ∈M1 ×M2 : f1(x1) = f2(x2)}

is a submanifold of M1 ×M2, and it has the following universal property:

For any smooth mappings g1 : P →M1 and g2 : P →M2 with f1 ◦g1 =
f2 ◦g2 there is a unique smooth mapping (g1, g2) : P →M1×NM2 with
pr1 ◦(g1, g2) = g1 and pr2 ◦(g1, g2) = g2.

P

g1

(g1,g2)

%%❑
❑❑

❑❑
❑❑

❑❑
❑

g2

��
M1 ×N M2

pr1
��

pr2 // M2

f2
��

// M1
f1 // N.

This is also called the pullback property in the category Mf of smooth
manifolds and smooth mappings. So one may say that transversal pullbacks
exist in the category Mf . But there also exist pullbacks which are not
transversal.

Proof. M1 ×N M2 = (f1 × f2)−1(∆), where f1 × f2 : M1 ×M2 → N × N
and where ∆ is the diagonal of N × N , and f1 × f2 is transversal to ∆ if
and only if f1 and f2 are transversal. �

3. Vector Fields and Flows

3.1. Definition. A vector field X on a manifold M is a smooth section of
the tangent bundle; so X :M → TM is smooth and πM ◦X = IdM . A local
vector field is a smooth section which is defined on an open subset only. We
denote the set of all vector fields by X(M). With pointwise addition and
scalar multiplication X(M) becomes a vector space.

Example. Let (U, u) be a chart on M . Then the ∂
∂ui

: U → TM |U , x 7→
∂
∂ui
|x, described in (1.8), are local vector fields defined on U .

Lemma. If X is a vector field on M and (U, u) is a chart on M and
x ∈ U , then we have X(x) =

∑m
i=1X(x)(ui) ∂

∂ui
|x. We write X|U =∑m

i=1X(ui) ∂
∂ui

. �
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3.2. The vector fields ( ∂
∂ui

)mi=1 on U , where (U, u) is a chart on M , form
a holonomic frame field. By a frame field on some open set V ⊂ M we
mean m = dimM vector fields si ∈ X(U) such that s1(x), . . . , sm(x) is a
linear basis of TxM for each x ∈ V . A frame field is said to be holonomic
if si =

∂
∂vi

for some chart (V, v). If no such chart may be found locally, the
frame field is called anholonomic.

With the help of partitions of unity and holonomic frame fields one may
construct ‘many’ vector fields on M . In particular the values of a vector
field can be arbitrarily preassigned on a discrete set {xi} ⊂M .

3.3. Lemma. The space X(M) of vector fields on M coincides canonically
with the space of all derivations of the algebra C∞(M) of smooth functions,
i.e., those R-linear operators D : C∞(M)→ C∞(M) with

D(fg) = D(f)g + fD(g).

Proof. Clearly each vector field X ∈ X(M) defines a derivation (again
called X; later sometimes called LX) of the algebra C∞(M) by stipulating
X(f)(x) := X(x)(f) = df(X(x)).

If conversely a derivation D of C∞(M) is given, for any x ∈M we consider
Dx : C∞(M) → R, Dx(f) = D(f)(x). Then Dx is a derivation at x of
C∞(M) in the sense of (1.7), so Dx = Xx for some Xx ∈ TxM . In this
way we get a section X : M → TM . If (U, u) is a chart on M , we have
Dx =

∑m
i=1X(x)(ui) ∂

∂ui
|x by (1.7). Choose V open in M , V ⊂ V ⊂ U , and

ϕ ∈ C∞(M,R) such that supp(ϕ) ⊂ U and ϕ|V = 1. Then ϕ · ui ∈ C∞(M)
and (ϕui)|V = ui|V . So D(ϕui)(x) = X(x)(ϕui) = X(x)(ui) and X|V =∑m

i=1D(ϕui)|V · ∂
∂ui
|V is smooth. �

3.4. The Lie bracket. By lemma (3.3) we can identify X(M) with the
vector space of all derivations of the algebra C∞(M), which we will do
without any notational change in the following.

If X, Y are two vector fields on M , then the mapping f 7→ X(Y (f)) −
Y (X(f)) is again a derivation of C∞(M), as a simple computation shows.
Thus there is a unique vector field [X,Y ] ∈ X(M) such that [X,Y ](f) =
X(Y (f))− Y (X(f)) holds for all f ∈ C∞(M).

In a local chart (U, u) on M one easily checks that for X|U =
∑
Xi ∂

∂ui
and

Y |U =
∑
Y i ∂

∂ui
we have

[∑

i

Xi ∂
∂ui
,
∑

j

Y j ∂
∂uj

]
=
∑

i,j

(
Xi( ∂

∂ui
Y j)− Y i( ∂

∂ui
Xj)

)
∂
∂uj

=
∑

j

(X(Y j)− Y (Xj)) ∂
∂uj

,
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since second partial derivatives commute. The R-bilinear mapping

[ , ] : X(M)× X(M)→ X(M)

is called the Lie bracket. Note also that X(M) is a module over the algebra
C∞(M) by pointwise multiplication (f,X) 7→ fX.

Theorem. The Lie bracket [ , ] : X(M) × X(M) → X(M) has the
following properties:

[X,Y ] = −[Y,X],

[X, [Y, Z]] = [[X,Y ], Z] + [Y, [X,Z]], the Jacobi identity,

[fX, Y ] = f [X,Y ]− (Y f)X,

[X, fY ] = f [X,Y ] + (Xf)Y.

The form of the Jacobi identity we have chosen says that ad(X) = [X, ] is
a derivation for the Lie algebra (X(M), [ , ]). The pair (X(M), [ , ])
is the prototype of a Lie algebra. The concept of a Lie algebra is one of the
most important notions of modern mathematics.

Proof. All these properties are checked easily for the commutator [X,Y ] =
X ◦ Y − Y ◦X in the space of derivations of the algebra C∞(M). �

3.5. Integral curves. Let c : J →M be a smooth curve in a manifold M
defined on an interval J . We will use the following notations: c′(t) = ċ(t) =
d
dtc(t) := Ttc.1. Clearly c′ : J → TM is smooth. We call c′ a vector field
along c since we have πM ◦ c′ = c:

TM

πM
��

J
c

//

ċ
==④④④④④④④④④
M.

A smooth curve c : J →M will be called an integral curve or flow line of a
vector field X ∈ X(M) if c′(t) = X(c(t)) holds for all t ∈ J .

3.6. Lemma. Let X be a vector field on M . Then for any x ∈M there is
an open interval Jx containing 0 and an integral curve cx : Jx → M for X
(i.e., c′x = X ◦ cx) with cx(0) = x. If Jx is maximal, then cx is unique.

Proof. In a chart (U, u) on M with x ∈ U the equation c′(t) = X(c(t)) is a
system ordinary differential equations with initial condition c(0) = x. Since
X is smooth, there is a unique local solution which even depends smoothly
on the initial values, by the theorem of Picard-Lindelöf, [41, 10.7.4]. So on
M there are always local integral curves. If Jx = (a, b) and limt→b− cx(t) =:
cx(b) exists in M , there is a unique local solution c1 defined in an open
interval containing b with c1(b) = cx(b). By uniqueness of the solution on



24 CHAPTER I. Manifolds and Vector Fields

the intersection of the two intervals, c1 prolongs cx to a larger interval. This
may be repeated (also on the left hand side of Jx) as long as the limit
exists. So if we suppose Jx to be maximal, Jx either equals R or the integral
curve leaves the manifold in finite (parameter-)time in the past or future or
both. �

3.7. The flow of a vector field. Let X ∈ X(M) be a vector field. Let
us write FlXt (x) = FlX(t, x) := cx(t), where cx : Jx → M is the maximally
defined integral curve of X with cx(0) = x, constructed in lemma (3.6).

Theorem. For each vector field X on M , the mapping FlX : D(X) → M
is smooth, where D(X) =

⋃
x∈M Jx×{x} is an open neighborhood of 0×M

in R×M . We have

FlX(t+ s, x) = FlX(t,FlX(s, x))

in the following sense. If the right hand side exists, then the left hand side
exists and we have equality. If both t, s ≥ 0 or both are ≤ 0, and if the left
hand side exists, then also the right hand side exists and we have equality.

Proof. As mentioned in the proof of (3.6), FlX(t, x) is smooth in (t, x)
for small t, and if it is defined for (t, x), then it is also defined for (s, y)
nearby. These are local properties which follow from the theory of ordinary
differential equations.

Now let us treat the equation FlX(t+ s, x) = FlX(t,FlX(s, x)). If the right
hand side exists, then we consider the equation

{
d
dt Fl

X(t+ s, x) = d
du Fl

X(u, x)|u=t+s = X(FlX(t+ s, x)),

FlX(t+ s, x)|t=0 = FlX(s, x).

But the unique solution of this is FlX(t,FlX(s, x)). So the left hand side
exists and equals the right hand side.

If the left hand side exists, let us suppose that t, s ≥ 0. We put

cx(u) =

{
FlX(u, x) if u ≤ s,
FlX(u− s,FlX(s, x)) if u ≥ s.

Then we have

d
ducx(u) =

{
d
du Fl

X(u, x) = X(FlX(u, x)) for u ≤ s,
d
du Fl

X(u− s,FlX(s, x)) = X(FlX(u− s,FlX(s, x)))
= X(cx(u)) for 0 ≤ u ≤ t+ s.

Also cx(0) = x and on the overlap both definitions coincide by the first part
of the proof; thus we conclude that cx(u) = FlX(u, x) for 0 ≤ u ≤ t+ s and
we have FlX(t,FlX(s, x)) = cx(t+ s) = FlX(t+ s, x).
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Now we show that D(X) is open and FlX is smooth on D(X). We know
already that D(X) is a neighborhood of 0 ×M in R ×M and that FlX is
smooth near 0×M .

For x ∈M let J ′
x be the set of all t ∈ R such that FlX is defined and smooth

on an open neighborhood of [0, t]×{x} (respectively on [t, 0]×{x} for t < 0)
in R ×M . We claim that J ′

x = Jx, which finishes the proof. It suffices to
show that J ′

x is not empty, open and closed in Jx. It is open by construction,
and not empty, since 0 ∈ J ′

x. If J
′
x is not closed in Jx, let t0 ∈ Jx ∩ (J ′

x \ J ′
x)

and suppose that t0 > 0, say. By the local existence and smoothness FlX

exists and is smooth near [−ε, ε] × {y := FlX(t0, x)} in R ×M for some
ε > 0, and by construction FlX exists and is smooth near [0, t0 − ε] × {x}.
Since FlX(−ε, y) = FlX(t0 − ε, x), we conclude for t near [0, t0 − ε], x′ near
x, and t′ near [−ε, ε] that FlX(t + t′, x′) = FlX(t′,FlX(t, x′)) exists and is
smooth. So t0 ∈ J ′

x, a contradiction. �

3.8. LetX ∈ X(M) be a vector field. Its flow FlX is called global or complete
if its domain of definition D(X) equals R×M . Then the vector field X itself
will be called a complete vector field. In this case FlXt is also sometimes called
exp tX; it is a diffeomorphism of M . The support supp(X) of a vector field
X is the closure of the set {x ∈M : X(x) 6= 0}.

Lemma. A vector field with compact support on M is complete.

Proof. Let K = supp(X) be compact. Then the compact set 0 × K has
positive distance to the disjoint closed set (R × M) \ D(X) (if it is not
empty), so [−ε, ε]×K ⊂ D(X) for some ε > 0. If x /∈ K, then X(x) = 0, so
FlX(t, x) = x for all t and R×{x} ⊂ D(X). So we have [−ε, ε]×M ⊂ D(X).
Since FlX(t + ε, x) = FlX(t,FlX(ε, x)) exists for |t| ≤ ε by theorem (3.7),
we have [−2ε, 2ε] × M ⊂ D(X) and by repeating this argument we get
R×M = D(X). �

So on a compact manifold M each vector field is complete. If M is not
compact and of dimension ≥ 2, then in general the set of complete vector
fields onM is neither a vector space nor is it closed under the Lie bracket, as

the following example on R2 shows: X = y ∂
∂x and Y = x2

2
∂
∂y are complete,

but neither X + Y nor [X,Y ] is complete. In general one may embed R2 as
a closed submanifold into M and extend the vector fields X and Y .

3.9. f-related vector fields. If f :M →M is a diffeomorphism, then for
any vector field X ∈ X(M) the mapping Tf−1 ◦X ◦ f is also a vector field,
which we will denote by f∗X. We also put f∗X := Tf ◦X ◦f−1 = (f−1)∗X.

But if f : M → N is a smooth mapping and Y ∈ X(N) is a vector field,
there may or may not exist a vector field X ∈ X(M) such that the following
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diagram commutes:

(1) TM
Tf // TN

M
f //

X

OO

N.

Y

OO

Definition. Let f : M → N be a smooth mapping. Two vector fields
X ∈ X(M) and Y ∈ X(N) are called f -related if Tf ◦X = Y ◦ f holds, i.e.,
if diagram (1) commutes.

Example. If X ∈ X(M) and Y ∈ X(N) and if X ×Y ∈ X(M ×N) is given
by (X × Y )(x, y) = (X(x), Y (y)), then we have:

(2) X × Y and X are pr1-related.

(3) X × Y and Y are pr2-related.

(4) X and X × Y are ins(y)-related if and only if Y (y) = 0, where the
mapping ins(y) :M →M ×N is given by ins(y)(x) = (x, y).

3.10. Lemma. Consider vector fields Xi ∈ X(M) and Yi ∈ X(N) for
i = 1, 2, and a smooth mapping f : M → N . If Xi and Yi are f -related
for i = 1, 2, then also λ1X1 + λ2X2 and λ1Y1 + λ2Y2 are f -related, and also
[X1, X2] and [Y1, Y2] are f -related.

Proof. The first assertion is immediate. To prove the second, we choose
h ∈ C∞(N). Then by assumption we have Tf ◦Xi = Yi ◦ f ; thus:

(Xi(h ◦ f))(x) = Xi(x)(h ◦ f) = (Txf.Xi(x))(h)

= (Tf ◦Xi)(x)(h) = (Yi ◦ f)(x)(h) = Yi(f(x))(h) = (Yi(h))(f(x)),

so Xi(h ◦ f) = (Yi(h)) ◦ f , and we may continue:

[X1, X2](h ◦ f) = X1(X2(h ◦ f))−X2(X1(h ◦ f))
= X1(Y2(h) ◦ f)−X2(Y1(h) ◦ f)
= Y1(Y2(h)) ◦ f − Y2(Y1(h)) ◦ f = [Y1, Y2](h) ◦ f.

But this means Tf ◦ [X1, X2] = [Y1, Y2] ◦ f . �

3.11. Corollary. If f : M → N is a local diffeomorphism (so (Txf)
−1

makes sense for each x ∈ M), then for Y ∈ X(N) a vector field f∗Y ∈
X(M) is defined by (f∗Y )(x) = (Txf)

−1.Y (f(x)). The linear mapping f∗ :
X(N)→ X(M) is then a Lie algebra homomorphism, i.e.,

f∗[Y1, Y2] = [f∗Y1, f∗Y2].
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3.12. The Lie derivative of functions. For a vector field X ∈ X(M)
and f ∈ C∞(M) we define LXf ∈ C∞(M) by

LXf(x) := d
dt |0f(FlX(t, x)) or

LXf := d
dt |0(FlXt )∗f = d

dt |0(f ◦ FlXt ).

Since FlX(t, x) is defined for small t, for any x ∈ M , the expressions above
make sense.

Lemma. We have

d
dt(Fl

X
t )

∗f = (FlXt )
∗X(f) = X((FlXt )

∗f);

in particular for t = 0 we have LXf = X(f) = df(X).

Proof. We have

d
dt(Fl

X
t )

∗f(x) = df( ddt Fl
X(t, x)) = df(X(FlX(t, x))) = (FlXt )

∗(Xf)(x).

From this we get LXf = X(f) = df(X) and then in turn

d
dt(Fl

X
t )

∗f = d
ds |0(FlXt ◦FlXs )∗f = d

ds |0(FlXs )∗(FlXt )∗f = X((FlXt )
∗f). �

3.13. The Lie derivative for vector fields. For X,Y ∈ X(M) we define
LXY ∈ X(M) by

LXY := d
dt |0(FlXt )∗Y = d

dt |0(T (FlX−t) ◦ Y ◦ FlXt ),
and call it the Lie derivative of Y along X.

Lemma. We have

LXY = [X,Y ],

d
dt(Fl

X
t )

∗Y = (FlXt )
∗LXY = (FlXt )

∗[X,Y ] = LX(FlXt )∗Y = [X, (FlXt )
∗Y ].

Proof. For f ∈ C∞(M) consider the mapping α(t, s) := Y (FlX(t, x))(f ◦
FlXs ), which is locally defined near 0. It satisfies

α(t, 0) = Y (FlX(t, x))(f),

α(0, s) = Y (x)(f ◦ FlXs ),
∂
∂tα(0, 0) = ∂|0Y (FlX(t, x))(f) = ∂|0(Y f)(FlX(t, x)) = X(x)(Y f),

∂
∂sα(0, 0) =

∂
∂s |0Y (x)(f ◦ FlXs ) = Y (x) ∂∂s |0(f ◦ FlXs ) = Y (x)(Xf).

But on the other hand we have

∂
∂u |0α(u,−u) = ∂

∂u |0Y (FlX(u, x))(f ◦ FlX−u)
= ∂

∂u |0
(
T (FlX−u) ◦ Y ◦ FlXu

)
x
(f) = (LXY )x(f),
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so the first assertion follows. For the second claim we compute as follows:

∂
∂t(Fl

X
t )

∗Y = ∂
∂s |0

(
T (FlX−t) ◦ T (FlX−s) ◦ Y ◦ FlXs ◦FlXt

)

= T (FlX−t) ◦ ∂
∂s |0

(
T (FlX−s) ◦ Y ◦ FlXs

)
◦ FlXt

= T (FlX−t) ◦ [X,Y ] ◦ FlXt = (FlXt )
∗[X,Y ].

∂
∂t(Fl

X
t )

∗Y = ∂
∂s |0(FlXs )∗(FlXt )∗Y = LX(FlXt )∗Y. �

3.14. Lemma. Let X ∈ X(M) and Y ∈ X(N) be f -related vector fields for
a smooth mapping f : M → N . Then we have (f ◦ FlXt )(x) = (FlYt ◦f)(x)
whenever FlXt (x) is defined. In particular, if f is a diffeomorphism, we have

Flf
∗Y
t = f−1 ◦ FlYt ◦f .

Proof. We have d
dt(f ◦FlXt )(x) = (Tf ◦ d

dt Fl
X
t )(x) = (Tf ◦X)(FlX(t, x)) =

(Y ◦ f ◦ FlXt )(x) and f(FlX(0, x)) = f(x). So t 7→ f(FlX(t, x)) is an inte-
gral curve of the vector field Y on N with initial value f(x), so we have
f(FlX(t, x)) = FlY (t, f(x)) or f ◦ FlXt = FlYt ◦f . �

3.15. Corollary. Let X,Y ∈ X(M). Then the following assertions are
equivalent:

(1) LXY = [X,Y ] = 0.

(2) (FlXt )
∗Y = Y wherever the felt hand side is defined.

(3) (FlXt ◦FlYs )(x) = (FlYs ◦FlXt )(x) for all (t, s, x) such that one side is
defined even along [0, t]× [0, s] for t, s > 0, similarly for other cases.

The open condition in (3) on (t, s, x) is necessary; see [121, 9.19]: On R3 \
{z−axis} the vector fields X = ∂x− y

x2+y2
∂z and Y = ∂y+

x
x2+y2

∂z commute

but their flows do not satisfy (3) for all (t, s, p).

Proof. (1)⇔ (2) is immediate from lemma (3.13). To see (2)⇔ (3), we note
that, locally under the open condition on (t, s, x), FlXt ◦FlYs = FlYs ◦FlXt if

and only if FlYs = FlX−t ◦FlYs ◦FlXt = Fl
(FlXt )∗Y
s by lemma (3.14) which is

applicable since the integral curves exist; and this in turn is equivalent to
Y = (FlXt )

∗Y . �

3.16. Theorem. Let M be a manifold, let ϕi : R ×M ⊃ Uϕi → M be
smooth mappings for i = 1, . . . , k where each Uϕi is an open neighborhood

of {0}×M in R×M , such that each ϕit is a diffeomorphism on its domain,

ϕi0 = IdM , and ∂|0ϕit = Xi ∈ X(M). We put [ϕi, ϕj ]t = [ϕit, ϕ
j
t ] := (ϕjt )

−1 ◦
(ϕit)

−1 ◦ ϕjt ◦ ϕit. Then for each formal bracket expression P of length k we
have

0 = ∂ℓ

∂tℓ
|0P (ϕ1

t , . . . , ϕ
k
t ) for 1 ≤ ℓ < k,
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P (X1, . . . , Xk) =
1
k!
∂k

∂tk
|0P (ϕ1

t , . . . , ϕ
k
t ) ∈ X(M)

in the sense explained in step 2 of the proof. In particular we have for vector
fields X,Y ∈ X(M)

0 = ∂|0(FlY−t ◦FlX−t ◦FlYt ◦FlXt ),
[X,Y ] = 1

2
∂2

∂t2
|0(FlY−t ◦FlX−t ◦FlYt ◦FlXt ).

Proof. Step 1. Let c : R → M be a smooth curve. If c(0) = x ∈ M ,

c′(0) = 0, . . . , c(k−1)(0) = 0, then c(k)(0) is a well defined tangent vector in

TxM which is given by the derivation f 7→ (f ◦ c)(k)(0) at x. Namely, we
have

((f.g) ◦ c)(k)(0) = ((f ◦ c).(g ◦ c))(k)(0) =
k∑

j=0

(
k
j

)
(f ◦ c)(j)(0)(g ◦ c)(k−j)(0)

= (f ◦ c)(k)(0)g(x) + f(x)(g ◦ c)(k)(0),
since all other summands vanish: (f ◦ c)(j)(0) = 0 for 1 ≤ j < k.

Step 2. Let ϕ : R × M ⊃ Uϕ → M be a smooth mapping where Uϕ
is an open neighborhood of {0} × M in R × M , such that each ϕt is a
diffeomorphism on its domain and ϕ0 = IdM . We say that ϕt is a curve of
local diffeomorphisms through IdM .

From step 1 we see that if ∂j

∂tj
|0ϕt = 0 for all 1 ≤ j < k, then X := 1

k!
∂k

∂tk
|0ϕt

is a well defined vector field on M . We say that X is the first nonvanishing
derivative at 0 of the curve ϕt of local diffeomorphisms. We may paraphrase
this as (∂kt |0ϕ∗

t )f = k!LXf .

Claim 3. Let ϕt, ψt be curves of local diffeomorphisms through IdM and
let f ∈ C∞(M). Then we have

∂kt |0(ϕt ◦ ψt)∗f = ∂kt |0(ψ∗
t ◦ ϕ∗

t )f =
k∑

j=0

(
k
j

)
(∂jt |0ψ∗

t )(∂
k−j
t |0ϕ∗

t )f.

Also the multinomial version of this formula holds:

∂kt |0(ϕ1
t ◦ . . . ◦ ϕℓt)∗f =

∑

j1+···+jℓ=k

k!

j1! . . . jℓ!
(∂jℓt |0(ϕℓt)∗) . . . (∂j1t |0(ϕ1

t )
∗)f.

We only show the binomial version. For a function h(t, s) of two variables
we have

∂kt h(t, t) =

k∑

j=0

(
k
j

)
∂jt ∂

k−j
s h(t, s)|s=t,

since for h(t, s) = f(t)g(s) this is just a consequence of the Leibniz rule, and
linear combinations of such decomposable tensors are dense in the space of all
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functions of two variables in the compact C∞-topology, so that by continuity
the formula holds for all functions. In the following form it implies the claim:

∂kt |0f(ϕ(t, ψ(t, x))) =
k∑

j=0

(
k
j

)
∂jt ∂

k−j
s f(ϕ(t, ψ(s, x)))|t=s=0.

Claim 4. Let ϕt be a curve of local diffeomorphisms through IdM with
first nonvanishing derivative k!X = ∂kt |0ϕt. Then the inverse curve of local
diffeomorphisms ϕ−1

t has first nonvanishing derivative −k!X = ∂kt |0ϕ−1
t , for

we have ϕ−1
t ◦ ϕt = Id, so by claim 3 we get for 1 ≤ j ≤ k

0 = ∂jt |0(ϕ−1
t ◦ ϕt)∗f =

j∑

i=0

(
j
i

)
(∂it |0ϕ∗

t )(∂
j−i
t (ϕ−1

t )∗)f

= ∂jt |0ϕ∗
t (ϕ

−1
0 )∗f + ϕ∗

0∂
j
t |0(ϕ−1

t )∗f,

i.e., ∂jt |0ϕ∗
t f = −∂jt |0(ϕ−1

t )∗f as required.

Claim 5. Let ϕt be a curve of local diffeomorphisms through IdM with first
nonvanishing derivative m!X = ∂mt |0ϕt, and let ψt be a curve of local diffeo-
morphisms through IdM with first nonvanishing derivative n!Y = ∂nt |0ψt.
Then the curve of local diffeomorphisms [ϕt, ψt] = ψ−1

t ◦ ϕ−1
t ◦ ψt ◦ ϕt has

first nonvanishing derivative

(m+ n)![X,Y ] = ∂m+n
t |0[ϕt, ψt].

From this claim the theorem follows.

By the multinomial version of claim 3 we have

ANf : = ∂Nt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt ◦ ϕt)∗f

=
∑

i+j+k+ℓ=N

N !

i!j!k!ℓ!
(∂it |0ϕ∗

t )(∂
j
t |0ψ∗

t )(∂
k
t |0(ϕ−1

t )∗)(∂ℓt |0(ψ−1
t )∗)f.

Let us suppose that 1 ≤ n ≤ m; the case m ≤ n is similar. If N < n, all
summands are 0. If N = n, we have by claim 4

ANf = (∂nt |0ϕ∗
t )f + (∂nt |0ψ∗

t )f + (∂nt |0(ϕ−1
t )∗)f + (∂nt |0(ψ−1

t )∗)f = 0.

If n < N ≤ m, we have, using again claim 4:

ANf =
∑

j+ℓ=N

N !

j!ℓ!
(∂jt |0ψ∗

t )(∂
ℓ
t |0(ψ−1

t )∗)f + δmN
(
(∂mt |0ϕ∗

t )f + (∂mt |0(ϕ−1
t )∗)f

)

= (∂Nt |0(ψ−1
t ◦ ψt)∗)f + 0 = 0.

Now we come to the difficult case m,n < N ≤ m+ n.

ANf = ∂Nt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt)∗f +
(
N
m

)
(∂mt |0ϕ∗

t )(∂
N−m
t |0(ψ−1

t ◦ ϕ−1
t ◦ ψt)∗)f
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+ (∂Nt |0ϕ∗
t )f,(6)

by claim 3, since all other terms vanish; see (8) below. By claim 3 again we
get:

∂Nt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt)∗f

=
∑

j+k+ℓ=N

N !

j!k!ℓ!
(∂jt |0ψ∗

t )(∂
k
t |0(ϕ−1

t )∗)(∂ℓt |0(ψ−1
t )∗)f

=
∑

j+ℓ=N

(
N
j

)
(∂jt |0ψ∗

t )(∂
ℓ
t |0(ψ−1

t )∗)f

+
(
N
m

)
(∂N−m
t |0ψ∗

t )(∂
m
t |0(ϕ−1

t )∗)f

+
(
N
m

)
(∂mt |0(ϕ−1

t )∗)(∂N−m
t |0(ψ−1

t )∗)f + ∂Nt |0(ϕ−1
t )∗f

= 0 +
(
N
m

)
(∂N−m
t |0ψ∗

t )m!L−Xf +
(
N
m

)
m!L−X(∂N−m

t |0(ψ−1
t )∗)f

+ ∂Nt |0(ϕ−1
t )∗f

= δNm+n(m+ n)!(LXLY − LY LX)f + ∂Nt |0(ϕ−1
t )∗f

= δNm+n(m+ n)!L[X,Y ]f + ∂Nt |0(ϕ−1
t )∗f.(7)

From the second expression in (7) one can also read off that

(8) ∂N−m
t |0(ψ−1

t ◦ ϕ−1
t ◦ ψt)∗f = ∂N−m

t |0(ϕ−1
t )∗f.

If we put (7) and (8) into (6), we get, using claims 3 and 4 again, the final
result which proves claim 5 and the theorem:

ANf = δNm+n(m+ n)!L[X,Y ]f + ∂Nt |0(ϕ−1
t )∗f

+
(
N
m

)
(∂mt |0ϕ∗

t )(∂
N−m
t |0(ϕ−1

t )∗)f + (∂Nt |0ϕ∗
t )f

= δNm+n(m+ n)!L[X,Y ]f + ∂Nt |0(ϕ−1
t ◦ ϕt)∗f

= δNm+n(m+ n)!L[X,Y ]f + 0. �

3.17. Theorem. Let X1, . . . , Xm be vector fields on M defined in a neigh-
borhood of a point x ∈ M such that X1(x), . . . , Xm(x) are a basis for TxM
and [Xi, Xj ] = 0 for all i, j.

Then there is a chart (U, u) of M centered at x such that Xi|U = ∂
∂ui

.

Proof. For small t = (t1, . . . , tm) ∈ Rm we put

f(t1, . . . , tm) = (FlX1

t1
◦ · · · ◦ FlXm

tm )(x).

By (3.15) we may interchange the order of the flows arbitrarily. Therefore

∂
∂ti
f(t1, . . . , tm) = ∂

∂ti
(FlXi

ti
◦FlX1

t1
◦ · · · )(x) = Xi((Fl

x1
t1
◦ · · · )(x)).
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So T0f is invertible, f is a local diffeomorphism, and its inverse gives a chart
with the desired properties. �

3.18. The theorem of Frobenius. The next three subsections will be de-
voted to the theorem of Frobenius for distributions of constant rank. We will
give a powerful generalization for distributions of nonconstant rank below
in (3.21) – (3.28).

Let M be a manifold. By a vector subbundle E of TM of fiber dimension
k we mean a subset E ⊂ TM such that each Ex := E ∩ TxM is a linear
subspace of dimension k and such that for each x imM there are k vector
fields defined on an open neighborhood of M with values in E and spanning
E, called a local frame for E. Such an E is also called a smooth distribution
of constant rank k. See section (8) for a thorough discussion of the notion of
vector bundles. The space of all vector fields with values in E will be called
Γ(E).

The vector subbundle E of TM is called integrable or involutive, if for all
X,Y ∈ Γ(E) we have [X,Y ] ∈ Γ(E).

Local version of Frobenius’s theorem. Let E ⊂ TM be an integrable
vector subbundle of fiber dimension k of TM .

Then for each x ∈ M there exists a chart (U, u) of M centered at x with
u(U) = V ×W ⊂ Rk×Rm−k, such that T (u−1(V ×{y})) = E|(u−1(V ×{y}))
for each y ∈W .

Proof. Let x ∈ M . We choose a chart (U, u) of M centered at x such
that there exist k vector fields X1, . . . , Xk ∈ Γ(E) which form a frame of

E|U . Then we have Xi =
∑m

j=1 f
j
i

∂
∂uj

for f ji ∈ C∞(U). Then f = (f ji ) is

a (k ×m)-matrix valued smooth function on U which has rank k on U . So
some (k× k)-submatrix, say the top one, is invertible at x and thus we may
take U so small that this top (k × k)-submatrix is invertible everywhere on

U . Let g = (gji ) be the inverse of this submatrix, so that the (k×m)-matrix
f.g is given by

f.g =

(
Ik
∗

)
.

We put

(1) Yi :=
k∑

j=1

gjiXj =
k∑

j=1

m∑

l=1

gji f
l
j

∂

∂ul
=

∂

∂ui
+
∑

p≥k+1

hpi
∂

∂up
.

We claim that [Yi, Yj ] = 0 for all 1 ≤ i, j ≤ k. Since E is integrable, we

have [Yi, Yj ] =
∑k

l=1 c
l
ijYl. But from (1) we conclude (using the coordinate
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formula in (3.4)) that [Yi, Yj ] =
∑

p≥k+1 a
p ∂
∂up . Again by (1) this implies

that clij = 0 for all l, and the claim follows.

Now we consider an (m−k)-dimensional linear subspace W1 in Rm which is
transversal to the k vectors Txu.Yi(x) ∈ T0Rm spanning Rk, and we define
f : V ×W → U by

f(t1, . . . , tk, y) :=
(
FlY1
t1
◦FlY2

t2
◦ . . . ◦ FlYk

tk

)
(u−1(y)),

where t = (t1, . . . , tk) ∈ V , a small neighborhood of 0 in Rk, and where
y ∈W , a small neighborhood of 0 in W1. By (3.15) we may interchange the
order of the flows in the definition of f arbitrarily. Thus

∂

∂ti
f(t, y) =

∂

∂ti

(
FlYi
ti
◦FlY1

t1
◦ . . .

)
(u−1(y)) = Yi(f(t, y)),

∂

∂yk
f(0, y) =

∂

∂yk
(u−1)(y),

and so T0f is invertible and the inverse of f on a suitable neighborhood of
x gives us the required chart. �

3.19. Remark. Any charts (U, u : U → V ×W ⊂ Rk × Rm−k) as con-
structed in theorem (3.18) with V andW open balls is called a distinguished
chart for E. The submanifolds u−1(V ×{y}) are called plaques. Two plaques
of different distinguished charts intersect in open subsets in both plaques or
not at all: This follows immediately by flowing a point in the intersection
into both plaques with the same construction as in the proof of (3.18). Thus
an atlas of distinguished charts on M has chart change mappings which
respect the submersion Rk × Rm−k → Rm−k (the plaque structure on M).
Such an atlas (or the equivalence class of such atlases) is called the foliation
corresponding to the integrable vector subbundle E ⊂ TM .

3.20. Global version of Frobenius’s theorem. Let E ( TM be an inte-
grable vector subbundle of TM . Then, using the restrictions of distinguished
charts to plaques as charts, we get a new structure of a smooth manifold on
M , which we denote by ME. If E 6= TM , the topology of ME is finer than
that ofM , ME has uncountably many connected components called the leaves
of the foliation, and the identity induces a bijective immersion ME → M .
Each leaf L is a second countable initial submanifold of M , and it is a max-
imal integrable submanifold of M for E in the sense that TxL = Ex for each
x ∈ L.

Proof. Let (Uα, uα : Uα → Vα ×Wα ⊆ Rk × Rm−k) be an atlas of distin-
guished charts corresponding to the integrable vector subbundle E ⊂ TM ,
as given by theorem (3.18). Let us now use for each plaque the homeomor-
phisms pr1 ◦uα|(u−1

α (Vα × {y})) : u−1
α (Vα × {y}) → Vα ⊂ Rm−k as charts;
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then we describe on M a new smooth manifold structure ME with finer
topology which however has uncountably many connected components, and
the identity on M induces a bijective immersion ME →M . The connected
components of ME are called the leaves of the foliation.

In order to check the rest of the assertions made in the theorem, let us
construct the unique leaf L through an arbitrary point x ∈ M : choose a
plaque containing x and take the union with any plaque meeting the first
one, and keep going. Now choose y ∈ L and a curve c : [0, 1] → L with
c(0) = x and c(1) = y. Then there are finitely many distinguished charts
(U1, u1), . . . , (Un, un) and a1, . . . , an ∈ Rm−k such that x ∈ u−1

1 (V1 × {a1}),
y ∈ u−1

n (Vn × {an}) and such that for each i

(1) u−1
i (Vi × {ai}) ∩ u−1

i+1(Vi+1 × {ai+1}) 6= ∅.
Given ui, ui+1, and ai, there are only countably many points ai+1 such
that (1) holds: If not, then we get a cover of the the separable submanifold
u−1
i (Vi × {ai}) ∩ Ui+1 by uncountably many pairwise disjoint open sets of

the form given in (1), which contradicts separability.

Finally, since (each component of) M is a Lindelöf space, any distinguished
atlas contains a countable subatlas. So each leaf is the union of at most
countably many plaques. The rest is clear. �

3.21. Singular distributions. Let M be a manifold. Suppose that for
each x ∈M we are given a vector subspace Ex of TxM . The disjoint union
E =

⊔
x∈M Ex is called a (singular) distribution on M . We do not suppose

that the dimension of Ex is locally constant in x.

Let Xloc(M) denote the set of all locally defined smooth vector fields on
M , i.e., Xloc(M) =

⋃
X(U), where U runs through all open sets in M .

Furthermore let XE denote the set of all local vector fields X ∈ Xloc(M) with
X(x) ∈ Ex whenever defined. We say that a subset V ⊂ XE spans E if for
each x ∈M the vector space Ex is the linear hull of the set {X(x) : X ∈ V}.
We say that E is a smooth distribution if XE spans E. Note that every subset
W ⊂ Xloc(M) spans a distribution denoted by E(W), which is obviously
smooth (the linear span of the empty set is the vector space 0). From now
on we will consider only smooth distributions.

An integral manifold of a smooth distribution E is a connected immersed
submanifold (N, i) (see (2.9)) such that Txi(TxN) = Ei(x) for all x ∈ N .
We will see in theorem (3.25) below that any integral manifold is in fact
an initial submanifold of M (see (2.13)), so that we need not specify the
injective immersion i. An integral manifold of E is called maximal if it is
not contained in any strictly larger integral manifold of E.

3.22. Lemma. Let E be a smooth distribution on M . Then we have:
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(1) If (N, i) is an integral manifold of E and X ∈ XE, then i∗X makes
sense and is an element of Xloc(N), which is i|i−1(UX)-related to X,
where UX ⊂M is the open domain of X.

(2) If (Nj , ij) are integral manifolds of E for j = 1, 2, then i−1
1 (i1(N1) ∩

i2(N2)) and i−1
2 (i1(N1) ∩ i2(N2)) are open subsets in N1 and N2, re-

spectively; furthermore i−1
2 ◦ i1 is a diffeomorphism between them.

(3) If x ∈ M is contained in some integral submanifold of E, then it is
contained in a unique maximal one.

Proof. (1) Let UX be the open domain of X ∈ XE . If i(x) ∈ UX for x ∈ N ,
we have X(i(x)) ∈ Ei(x) = Txi(TxN), so i∗X(x) := ((Txi)

−1 ◦ X ◦ i)(x)
makes sense. The vector field i∗X is clearly defined on an open subset of N
and is smooth.

(2) Let X ∈ XE . Then i
∗
jX ∈ Xloc(Nj) and is ij-related to X. So by lemma

(3.14) for j = 1, 2 we have

ij ◦ Fl
i∗jX

t = FlXt ◦ ij .
Now choose xj ∈ Nj such that i1(x1) = i2(x2) = x0 ∈M and choose vector
fields X1, . . . , Xn ∈ XE such that (X1(x0), . . . , Xn(x0)) is a basis of Ex0 .
Then

fj(t
1, . . . , tn) := (Fl

i∗jX1

t1
◦ · · · ◦ Fli

∗
jXn

tn )(xj)

is a smooth local mapping Rn → Nj defined near zero. Since obviously
∂
∂tk
|0fj = i∗jXk(xj) for j = 1, 2, we see that fj is a diffeomorphism near 0.

Finally we have

(i−1
2 ◦ i1 ◦ f1)(t1, . . . , tn) = (i−1

2 ◦ i1 ◦ Fl
i∗1X1

t1
◦ · · · ◦ Fli

∗
1Xn

tn )(x1)

= (i−1
2 ◦ FlX1

t1
◦ · · · ◦ FlXn

tn ◦i1)(x1)
= (Fl

i∗2X1

t1
◦ · · · ◦ Fli

∗
2Xn

tn ◦i−1
2 ◦ i1)(x1)

= f2(t
1, . . . , tn).

So i−1
2 ◦ i1 is a diffeomorphism, as required.

(3) Let N be the union of all integral manifolds containing x. Choose the
union of all the atlases of these integral manifolds as atlas for N , which is a
smooth atlas for N by (2). Note that a connected immersed submanifold of
a separable manifold is automatically separable (since it carries a Riemann
metric). �

3.23. Integrable singular distributions and singular foliations. A
smooth singular distribution E on a manifold M is called integrable if each
point of M is contained in some integral manifold of E. By (3.22.3) each
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point is then contained in a unique maximal integral manifold, so the max-
imal integral manifolds form a partition of M . This partition is called the
(singular) foliation of M induced by the integrable (singular) distribution
E, and each maximal integral manifold is called a leaf of this foliation. If
X ∈ XE , then by (3.22.1) the integral curve t 7→ FlX(t, x) of X through
x ∈M stays in the leaf through x.

Let us now consider an arbitrary subset V ⊂ Xloc(M). We say that V is
stable if for all X,Y ∈ V and for all t for which it is defined the local vector
field (FlXt )

∗Y is again an element of V .
If W ⊂ Xloc(M) is an arbitrary subset, we call S(W) the set of all local

vector fields of the form (FlX1
t1
◦ · · · ◦ FlXk

tk
)∗Y for Xi, Y ∈ W. By lemma

(3.14) the flow of this vector field is

Fl((FlX1
t1
◦ · · · ◦ FlXk

tk
)∗Y, t) = FlXk

−tk ◦ · · · ◦ Fl
X1
−t1 ◦Fl

Y
t ◦FlX1

t1
◦ · · · ◦ FlXk

tk
,

so S(W) is the minimal stable set of local vector fields which contains W.

Now let F be an arbitrary distribution. A local vector field X ∈ Xloc(M) is
called an infinitesimal automorphism of F if Tx(Fl

X
t )(Fx) ⊂ FFlX(t,x) when-

ever defined. We denote by aut(F ) the set of all infinitesimal automorphisms
of F . By arguments given just above, aut(F ) is stable.

3.24. Lemma. Let E be a smooth distribution on a manifold M . Then the
following conditions are equivalent:

(1) E is integrable.

(2) XE is stable.

(3) There exists a subset W ⊂ Xloc(M) such that S(W) spans E.

(4) aut(E) ∩ XE spans E.

Proof. (1) =⇒ (2) Let X ∈ XE and let L be the leaf through x ∈M , with

i : L → M the inclusion. Then FlX−t ◦i = i ◦ Fli∗X−t by lemma (3.14), so we
have

Tx(Fl
X
−t)(Ex) = T (FlX−t).Txi.TxL = T (FlX−t ◦i).TxL

= Ti.Tx(Fl
i∗X
−t ).TxL

= Ti.TFli∗X(−t,x)L = EFlX(−t,x).

This implies that (FlXt )
∗Y ∈ XE for any Y ∈ XE .

(2) =⇒ (4) In fact (2) says that XE ⊂ aut(E).

(4) =⇒ (3) We can choose W = aut(E) ∩ XE : For X,Y ∈ W we have
(FlXt )

∗Y ∈ XE ; so W ⊂ S(W) ⊂ XE and E is spanned by W.

(3) =⇒ (1) We have to show that each point x ∈ M is contained in some
integral submanifold for the distribution E. Since S(W) spans E and is
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stable, we have

(5) T (FlXt ).Ex = EFlX(t,x)

for each X ∈ S(W). Let dimEx = n. There are X1, . . . , Xn ∈ S(W) such
that X1(x), . . . , Xn(x) is a basis of Ex, since E is smooth. As in the proof
of (3.22.2) we consider the mapping

f(t1, . . . , tn) := (FlX1

t1
◦ · · · ◦ FlXn

tn )(x),

defined and smooth near 0 in Rn. Since the rank of f at 0 is n, the image
under f of a small open neighborhood of 0 is a submanifold N of M . We
claim that N is an integral manifold of E. The tangent space Tf(t1,...,tn)N
is linearly generated by

∂
∂tk

(FlX1

t1
◦ · · · ◦ FlXn

tn )(x) = T (FlX1

t1
◦ · · · ◦ FlXk−1

tk−1 )Xk((Fl
Xk

tk
◦ · · · ◦ FlXn

tn )(x))

= ((FlX1

−t1)
∗ · · · (FlXk−1

−tk−1)
∗Xk)(f(t

1, . . . , tn)).

Since S(W) is stable, these vectors lie in Ef(t). From the form of f and from
(5) we see that dimEf(t) = dimEx, so these vectors even span Ef(t) and we
have Tf(t)N = Ef(t) as required. �

3.25. Theorem (Local structure of singular foliations). Let E be an
integrable (singular) distribution of a manifold M . Then for each x ∈ M
there exist a chart (U, u) with u(U) = {y ∈ Rm : |yi| < ε for all i} for some
ε > 0 and a countable subset A ⊂ Rm−n, such that for the leaf L through x
we have

u(U ∩ L) = {y ∈ u(U) : (yn+1, . . . , ym) ∈ A}.
Each leaf is an initial submanifold.

If furthermore the distribution E has locally constant rank, this property
holds for each leaf meeting U with the same n.

This chart (U, u) is called a distinguished chart for the (singular) distribution
or the (singular) foliation. A connected component of U∩L is called a plaque.

Proof. Let L be the leaf through x, dimL = n. Let X1, . . . , Xn ∈ XE be
local vector fields such that X1(x), . . . , Xn(x) is a basis of Ex. We choose a
chart (V, v) centered at x on M such that the vectors

X1(x), . . . , Xn(x),
∂

∂vn+1 |x, . . . , ∂
∂vm |x

form a basis of TxM . Then

f(t1, . . . , tm) = (FlX1

t1
◦ · · · ◦ FlXn

tn )(v−1(0, . . . , 0, tn+1, . . . , tm))

is a diffeomorphism from a neighborhood of 0 in Rm onto a neighborhood of
x in M . Let (U, u) be the chart given by f−1, suitably restricted. We have

y ∈ L⇐⇒ (FlX1

t1
◦ · · · ◦ FlXn

tn )(y) ∈ L
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for all y and all t1, . . . , tn for which both expressions make sense. So we have

f(t1, . . . , tm) ∈ L⇐⇒ f(0, . . . , 0, tn+1, . . . , tm) ∈ L,
and consequently L ∩ U is the disjoint union of connected sets of the form
{y ∈ U : (un+1(y), . . . , um(y)) = constant}. Since L is a connected im-
mersive submanifold of M , it is second countable and only a countable
set of constants can appear in the description of u(L ∩ U) given above.
From this description it is clear that L is an initial submanifold (2.13) since
u(Cx(L ∩ U)) = u(U) ∩ (Rn × 0).

The argument given above is valid for any leaf of dimension n meeting U , so
also the assertion for an integrable distribution of constant rank follows. �

3.26. Involutive singular distributions. A subset V ⊂ Xloc(M) is called
involutive if [X,Y ] ∈ V for all X,Y ∈ V . Here [X,Y ] is defined on the
intersection of the domains of X and Y .

A smooth distribution E onM is called involutive if there exists an involutive
subset V ⊂ Xloc(M) spanning E.

For an arbitrary subset W ⊂ Xloc(M) let L(W) be the set consisting of all
local vector fields on M which can be written as finite expressions using Lie
brackets and starting from elements of W. Clearly L(W) is the smallest
involutive subset of Xloc(M) which contains W.

3.27. Lemma. For each subset W ⊂ Xloc(M) we have

E(W) ⊂ E(L(W)) ⊂ E(S(W)).

In particular we have E(S(W)) = E(L(S(W))).

Proof. We will show that for X,Y ∈ W we have [X,Y ] ∈ XE(S(W)), for
then by induction we get L(W) ⊂ XE(S(W)) and E(L(W)) ⊂ E(S(W)).

Let x ∈ M ; since by (3.24) E(S(W)) is integrable, we can choose the leaf
L through x, with the inclusion i. Then i∗X is i-related to X and i∗Y is
i-related to Y ; thus by (3.10) the local vector field [i∗X, i∗Y ] ∈ Xloc(L) is
i-related to [X,Y ], and [X,Y ](x) ∈ E(S(W))x, as required. �

3.28. Theorem. Let V ⊂ Xloc(M) be an involutive subset. Then the
distribution E(V) spanned by V is integrable under each of the following
conditions.
(1) M is real analytic and V consists of real analytic vector fields.
(2) The dimension of E(V) is constant along flow lines of vector fields in V.

Proof. (1) For X,Y ∈ V we have d
dt(Fl

X
t )

∗Y = (FlXt )
∗LXY ; consequently

dk

dtk
(FlXt )

∗Y = (FlXt )
∗(LX)kY , and since everything is real analytic, we get
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for x ∈M and small t

(FlXt )
∗Y (x) =

∑

k≥0

tk

k!

dk

dtk
|0(FlXt )∗Y (x) =

∑

k≥0

tk

k!
(LX)kY (x).

Since V is involutive, all (LX)kY ∈ V . Therefore we get (FlXt )
∗Y (x) ∈

E(V)x for small t. By the flow property of FlX the set of all t satisfying
(FlXt )

∗Y (x) ∈ E(V)x is open and closed, so it follows that (3.24.2) is satisfied
and thus E(V) is integrable.
(2) We choose X1, . . . , Xn ∈ V such that X1(x), . . . , Xn(x) is a basis of
E(V)x. For any X ∈ V , by hypothesis, E(V)FlX(t,x) has also dimension n

and admits the vectors X1(Fl
X(t, x)), . . . , Xn(Fl

X(t, x)) as basis, for small
t. So there are smooth functions fij(t) such that

[X,Xi](Fl
X(t, x)) =

n∑

j=1

fij(t)Xj(Fl
X(t, x)).

Therefore,

d
dtT (Fl

X
−t).Xi(Fl

X(t, x)) = T (FlX−t).[X,Xi](Fl
X(t, x))

=
n∑

j=1

fij(t)T (Fl
X
−t).Xj(Fl

X(t, x)).

So the TxM -valued functions gi(t) = T (FlX−t).Xi(Fl
X(t, x)) satisfy the linear

ordinary differential equation d
dtgi(t) =

∑n
j=1 fij(t)gj(t) and have initial

values in the linear subspace E(V)x, so they have values in it for all small
t. Therefore T (FlX−t)E(V)FlX(t,x) ⊂ E(V)x for small t. Using compact time

intervals and the flow property, one sees that condition (3.24.2) is satisfied
and E(V) is integrable. �

3.29. Examples. (1) The singular distribution spanned by W ⊂ Xloc(R
2)

is involutive, but not integrable, where W consists of all global vector fields
with support in R2 \ {0} and the field ∂

∂x1
; the leaf through 0 should have

dimension 1 at 0 and dimension 2 elsewhere.

(2) Let f : R → R be a smooth function with f(x1) = 0 for x1 ≤ 0 and
f(x1) > 0 for x1 > 0. Then the singular distribution on R2 spanned by the
two vector fields X(x1, x2) = ∂

∂x1
and Y (x1, x2) = f(x1) ∂

∂x2
is involutive,

but not integrable. Any leaf should pass (0, x2) tangentially to ∂
∂x1

, should

have dimension 1 for x1 ≤ 0 and should have dimension 2 for x1 > 0.

3.30. By a time dependent vector field on a manifold M we mean a smooth
mapping X : J×M → TM with πM ◦X = pr2, where J is an open interval.
An integral curve of X is a smooth curve c : I → M with ċ(t) = X(t, c(t))
for all t ∈ I, where I is a subinterval of J .
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There is an associated vector field X̄ ∈ X(J × M), given by X̄(t, x) =
( ∂∂t , X(t, x)) ∈ TtR× TxM .

By the evolution operator of X we mean the mapping ΦX : J × J ×M →
M , defined in a maximal open neighborhood of ∆J ×M (where ∆J is the
diagonal of J) and satisfying the differential equation

{
d
dtΦ

X(t, s, x) = X(t,ΦX(t, s, x))

ΦX(s, s, x) = x.

It is easily seen that (t,ΦX(t, s, x)) = FlX̄(t − s, (s, x)), so the maximally
defined evolution operator exists and is unique, and it satisfies

ΦXt,s = ΦXt,r ◦ ΦXr,s, where ΦXt,s(x) = Φ(t, s, x),

whenever one side makes sense (with the restrictions of (3.7)).

Examples and Exercises

3.31. Compute the flow of the vector field ξ1(x, y) := y ∂
∂x in R2. Is it a

global flow? Answer the same questions for ξ2(x, y) := x2

2
∂
∂y . Now com-

pute [ξ1, ξ2] and investigate its flow. This time it is not global! In fact,

Fl
[ξ1,ξ2]
t (x, y) =

(
2x

2+xt ,
y
4 (tx+ 2)2

)
. Investigate the flow of ξ1 + ξ2. It is not

global either! Thus the set of complete vector fields on R2 is neither a vector
space nor closed under the Lie bracket.

3.32. Driving a car. The phase space consists of all (x, y, ϑ, ϕ) ∈ R2 ×
S1 × (−π/4, π/4), where

(x, y) is the position of the midpoint of the rear axle,

ϑ is the direction of the car axle,

φ is the steering angle of the front wheels.

θ = 0 direction

(x, y) ϕ

θ

There are two ‘control’ vector fields:

steer = ∂
∂φ ,
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drive = cos(ϑ) ∂∂x + sin(ϑ) ∂∂y + tan(φ)1l
∂
∂ϑ (why?).

Compute [steer, drive] =: park (why?) and [drive, park], and interpret the
results. Is it not convenient that the two control vector fields do not span
an integrable distribution?

3.33. Describe the Lie algebra of all vector fields on S1 in terms of Fourier
expansion. This is nearly (up to a central extension) the Virasoro algebra
of theoretical physics.





CHAPTER II.

Lie Groups and Group

Actions

4. Lie Groups I

4.1. Definition. A Lie group G is a smooth manifold and a group such
that the multiplication µ : G×G→ G is smooth. We shall see in a moment
that then also the inversion ν : G→ G turns out to be smooth.

We shall use the following notation:

µ : G×G→ G, multiplication, µ(x, y) = x.y.

µa : G→ G, left translation, µa(x) = a.x.

µa : G→ G, right translation, µa(x) = x.a.

ν : G→ G, inversion, ν(x) = x−1.

e ∈ G, the unit element.

Then we have

µa ◦ µb = µa.b, µa ◦ µb = µb.a, µa ◦ µb = µb ◦ µa,
µ−1
a = µa−1 , (µa)−1 = µa

−1
.

If ϕ : G→ H is a smooth homomorphism between Lie groups, then we have
ϕ ◦ µa = µϕ(a) ◦ ϕ, ϕ ◦ µa = µϕ(a) ◦ ϕ and thus also Tϕ.Tµa = Tµϕ(a).Tϕ,
etc. So Teϕ is injective (surjective) if and only if Taϕ is injective (surjective)
for all a ∈ G.

43
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4.2. Lemma. The tangent mapping T(a,b)µ : TaG × TbG → TabG of the
multiplication µ is given by

T(a,b)µ.(Xa, Yb) = Ta(µ
b).Xa + Tb(µa).Yb.

Proof. Let ria : G → G×G, ria(x) = (a, x) be the right insertion and let
lib : G→ G×G, lib(x) = (x, b) be the left insertion. Then we have

T(a,b)µ.(Xa, Yb) = T(a,b)µ.(Ta(lib).Xa + Tb(ria).Yb)

= Ta(µ ◦ lib).Xa + Tb(µ ◦ ria).Yb = Ta(µ
b).Xa + Tb(µa).Yb. �

4.3. Corollary. The inversion ν : G→ G is smooth and

Taν = −Te(µa
−1
).Ta(µa−1) = −Te(µa−1).Ta(µ

a−1
).

Proof. The equation µ(x, ν(x)) = e determines ν implicitly. The mapping
ν is smooth in a neighborhood of e by the implicit function theorem since

Te(µ(e, )) = Te(µe) = Id. From (ν ◦ µa)(x) = x−1.a−1 = (µa
−1 ◦ ν)(x)

we may conclude that ν is everywhere smooth. Now we differentiate the
equation µ(a, ν(a)) = e; this gives in turn

0e = T(a,a−1)µ.(Xa, Taν.Xa) = Ta(µ
a−1

).Xa + Ta−1(µa).Taν.Xa,

Taν.Xa = −Te(µa)−1.Ta(µ
a−1

).Xa = −Te(µa−1).Ta(µ
a−1

).Xa. �

4.4. Example. The general linear group GL(n,R) is the group of all in-
vertible real n × n-matrices. It is an open subset of L(Rn,Rn), given by
det 6= 0 and a Lie group.

Similarly GL(n,C), the group of invertible complex n× n-matrices, is a Lie
group; also GL(n,H), the group of all invertible quaternionic n×n-matrices,
is a Lie group, since it is open in the real Banach algebra LH(H

n,Hn) as a
glance at the von Neumann series shows; but the quaternionic determinant
is a more subtle instrument here.

4.5. Example. The orthogonal group O(n,R) is the group of all linear
isometries of (Rn, 〈 , 〉), where 〈 , 〉 is the standard positive definite in-
ner product on Rn. The special orthogonal group SO(n,R) := {A ∈ O(n,R) :
detA = 1} is open in O(n,R), since we have the disjoint union

O(n,R) = SO(n,R) ⊔
(
−1 0
0 In−1

)
SO(n,R),

where Ik is short for the identity matrix IdRk . We claim that O(n,R) and
SO(n,R) are submanifolds of L(Rn,Rn). For that we consider the mapping
f : L(Rn,Rn) → L(Rn,Rn), given by f(A) = A⊤.A. Then O(n,R) =
f−1(In); so O(n,R) is closed. Since it is also bounded, O(n,R) is compact.
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We have df(A).X = X⊤.A+A⊤.X, so ker df(In) = {X : X⊤+X = 0} is the
space o(n,R) of all skew-symmetric n×n-matrices. Note that dim o(n,R) =
1
2(n− 1)n. If A is invertible, we get

ker df(A) = {Y : Y ⊤.A+A⊤.Y = 0} = {Y : A⊤.Y ∈ o(n,R)}
= (A−1)⊤.o(n,R).

The mapping f takes values in Lsym(R
n,Rn), the space of all symmetric

n×n-matrices, and dimker df(A)+dimLsym(R
n,Rn) = 1

2(n−1)n+ 1
2n(n+

1) = n2 = dimL(Rn,Rn), so f : GL(n,R)→ Lsym(R
n,Rn) is a submersion.

Since obviously f−1(In) ⊂ GL(n,R), we conclude from (1.12) that O(n,R) is
a submanifold of GL(n,R). It is also a Lie group, since the group operations
are smooth as the restrictions of the ones from GL(n,R).

4.6. Example. The special linear group SL(n,R) is the group of all n×n-
matrices of determinant 1. The function det : L(Rn,Rn) → R is smooth

and d det(A)X = Trace(C(A).X), where C(A)ij , the cofactor of Aji , is the

determinant of the matrix, which results from putting 1 instead of Aji into
A and 0 in the rest of the j-th row and the i-th column of A; see (4.33).
We recall Cramer’s rule C(A).A = A.C(A) = det(A).In. So if C(A) 6= 0
(i.e., rank(A) ≥ n − 1), then the linear functional df(A) is nonzero. So
det : GL(n,R)→ R is a submersion and SL(n,R) = (det)−1(1) is a manifold
and a Lie group of dimension n2 − 1. Note finally that TInSL(n,R) =
ker d det(In) = {X : Trace(X) = 0}. This space of traceless matrices is
usually called sl(n,R).

4.7. Example. The symplectic group Sp(n,R) is the group of all 2n× 2n-
matrices A such that ω(Ax,Ay) = ω(x, y) for all x, y ∈ R2n, where ω is a
(the standard) nondegenerate skew-symmetric bilinear form on R2n.

Such a form exists on a vector space if and only if the dimension is even, and
on Rn×(Rn)∗ the form ω((x, x∗), (y, y∗)) = 〈x, y∗〉−〈y, x∗〉 (where we use the
duality pairing), in coordinates ω((xi)2ni=1, (y

j)2nj=1) =
∑n

i=1(x
iyn+i−xn+iyi),

is such a form. Any symplectic form on R2n looks like that after choosing
a suitable basis; see (31.2) and (31.4). Let (ei)

2n
i=1 be the standard basis in

R2n. Then we have

(ω(ei, ej)
i
j) =

(
0 In
−In 0

)
=: J,

and the matrix J satisfies J⊤ = −J , J2 = −I2n, J
(
x
y

)
=
(
y
−x
)
in Rn × Rn,

and ω(x, y) = 〈x, Jy〉 in terms of the standard inner product on R2n.

For A ∈ L(R2n,R2n) we have ω(Ax,Ay) = 〈Ax, JAy〉 = 〈x,A⊤JAy〉. Thus
A ∈ Sp(n,R) if and only if A⊤JA = J .
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We consider now the mapping f : L(R2n,R2n) → L(R2n,R2n) given by
f(A) = A⊤JA. Then f(A)⊤ = (A⊤JA)⊤ = −A⊤JA = −f(A), so f takes
values in the space o(2n,R) of skew-symmetric matrices. We have df(A)X =
X⊤JA+A⊤JX, and therefore

ker df(I2n) = {X ∈ L(R2n,R2n) : X⊤J + JX = 0}
= {X : JX is symmetric} =: sp(n,R).

We see that dim sp(n,R) = 2n(2n+1)
2 =

(
2n+1

2

)
. Furthermore ker df(A) =

{X : X⊤JA+A⊤JX = 0} and the mapping X 7→ A⊤JX is an isomorphism

ker df(A)→ Lsym(R
2n,R2n) if A is invertible. Thus dimker df(A) =

(
2n+1

2

)

for all A ∈ GL(2n,R). If f(A) = J , then A⊤JA = J , so A has rank 2n and

is invertible, and we have dimker df(A)+dim o(2n,R) =
(
2n+1

2

)
+ 2n(2n−1)

2 =

4n2 = dimL(R2n,R2n). So f : GL(2n,R) → o(2n,R) is a submersion and
f−1(J) = Sp(n,R) is a manifold and a Lie group. It is the symmetry group
of ‘classical mechanics’.

4.8. Example. The complex general linear group GL(n,C) of all invertible
complex n × n-matrices is open in LC(C

n,Cn), so it is a real Lie group of
real dimension 2n2; it is also a complex Lie group of complex dimension n2.
The complex special linear group SL(n,C) of all matrices of determinant 1
is a submanifold of GL(n,C) of complex codimension 1 (or real codimension
2).

The complex orthogonal group O(n,C) is the set

{A ∈ L(Cn,Cn) : g(Az,Aw) = g(z, w) for all z, w},

where g(z, w) =
∑n

i=1 z
iwi. This is a complex Lie group of complex di-

mension (n−1)n
2 , and it is not compact. Since O(n,C) = {A : A⊤A = In},

we have 1 = detC(In) = detC(A
⊤A) = detC(A)

2, so detC(A) = ±1. Thus
SO(n,C) := {A ∈ O(n,C) : detC(A) = 1} is an open subgroup of index 2 in
O(n,C).

The group Sp(n,C) = {A ∈ LC(C
2n,C2n) : A⊤JA = J} is also a complex

Lie group of complex dimension n(2n+ 1).

The groups treated here are the classical complex Lie groups. The groups
SL(n,C) for n ≥ 2, SO(n,C) for n ≥ 3, Sp(n,C) for n ≥ 4, and five more
exceptional groups exhaust all simple complex Lie groups up to coverings.

4.9. Example. Let Cn be equipped with the standard Hermitian inner
product (z, w) =

∑n
i=1 z

iwi. The unitary group U(n) consists of all com-
plex n × n-matrices A such that (Az,Aw) = (z, w) for all z, w holds, or

equivalently U(n) = {A : A∗A = In}, where A∗ = A
⊤
.
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We consider the mapping f : LC(C
n,Cn) → LC(C

n,Cn), given by f(A) =
A∗A. Then f is smooth but not holomorphic. Its derivative is df(A)X =
X∗A + A∗X, so ker df(In) = {X : X∗ + X = 0} =: u(n), the space of all
skew-Hermitian matrices. We have dimR u(n) = n2. As above we may check
that f : GL(n,C)→ Lherm(C

n,Cn) is a submersion, so U(n) = f−1(In) is a
compact real Lie group of dimension n2.

The special unitary group is SU(n) = U(n) ∩ SL(n,C). For A ∈ U(n) we
have | detC(A)| = 1; thus dimR SU(n) = n2 − 1.

4.10. Example. The group Sp(n). Let H be the division algebra of
quaternions. We will use the following description of quaternions: Let
(R3, 〈 , 〉,∆) be the oriented Euclidean space of dimension 3, where ∆
is a determinant function with value 1 on a positive oriented orthonormal
basis. The vector product on R3 is then given by 〈X × Y, Z〉 = ∆(X,Y, Z).
Now we let H := R3 × R, equipped with the following product:

(X, s)(Y, t) := (X × Y + sY + tX, st− 〈X,Y 〉).
Now we take a positively oriented orthonormal basis of R3, call it (i, j, k),
and identify (0, 1) with 1. Then the last formula implies visibly the usual
product rules for the basis (1, i, j, k) of the quaternions.

The group Sp(1) := S3 ⊂ H ∼= R4 is then the group of unit quaternions,
obviously a Lie group.

Now let V be a right vector space over H. Since H is not commutative, we
have to distinguish between left and right vector spaces and we choose right
ones as basic, so that matrices can multiply from the left. By choosing a
basis, we get V = Rn ⊗R H = Hn. For u = (ui), v = (vi) ∈ Hn we put
〈u, v〉 := ∑n

i=1 u
ivi. Then 〈 , 〉 is R-bilinear and 〈ua, vb〉 = a〈u, v〉b for

a, b ∈ H.

An R linear mapping A : V → V is called H-linear or quaternionically linear
if A(ua) = A(u)a holds. The space of all such mappings shall be denoted
by LH(V, V ). It is real isomorphic to the space of all quaternionic n × n-
matrices with the usual multiplication, since for the standard basis (ei)

n
i=1

in V = Hn we have A(u) = A(
∑

i eiu
i) =

∑
iA(ei)u

i =
∑

i,j ejA
j
iu
i. If V is

a right quaternionic vector space, then LH(V, V ) is only a real vector space
— any further structure must come from a second (left) quaternionic vector
space structure on V .

The group GL(n,H) of invertible H-linear mappings of Hn, is a Lie group,
because it is GL(4n,R) ∩ LH(H

n,Hn) which is open in LH(H
n,Hn).

A quaternionically linear mapping A is called isometric or quaternionically
unitary if 〈A(u), A(v)〉 = 〈u, v〉 for all u, v ∈ Hn. We denote by Sp(n) the
group of all quaternionic isometries of Hn, the quaternionic unitary group.
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The reason for its name is that Sp(n) = Sp(n,C) ∩ U(2n), since we can
decompose the quaternionic Hermitian form 〈 , 〉 into a complex Hermit-
ian one and a complex symplectic one. Also we have Sp(n) ⊂ O(4n,R),
since the real part of 〈 , 〉 is a positive definite real inner product. For

A ∈ LH(H
n,Hn) we put A∗ := A

⊤
. Then we have 〈u,A(v)〉 = 〈A∗(u), v〉, so

〈A(u), A(v)〉 = 〈A∗A(u), v〉. Thus A ∈ Sp(n) if and only if A∗A = Id.

Again f : LH(H
n,Hn) → LH,herm(H

n,Hn) = {A : A∗ = A}, given by
f(A) = A∗A, is a smooth mapping with df(A)X = X∗A + A∗X. So we
have ker df(Id) = {X : X∗ = −X} =: sp(n), the space of quaternionic
skew-Hermitian matrices. The usual proof shows that f has maximal rank
on GL(n,H), so Sp(n) = f−1(Id) is a compact real Lie group of dimension
2n(n− 1) + 3n.

The groups SO(n,R) for n ≥ 3, SU(n) for n ≥ 2, Sp(n) for n ≥ 2 and
the real forms of the five exceptional complex Lie groups exhaust all simple
compact Lie groups up to coverings.

4.11. Invariant vector fields and Lie algebras. Let G be a (real) Lie
group. A vector field ξ on G is called left invariant if µ∗aξ = ξ for all a ∈ G,
where µ∗aξ = T (µa−1) ◦ ξ ◦ µa as in section (3). Since by (3.11) we have
µ∗a[ξ, η] = [µ∗aξ, µ

∗
aη], the space XL(G) of all left invariant vector fields on

G is closed under the Lie bracket, so it is a Lie subalgebra of X(G). Any
left invariant vector field ξ is uniquely determined by ξ(e) ∈ TeG, since
ξ(a) = Te(µa).ξ(e). Thus the Lie algebra XL(G) of left invariant vector
fields is linearly isomorphic to TeG, and on TeG the Lie bracket on XL(G)
induces a Lie algebra structure, whose bracket is again denoted by [ , ].
This Lie algebra will be denoted as usual by g, sometimes by Lie(G).

We will also give a name to the isomorphism with the space of left invariant
vector fields: L : g → XL(G), X 7→ LX , where LX(a) = Teµa.X. Thus
[X,Y ] = [LX , LY ](e).

A vector field η on G is called right invariant if (µa)∗η = η for all a ∈ G. If
ξ is left invariant, then ν∗ξ is right invariant, since ν ◦ µa = µa−1 ◦ ν implies
that (µa)∗ν∗ξ = (ν ◦ µa)∗ξ = (µa−1 ◦ ν)∗ξ = ν∗(µa−1)∗ξ = ν∗ξ. The right
invariant vector fields form a Lie subalgebra XR(G) of X(G), which is again
linearly isomorphic to TeG and induces also a Lie algebra structure on TeG.
Since ν∗ : XL(G) → XR(G) is an isomorphism of Lie algebras by (3.11),
Teν = −Id : TeG → TeG is an isomorphism between the two Lie algebra
structures. We will denote by R : g = TeG → XR(G) the isomorphism
discussed, which is given by RX(a) = Te(µ

a).X.

4.12. Lemma. If LX is a left invariant vector field and RY is a right
invariant one, then [LX , RY ] = 0. Thus the flows of LX and RY commute.
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Proof. We consider the vector field 0 × LX ∈ X(G × G), given by (0 ×
LX)(a, b) = (0a, LX(b)). Then T(a,b)µ.(0a, LX(b)) = Taµ

b.0a+Tbµa.LX(b) =
LX(ab), so 0× LX is µ-related to LX . Likewise RY × 0 is µ-related to RY .
But then 0 = [0×LX , RY × 0] is µ-related to [LX , RY ] by (3.10). Since µ is
surjective, [LX , RY ] = 0 follows. �

4.13. Lemma. Let ϕ : G→ H be a smooth homomorphism of Lie groups.

Then ϕ′ := Teϕ : g = TeG→ h = TeH is a Lie algebra homomorphism.

Later, in (4.21), we shall see that any continuous homomorphism between
Lie groups is automatically smooth.

Proof. For X ∈ g and x ∈ G we have

Txϕ.LX(x) = Txϕ.Teµx.X = Te(ϕ ◦ µx).X
= Te(µϕ(x) ◦ ϕ).X = Te(µϕ(x)).Teϕ.X = Lϕ′(X)(ϕ(x)).

So LX is ϕ-related to Lϕ′(X). By (3.10) the field [LX , LY ] = L[X,Y ] is
ϕ-related to [Lϕ′(X), Lϕ′(Y )] = L[ϕ′(X),ϕ′(Y )]. So we have Tϕ ◦ L[X,Y ] =
L[ϕ′(X),ϕ′(Y )] ◦ ϕ. If we evaluate this at e, the result follows. �

Now we will determine the Lie algebras of all the examples given above.

4.14. For the Lie group GL(n,R) we have TeGL(n,R) = L(Rn,Rn) =:
gl(n,R) and T GL(n,R) = GL(n,R) × L(Rn,Rn) by the affine structure
of the surrounding vector space. For A ∈ GL(n,R) we have µA(B) =
A.B, so µA extends to a linear isomorphism of L(Rn,Rn), and for (B,X) ∈
T GL(n,R) we get TB(µA).(B,X) = (A.B,A.X). So the left invariant vector
field LX ∈ XL(GL(n,R)) is given by LX(A) = Te(µA).X = (A,A.X).

Let f : GL(n,R)→ R be the restriction of a linear functional on L(Rn,Rn).
Then we have LX(f)(A) = df(A)(LX(A)) = df(A)(A.X) = f(A.X), which
we may write as LX(f) = f( .X). Therefore

L[X,Y ](f) = [LX , LY ](f) = LX(LY (f))− LY (LX(f))
= LX(f( .Y ))− LY (f( .X)) = f( .X.Y )− f( .Y.X)

= f( .(XY − Y X)) = LXY−Y X(f).

So the Lie bracket on gl(n,R) = L(Rn,Rn) is given by [X,Y ] = XY − Y X,
the usual commutator.

4.15. Example. Let V be a vector space. Then (V,+) is a Lie group,
T0V = V is its Lie algebra, TV = V × V , left translation is µv(w) = v +w,
Tw(µv).(w,X) = (v + w,X). So LX(v) = (v,X), a constant vector field.
Thus the Lie bracket is 0.
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4.16. Example. The special linear group is SL(n,R) = det−1(1) and
its Lie algebra is given by TeSL(n,R) = ker d det(I) = {X ∈ L(Rn,Rn) :
TraceX = 0} = sl(n,R) by (4.6). The injection i : SL(n,R)→ GL(n,R) is
a smooth homomorphism of Lie groups, so Tei = i′ : sl(n,R) → gl(n,R) is
an injective homomorphism of Lie algebras. Thus the Lie bracket is given
by [X,Y ] = XY − Y X.

The same argument gives the commutator as the Lie bracket in all other
examples we have treated. We have already determined the Lie algebras as
TeG.

4.17. 1-parameter subgroups. Let G be a Lie group with Lie algebra g.
A 1-parameter subgroup of G is a Lie group homomorphism α : (R,+)→ G,
i.e., a smooth curve α in G with α(s+ t) = α(s).α(t), and hence α(0) = e.

Lemma. Let α : R→ G be a smooth curve with α(0) = e. Let X ∈ g. Then
the following assertions are equivalent.

(1) α is a 1-parameter subgroup with X = ∂|0α(t).
(2) α(t) = FlLX (t, e) for all t.

(3) α(t) = FlRX (t, e) for all t.

(4) x.α(t) = FlLX (t, x), or FlLX
t = µα(t), for all t .

(5) α(t).x = FlRX (t, x), or FlRX
t = µα(t), for all t.

Proof. (1) =⇒ (4) We have d
dtx.α(t) =

d
ds |0x.α(t + s) = d

ds |0x.α(t).α(s) =
d
ds |0µx.α(t)α(s) = Te(µx.α(t)).

d
ds |0α(s) = Te(µx.α(t)).X = LX(x.α(t)). By

uniqueness of solutions we get x.α(t) = FlLX (t, x).

(4) =⇒ (2) This is clear.

(2) =⇒ (1) We have

d
dsα(t)α(s) =

d
ds(µα(t)α(s)) = T (µα(t))

d
dsα(s)

= T (µα(t))LX(α(s)) = LX(α(t)α(s))

and α(t)α(0) = α(t). So we get α(t)α(s) = FlLX (s, α(t)) = FlLX
s FlLX

t (e) =

FlLX (t+ s, e) = α(t+ s).

(4) ⇐⇒ (5) We have Flν
∗ξ
t = ν−1 ◦ Flξt ◦ν by (3.14). Therefore we have by

(4.11)

(FlRX
t (x−1))−1 = (ν ◦ FlRX

t ◦ν)(x) = Flν
∗RX
t (x)

= FlLX
−t (x) = x.α(−t).

So FlRX
t (x−1) = α(t).x−1, and FlRX

t (y) = α(t).y.

(5) =⇒ (3) =⇒ (1) can be shown in a similar way. �
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An immediate consequence of the foregoing lemma is that left invariant and
right invariant vector fields on a Lie group are always complete, so they
have global flows, because a locally defined 1-parameter group can always
be extended to a globally defined one by multiplying it up: α(nt) = α(t)n.

4.18. Definition. The exponential mapping exp : g→ G of a Lie group is
defined by

expX = FlLX (1, e) = FlRX (1, e) = αX(1),

where αX is the 1-parameter subgroup of G with α̇X(0) = X.

Theorem.

(1) exp : g→ G is smooth.

(2) exp(tX) = FlLX (t, e).

(3) FlLX (t, x) = x. exp(tX).

(4) FlRX (t, x) = exp(tX).x.

(5) exp(0) = e and T0 exp = Id : T0g = g → TeG = g; thus exp is a
diffeomorphism from a neighborhood of 0 in g onto a neighborhood of
e in G.

Proof. (1) Let 0× L ∈ X(g×G) be given by (0× L)(X,x) = (0X , LX(x)).
Then pr2 Fl

0×L(t, (X, e)) = αX(t) is smooth in (t,X).

(2) exp(tX) = Flt.LX (1, e) = FlLX (t, e) = αX(t).

(3) and (4) follow from lemma (4.17).

(5) T0 exp .X = d
dt |0 exp(0 + t.X) = d

dt |0 FlLX (t, e) = X. �

4.19. Remark. If G is connected and U ⊂ g is open with 0 ∈ U , then the
group generated by exp(U) equals G.

Namely, this group is a subgroup of G containing some open neighborhood
of e, so it is open. The complement in G is also open (as union of the
other cosets), so this subgroup is open and closed. Since G is connected, it
coincides with G.

If G is not connected, then the subgroup generated by exp(U) is the con-
nected component G0 of e in G, an open connected normal subgroup.

4.20. Remark. Let ϕ : G→ H be a smooth homomorphism of Lie groups.
Then the diagram

g
ϕ′

//

expG

��

h

expH

��
G

ϕ // H
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commutes, since t 7→ ϕ(expG(tX)) is a 1-parameter subgroup of H which
satisfies d

dt |0ϕ(expG tX) = ϕ′(X), so ϕ(expG tX) = expH(tϕ′(X)).

If G is connected and ϕ, ψ : G→ H are homomorphisms of Lie groups with
ϕ′ = ψ′ : g→ h, then ϕ = ψ. Namely, ϕ = ψ on the subgroup generated by
expG g which equals G by (4.19).

4.21. Theorem. A continuous homomorphism ϕ : G → H between Lie
groups is smooth. In particular a topological group can carry at most one
compatible Lie group structure.

Proof. Let first ϕ = α : (R,+)→ G be a continuous 1-parameter subgroup.
Then α(−ε, ε) ⊂ exp(U), where U is an open ball with center 0 in g such
that exp ↾ 2U is a diffeomorphism, for some ε > 0. Put

β := (exp ↾ 2U)−1 ◦ α : (−ε, ε)→ g.

Then for |t| < ε
2 we have

exp(2β(t)) = exp(β(t))2 = α(t)2 = α(2t) = exp(β(2t)),

so 2β(t) = β(2t); thus β( s2) = 1
2β(s) for |s| < ε. Applying exp we have

α( s2) = exp(β( s2)) = exp(12β(s)) for all |s| < ε and by recursion we get

α( s2n ) = exp( 1
2nβ(s)) for n ∈ N and in turn

α( k2n s) = α( s2n )
k = exp( 1

2nβ(s))
k = exp( k2nβ(s))

for k ∈ Z. Since the k
2n for k ∈ Z and n ∈ N are dense in R and since α is

continuous, we get α(ts) = exp(tβ(s)) for all t ∈ R. So α is smooth.

Now let ϕ : G → H be a continuous homomorphism. Let X1, . . . , Xn be a
linear basis of g. We define ψ : Rn → G by

ψ(t1, . . . , tn) = exp(t1X1) · · · exp(tnXn).

Then T0ψ is invertible, so ψ is a diffeomorphism near 0. Sometimes ψ−1 is
called a coordinate system of the second kind. The curve t 7→ ϕ(expG tXi)
is a continuous 1-parameter subgroup of H, so it is smooth by the first part
of the proof.

We have (ϕ ◦ ψ)(t1, . . . , tn) = (ϕ exp(t1X1)) · · · (ϕ exp(tnXn)), so ϕ ◦ ψ is
smooth. Thus ϕ is smooth near e ∈ G and so everywhere on G. �

4.22. Theorem. Let G and H be Lie groups (G separable is essential
here), and let ϕ : G→ H be a continuous bijective homomorphism. Then ϕ
is a diffeomorphism.

Proof. Our first aim is to show that ϕ is a homeomorphism. Let V be an
open e-neighborhood inG, and letK be a compact e-neighborhood inG such
that K.K−1 ⊂ V . Since G is separable, there is a sequence (ai)i∈N in G such
that G =

⋃∞
i=1 ai.K. Since H is locally compact, it is a Baire space (i.e., Vi
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open and dense for i ∈ N implies
⋂
Vi dense). The set ϕ(ai)ϕ(K) is compact,

thus closed. Since H =
⋃
i ϕ(ai).ϕ(K), there is some i such that ϕ(ai)ϕ(K)

has nonempty interior, so ϕ(K) has nonempty interior. Choose b ∈ G such
that ϕ(b) is an interior point of ϕ(K) in H. Then eH = ϕ(b)ϕ(b−1) is an
interior point of ϕ(K)ϕ(K−1) ⊂ ϕ(V ). So if U is open in G and a ∈ U , then
eH is an interior point of ϕ(a−1U), so ϕ(a) is in the interior of ϕ(U). Thus
ϕ(U) is open in H, and ϕ is a homeomorphism.

Now by (4.21) ϕ and ϕ−1 are smooth. �

4.23. Examples. We first describe the exponential mapping of the general
linear group GL(n,R). LetX ∈ gl(n,R) = L(Rn,Rn); then the left invariant
vector field is given by LX(A) = (A,A.X) ∈ GL(n,R) × gl(n,R) and the
1-parameter group αX(t) = FlLX (t, In) is given by the differential equation
d
dtαX(t) = LX(αX(t)) = αX(t).X, with initial condition αX(0) = In. But

the unique solution of this equation is αX(t) = etX =
∑∞

k=0
tk

k!X
k. So

expGL(n,R)(X) = eX =
∑∞

k=0
1
k! X

k.

If n = 1, we get the usual exponential mapping of one real variable. For all
Lie subgroups of GL(n,R), the exponential mapping is given by the same
formula exp(X) = eX ; this follows from (4.20).

4.24. The adjoint representation. A representation of a Lie group G on
a finite-dimensional vector space V (real or complex) is a homomorphism
ρ : G → GL(V ) of Lie groups. Its derivative ρ′ : g → gl(V ) = L(V, V ) is a
Lie algebra homomorphism by (4.13).

For a ∈ G we define conja : G → G by conja(x) = axa−1. It is called the
conjugation or the inner automorphism by a ∈ G. We have conja(xy) =
conja(x) conja(y), conjab = conja ◦ conjb, and conj is smooth in all variables.

Next we define for a ∈ G the mapping Ad(a) = (conja)
′ = Te(conja) : g→ g.

By (4.13) the linear map Ad(a) is a Lie algebra homomorphism, so we
have Ad(a)[X,Y ] = [Ad(a)X,Ad(a)Y ]. Furthermore Ad : G → GL(g) is a
representation, called the adjoint representation of G, since

Ad(ab) = Te(conjab) = Te(conja ◦ conjb)
= Te(conja) ◦ Te(conjb) = Ad(a) ◦Ad(b).

The relations Ad(a) = Te(conja) = Ta(µ
a−1

).Te(µa) = Ta−1(µa).Te(µ
a−1

)
will be used later.

Now we define the (lower case) adjoint representation of the Lie algebra g,

ad : g→ gl(g) = L(g, g), ad := Ad′ = TeAd .
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Lemma.

(1) LX(a) = RAd(a)X(a) for X ∈ g and a ∈ G.
(2) ad(X)Y = [X,Y ] for X,Y ∈ g.

Proof. (1) LX(a) = Te(µa).X = Te(µ
a).Te(µ

a−1 ◦ µa).X = RAd(a)X(a).

(2) Let X1, . . . , Xn be a linear basis of g and fix X ∈ g. Then Ad(x)X =∑n
i=1 fi(x).Xi for fi ∈ C∞(G,R) and we have in turn:

Ad′(Y )X = Te(Ad( )X)Y = d(Ad( )X)|eY = d(
∑
fiXi)|eY

=
∑
dfi|e(Y )Xi =

∑
LY (fi)(e).Xi.

LX(x) = RAd(x)X(x) = R(
∑
fi(x)Xi)(x) =

∑
fi(x).RXi(x) by (1).

[LY , LX ] = [LY ,
∑
fi.RXi ] = 0 +

∑
LY (fi).RXi by (3.4) and (4.12).

[Y,X] = [LY , LX ](e) =
∑
LY (fi)(e).RXi(e) = Ad′(Y )X = ad(Y )X. �

4.25. Corollary. From (4.20) and (4.23) we have

Ad ◦ expG = expGL(g) ◦ ad,

Ad(expGX)Y =
∞∑

k=0

1
k! (ad X)kY = ead XY

= Y + [X,Y ] + 1
2! [X, [X,Y ]] + 1

3! [X, [X, [X,Y ]]] + · · ·
so that also ad(X) = ∂|0Ad(exp(tX)).

4.26. The right logarithmic derivative. Let M be a manifold and
let f : M → G be a smooth mapping into a Lie group G with Lie alge-
bra g. We define the mapping δf : TM → g by the formula δf(ξx) :=

Tf(x)(µ
f(x)−1

).Txf.ξx. Then δf is a g-valued 1-form on M , δf ∈ Ω1(M, g),
as we will write later. We call δf the right logarithmic derivative of f , since

for f : R→ (R+, ·) we have δf(x).1 = f ′(x)
f(x) = (log ◦f)′(x).

Lemma. Let f, g :M → G be smooth. Then we have

δ(f.g)(x) = δf(x) + Ad(f(x)).δg(x).

Proof. We compute as follows:

δ(f.g)(x) = T (µg(x)
−1.f(x)−1

).Tx(f.g)

= T (µf(x)
−1
).T (µg(x)

−1
).T(f(x),g(x))µ.(Txf, Txg)

= T (µf(x)
−1
).T (µg(x)

−1
).
(
T (µg(x)).Txf + T (µf(x)).Txg

)

= δf(x) + Ad(f(x)).δg(x). �
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Remark. The left logarithmic derivative δleftf ∈ Ω1(M, g) of a smooth
mapping f : M → G is given by δleftf.ξx = Tf(x)(µf(x)−1).Txf.ξx. The
corresponding Leibniz rule for it is uglier than that for the right logarithmic
derivative:

δleft(fg)(x) = δleftg(x) + Ad(g(x)−1)δleftf(x).

The form δleft(IdG) ∈ Ω1(G, g) is also called the Maurer-Cartan form of the
Lie group G.

4.27. Lemma. For exp : g→ G and for g(z) :=
ez − 1

z
we have

δ(exp)(X) = T (µexp(−X)).TX exp =
∞∑

p=0

1
(p+1)! (ad X)p = g(ad X).

Proof. We put M(X) = δ(exp)(X) : g→ g. Then

(s+ t)M((s+ t)X) = (s+ t)δ(exp)((s+ t)X)

= δ(exp((s+ t) ))X by the chain rule

= δ(exp(s ). exp(t )).X

= δ(exp(s )).X +Ad(exp(sX)).δ(exp(t )).X by (4.26)

= s.δ(exp)(sX) + Ad(exp(sX)).t.δ(exp)(tX)

= s.M(sX) + Ad(exp(sX)).t.M(tX).

Next we put

N(t) : = t.M(tX) ∈ L(g, g);
N(s+ t) = N(s) + Ad(exp(sX)).N(t).

We fix t, apply d
ds |0, and get

N ′(t) = N ′(0) + ad(X).N(t),

N ′(0) =M(0) + 0 = δ(exp)(0) = Idg.

So we have the differential equation

N ′(t) = Idg + ad(X).N(t)

in L(g, g) with initial condition N(0) = 0. The unique solution is

N(s) =
∞∑

p=0

1
(p+1)! ad(X)p.sp+1, and so

δ(exp)(X) =M(X) = N(1) =
∞∑

p=0

1
(p+1)! ad(X)p. �
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4.28. Corollary. The tangent mapping TX exp is bijective if and only if
no eigenvalue of ad(X) : g→ g is of the form

√
−1 2kπ for k ∈ Z \ {0}.

Proof. The zeros of g(z) = ez−1
z are z = 2kπ

√
−1 for k ∈ Z \ {0}. The

linear mapping TX exp is bijective if and only if no eigenvalue of

g(ad(X)) = T (µexp(−X)).TX exp

is 0. But the eigenvalues of g(ad(X)) are the images under g of the eigen-
values of ad(X). �

4.29. Theorem. The Baker-Campbell-Hausdorff formula.
Let G be a Lie group with Lie algebra g. For complex z near 1 we consider

the function f(z) := log(z)
z−1 =

∑
n≥0

(−1)n

n+1 (z − 1)n.

Then for X, Y near 0 in g we have expX. expY = expC(X,Y ), where

C(X,Y ) = Y +

∫ 1

0
f(et. adX .eadY ).X dt

= X + Y +
∑

n≥1

(−1)n
n+ 1

∫ 1

0

( ∑

k,ℓ≥0
k+ℓ≥1

tk

k! ℓ!
(adX)k(adY )ℓ

)n
X dt

= X + Y +
∑

n≥1

(−1)n
n+ 1

∑

k1,...,kn≥0
ℓ1,...,ℓn≥0
ki+ℓi≥1

(adX)k1(adY )ℓ1 . . . (adX)kn(adY )ℓn

(k1 + · · ·+ kn + 1)k1! . . . kn!ℓ1! . . . ℓn!
X

= X + Y + 1
2 [X,Y ] + 1

12([X, [X,Y ]] + [Y, [Y,X]]) + · · · .

Proof. Let C(X,Y ) := exp−1(expX. expY ) for X, Y near 0 in g, and let
C(t) := C(tX, Y ). Then by (4.27) we have

T (µexp(−C(t))) ddt (expC(t)) = δ(exp ◦C)(t).1 = δ exp(C(t)).Ċ(t)

=
∑

k≥0
1

(k+1)!(ad C(t))
kĊ(t)

= g(ad C(t)).Ċ(t),

where g(z) := ez−1
z =

∑
k≥0

zk

(k+1)! . We have expC(t) = exp(tX) expY and

exp(−C(t)) = exp(C(t))−1 = exp(−Y ) exp(−tX);

therefore

T (µexp(−C(t))) ddt (expC(t)) = T (µexp(−Y ) exp(−tX)) ddt (exp(tX) expY )

= T (µexp(−tX))T (µexp(−Y ))T (µexpY ) ddt exp(tX)

= T (µexp(−tX)).RX(exp(tX)) = X by (4.18.4) and (4.11).

X = g(ad C(t)).Ċ(t).
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ead C(t) = Ad(exp C(t)) by (4.25)

= Ad(exp(tX) expY ) = Ad(exp(tX)).Ad(expY )

= ead(tX).ead Y = et. ad X .ead Y .

If X, Y , and t are small enough, we get ad C(t) = log(et. ad X .ead Y ), where

log(z) =
∑

n≥1
(−1)n+1

n (z − 1)n; thus we have

X = g(ad C(t)).Ċ(t) = g(log(et. ad X .ead Y )).Ċ(t).

For z near 1 we put f(z) := log(z)
z−1 =

∑
n≥0

(−1)n

n+1 (z − 1)n. This function

satisfies g(log(z)).f(z) = 1. So we have

X = g(log(et. ad X .ead Y )).Ċ(t) = f(et. ad X .ead Y )−1.Ċ(t),
{
Ċ(t) = f(et. ad X .ead Y ).X,

C(0) = Y.

Passing to the definite integral, we get the desired formula

C(X,Y ) = C(1) = C(0) +

∫ 1

0
Ċ(t) dt

= Y +

∫ 1

0
f(et. ad X .ead Y ).X dt

= X + Y +
∑

n≥1

(−1)n
n+ 1

∫ 1

0

( ∑

k,ℓ≥0
k+ℓ≥1

tk

k! ℓ!
(ad X)k(ad Y )ℓ

)n
X dt

= X + Y +
∑

n≥1

(−1)n
n+ 1

∑

k1,...,kn≥0
ℓ1,...,ℓn≥0
ki+ℓi≥1

(adX)k1(adY )ℓ1 . . . (adX)kn(adY )ℓn

(k1 + · · ·+ kn + 1)k1! . . . kn!ℓ1! . . . ℓn!
X

= X + Y + 1
2 [X,Y ] + 1

12([X, [X,Y ]] + [Y, [Y,X]]) + · · · . �

4.30. Remarks. (1) If G is a Lie group of differentiability class C2, then
we may define TG and the Lie bracket of vector fields. The proof above
then makes sense and the theorem shows that in the chart given by exp−1

the multiplication µ : G × G → G is Cω near e, hence everywhere. So in
this case G is a real analytic Lie group. See also remark (5.7) below.

(2) Let G be a Lie groups with Lie algebra g. Then Trotter’s formula holds:
For X,Y ∈ g we have, by (4.29),

(exp( 1nX) exp( 1n))
n = exp(n.C( 1nX,

1
nY ))

= exp(X + Y + 1
n .(bounded)) −−−−−→n→∞

exp(X + Y ).
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(3) Similarly, by (4.29),

(exp( 1nX) exp( 1nY ) exp(−1
n X) exp(−1

n Y ))n
2

= exp
(
n2C(C( 1nX,

1
nY ), C(−1

n X,
−1
n Y ))

)

= exp([X,Y ] + 1
n(bounded)) −−−−−→n→∞

exp([X,Y ]).

(4) Let P be a formal bracket expression of length k as in (3.16). OnG we use
[g, h] = ghg−1h−1 as commutator. We consider smooth curves gi : R → G

with gi(0) = e and g′i(0) = Xi ∈ g. Then ϕi(t, h) = h.gi(t) = µgi(t)(h) are
global curves of diffeomorphisms on G with ∂t|0ϕi(t, h) = LXi(h). Evaluat-
ing (3.16) at e, we then get

0 = ∂ℓ

∂tℓ
|0P (g1t , . . . , gkt ) for 1 ≤ ℓ < k,

P (X1, . . . , Xk) =
1
k!
∂k

∂tk
|0P (g1t , . . . , gkt ) ∈ X(M).

A special case of this is: For Xi ∈ g we have

0 = ∂ℓ

∂tℓ
|0P (exp(t.X1), . . . , exp(t.Xk)) for 1 ≤ ℓ < k,

P (X1, . . . , Xk) =
1
k!
∂k

∂tk
|0P (exp(t.X1), . . . , exp(t.Xk)) ∈ g.

4.31. Example. The group SO(3,R). From (4.5) and (4.16) we know that
the Lie algebra o(3,R) of SO(3,R) is the space Lskew(R

3,R3) of all linear
mappings which are skew-symmetric with respect to the inner product, with
the commutator as Lie bracket.

The group Sp(1) = S3 of unit quaternions has as Lie algebra T1S
3 = 1⊥,

the space of imaginary quaternions, with the commutator of the quaternion
multiplications as bracket. From (4.10) we see that this is [X,Y ] = 2X×Y .

Then we observe that the mapping

α : sp(1)→ o(3,R) = Lskew(R
3,R3), α(X)Y = 2X × Y,

is a linear isomorphism between two 3-dimensional vector spaces and is also
an isomorphism of Lie algebras because [α(X), α(Y )]Z = 4(X × (Y × Z)−
Y × (X × Z)) = 4(X × (Y × Z) + Y × (Z × X)) = −4(Z × (Y × X)) =
2(2X×Y )×Z = α([X,Y ])Z. Since S3 is simply connected, we may conclude
from (5.4) below that Sp(1) is the universal cover of SO(3).

We can also see this directly as follows: Consider the mapping τ : S3 ⊂ H→
SO(3,R) which is given by τ(P )X = PXP̄ , where X ∈ R3 × {0} ⊂ H is
an imaginary quaternion. It is clearly a homomorphism τ : S3 → GL(3,R),
and since |τ(P )X| = |PXP̄ | = |X| and S3 is connected, it has values in
SO(3,R). The tangent mapping of τ is computed as (T1τ.X)Y = XY 1 +
1Y (−X) = 2(X × Y ) = α(X)Y , so it is an isomorphism. Thus τ is a local
diffeomorphism, the image of τ is an open and compact (since S3 is compact)
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subgroup of SO(3,R), so τ is surjective since SO(3,R) is connected. The
kernel of τ is the set of all P ∈ S3 with PXP̄ = X for all X ∈ R3, i.e.,
the intersection of the center of H with S3, the set {1,−1}. So τ is a two
sheeted covering mapping.

So the universal cover of SO(3,R) is the group S3 = Sp(1) = SU(2) =
Spin(3). Here Spin(n) is just a name for the universal cover of SO(n), and
the isomorphism Sp(1) = SU(2) is just given by the fact that the quaternions
can also be described as the set of all complex matrices

(
a b
−b̄ ā

)
∼ a1 + bj.

The fundamental group π1(SO(3,R)) = Z2 = Z/2Z.

4.32. Example. The group SO(4,R). We consider the smooth homo-
morphism ρ : S3 × S3 → SO(4,R) given by ρ(P,Q)Z := PZQ̄ in terms
of multiplications of quaternions. The derived mapping is ρ′(X,Y )Z =
(T(1,1)ρ.(X,Y ))Z = XZ1 + 1Z(−Y ) = XZ − ZY , and its kernel consists
of all pairs of imaginary quaternions (X,Y ) with XZ = ZY for all Z ∈ H.
If we put Z = 1, we get X = Y ; then X is in the center of H which
intersects sp(1) at 0 only. So ρ′ is a Lie algebra isomorphism since the di-
mensions are equal, and ρ is a local diffeomorphism. Its image is open and
closed in SO(4,R), so ρ is surjective, a covering mapping. The kernel of ρ
is easily seen to be {(1, 1), (−1,−1)} ⊂ S3 × S3. So the universal cover of
SO(4,R) is S3×S3 = Sp(1)×Sp(1) = Spin(4), and the fundamental group
π1(SO(4,R)) = Z2 again.

Examples and Exercises

4.33. Let A ∈ L(Rn,Rn) be an (n× n)-matrix. Let C(A) be the matrix of
the signed algebraic complements of A, i.e.,

C(A)ij := det




A1
1 . . . A1

i−1 0 A1
i+1 . . . A1

n
...

...
...

...
...

Aj−1
1 . . . Aj−1

i−1 0 Aj−1
i+1 . . . Aj−1

n

0 . . . 0 1 0 . . . 0

Aj+1
1 . . . Aj+1

i−1 0 Aj+1
i+1 . . . Aj+1

n
...

...
...

...
...

An1 . . . Ani−1 0 Ani+1 . . . Ann




.

Prove that C(A)A = AC(A) = det(A) · In (Cramer’s rule)! This can be
done by remembering the expansion formula for the determinant while mul-
tiplying it out.
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Prove that d(det)(A)X = Trace(C(A)X)! There are two ways to do this.
The first one is to check that the standard inner product on L(Rn,Rn) is
given by 〈A,X〉 = Trace(A⊤X) and by computing the gradient of det at A.

The second way uses (14.19):

det(A+ tIn) = tn + tn−1 Trace(A) + tn−2cn2 (A) + · · ·+ t cnn−1(A) + det(A).

Assume that A is invertible. Then:

det(A+ tX) = tn det(t−1A+X) = tn det(A(A−1X + t−1In))

= tn det(A) det(A−1X + t−1In)

= tn det(A)(t−n + t1−nTrace(A−1X) + · · ·+ det(A−1X))

= det(A)(1 + tTrace(A−1X) +O(t2)),

d det(A)X = ∂|0 det(A+ tX) = ∂|0 det(A)(1 + tTrace(A−1X) +O(t2))

= det(A) Trace(A−1X) = Trace(det(A)A−1X)

= Trace(C(A)X).

Since invertible matrices are dense, the formula follows by continuity.
What about detC : LC(C

n,Cn)→ C?

4.34. For a matrix A ∈ L(Rn,Rn) let eA :=
∑

k≥0
1
k!A

k. Prove that eA

converges everywhere, that det(eA) = eTrace(A), and thus eA ∈ GL(n,R) for
all A ∈ L(Rn,Rn).

4.35. We can insert matrices into real analytic functions in one variable:

f(A) := f(0) · In +
∑

k≥0

f (k)(0)
k! Ak, if the norm |A| ≤ ρ,

where ρ is the radius of convergence of f at 0. Develop some theory about
that (pay attention to constants): (f · g)(A) = f(A) · g(A), (f ◦ g)(A) =
f(g(A)), df(A)X = f ′(A)X if [A,X] = 0. What about df(A)X in the
general case?

4.36. Quaternions. Let 〈 , 〉 denote the standard inner product on
oriented R4. Put 1 := (0, 0, 0, 1) ∈ R4 and R3 ∼= R3 × {0} = 1⊥ ⊂ R4. The
vector product on R3 is then given by 〈x × y, z〉 := det(x, y, z). We define
a multiplication on R4 by (X, s)(Y, t) := (X × Y + sY + tX, st − 〈X,Y 〉).
Prove that we get the skew-field of quaternions H, and derive all properties:
associativity, |p.q| = |p|.|q|, p.p̄ = |p|2.1, p−1 = |p|−2.p, p.q = q̄.p̄. How many
representations of the form x = x01 + x1i + x2j + x3k can we find? Show
that H is isomorphic to the algebra of all complex (2 × 2)-matrices of the
form (

u v
−v̄ ū

)
, u, v ∈ C.
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4.37. The exponential mapping for self-adjoint operators. Let V
be a Euclidean vector space with positive definite inner product ( | )
(or a Hermitian vector space over C). Let S(V ) be the vector space of all
symmetric (or self-adjoint) linear operators on V . Let S+(V ) be the open
subset of all positive definite symmetric operators A, so that (Av|v) > 0 for
v 6= 0. Then the exponential mapping exp : A 7→ eA =

∑∞
k=0

1
k!A

k maps
S(V ) into S+(V ).

Lemma. The exponential mapping exp : S(V ) → S+(V ) is a diffeomor-
phism.

Proof. We start with a complex Hermitian vector space V . Let C+ := {λ ∈
C : Re(λ) > 0}, and let log : C+ → C be given by log(λ) =

∫
[1,λ] z

−1 dz,

where [1, λ] denotes the line segment from 1 to λ.

Let B ∈ S+(V ). Then all eigenvalues of B are real and positive. We
chose a (positively oriented) circle γ ⊂ C+ such that all eigenvalues of B
are contained in the interior of γ. We consider λ 7→ log(λ)(λ IdV −B)−1

as a meromorphic function in C+ with values in the complex vector space
C⊗ S(V ), and we define

log(B) :=
1

2π
√
−1

∫

γ
log(λ)(λ IdV −B)−1 dλ, B ∈ S+(V ).

We shall see that this does not depend on the choice of γ. We may use the
same choice of the curve γ for all B in an open neighborhood in S+(V ); thus
log(B) is real analytic in B.

We claim that log = exp−1. If B ∈ S+(V ), then B has eigenvalues λi > 0
with eigenvectors vi forming an orthonormal basis of V , so that Bvi = λivi.
Thus (λ IdV −B)−1vi =

1
λ−λi vi for λ 6= λi, and

(logB)vi =
( 1

2π
√
−1

∫

γ

log λ

λ− λi
dλ
)
vi = log(λi)vi

by Cauchy’s integral formula. Thus log(B) does not depend on the choice

of γ and exp(log(B))vi = elog(λi)vi = λi vi = Bvi for all i. Thus exp ◦ log =
IdS+(V ). Similarly one sees that log ◦ exp = IdS(V ).

Now let V be a real Euclidean vector space. Let V C = C ⊗ V be the
complexified Hermitian vector space. If B : V → V is symmetric, then
j(B) := BC = IdC⊗B : V C → V C is self-adjoint. Thus we have an em-
bedding of real vector spaces j : S(V ) → S(V C). The eigenvalues of j(B)
are the same as the eigenvalues of B; thus j restricts to an embedding
j : S+(V )→ S+(V C). By definition the left hand diagram below commutes
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and thus also the right hand one:

S(V )
j //

exp

��

S(V C)

expC

��

S(V )
j //

d exp(B)

��

S(V C)

d expC(jB)
��

S+(V )
j // S+(V C), S(V )

j // S(V C).

Thus d exp(B) : S(V )→ S(V ) is injective for each B, thus a linear isomor-
phism, and by the inverse function theorem exp : S(V ) → S+(V ) is locally
a diffeomorphism and is injective by the diagram. It is also surjective: for
B ∈ S+(V ) we have Bvi = λivi for an orthonormal basis vi, where λi > 0.
Let A ∈ S(V ) be given by Avi = log(λi) vi; then exp(A) = B. �

4.38. Polar decomposition. Let (V, g) be a Euclidean real vector space
(positive definite). Then we have a real analytic diffeomorphism

GL(V ) ∼= S+(V, g)×O(V, g);

thus each A ∈ GL(V ) decomposes uniquely and real analytically as A = B.U
where B is g-symmetric and g-positive definite and U ∈ O(V, g).

Proof. The decomposition A = BU , if it exists, must satisfy AA⊤ =
BUU⊤B⊤ = B2. By (4.37) the exponential mapping X 7→ eX is a real
analytic diffeomorphism exp : S(V, g)→ S+(V, g) from the real vector space
of g-symmetric operators in V onto the submanifold of g-symmetric positive
definite operators in GL(V ), with inverse B 7→ log(B). The operator AA⊤

is g-symmetric and positive definite. Thus we may put B :=
√
AA⊤ =

exp(12 log(AA
⊤)) ∈ S+(V, g). Moreover, B commutes with AA⊤. Let U :=

B−1A. Then UU⊤ = B−1AA⊤(B−1)⊤ = IdV , so U ∈ O(V, g). �

5. Lie Groups II. Lie Subgroups and Homogeneous Spaces

5.1. Definition. Let G be a Lie group. A subgroup H of G is called a
Lie subgroup if H is itself a Lie group (so it is separable) and the inclusion
i : H → G is smooth.

In this case the inclusion is even an immersion. It suffices to check that
Tei is injective: If X ∈ h is in the kernel of Tei, then i ◦ expH(tX) =
expG(t.Tei.X) = e. Since i is injective, X = 0.

From the next result it follows that H ⊂ G is then an initial submanifold in
the sense of (2.13): If H0 is the connected component of H, then i(H0) is the
Lie subgroup of G generated by i′(h) ⊂ g, which is an initial submanifold,
and this is true for all components of H.
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5.2. Theorem. Let G be a Lie group with Lie algebra g. If h ⊂ g is a Lie
subalgebra, then there is a unique connected Lie subgroup H of G with Lie
algebra h. Moreover, H is an initial submanifold of G.

Proof. Put Ex := {Te(µx).X : X ∈ h} ⊂ TxG. Then E :=
⊔
x∈GEx is

a distribution of constant rank on G. It is spanned by the involutive set
{LX , X ∈ h} of vector fields. So by theorem (3.20) the distribution E is
integrable and the leaf H through e is an initial submanifold. It is even a
subgroup, since for x ∈ H the initial submanifold µxH is again a leaf (since
E is left invariant) and intersects H at x, so µx(H) = H. Thus H.H = H
and consequently H−1 = H. The multiplication µ : H ×H → G is smooth
by restriction and smooth as a mapping H ×H → H, since H is an initial
submanifold, by lemma (2.15). �

5.3. Theorem. Let g be a finite-dimensional real Lie algebra. Then there
exists a connected Lie group G whose Lie algebra is g.

Sketch of Proof. By the theorem of Ado (see [96] or [224, p. 237]) g has
a faithful (i.e., injective) representation on a finite-dimensional vector space
V , i.e., g can be viewed as a Lie subalgebra of gl(V ) = L(V, V ). By theorem
(5.2) above there is a Lie subgroup G of GL(V ) with g as its Lie algebra. �

This is a rather involved proof, since the theorem of Ado needs the structure
theory of Lie algebras for its proof. There are simpler proofs available,
starting from a neighborhood of e in G (a neighborhood of 0 in g with the
Baker-Campbell-Hausdorff formula (4.29) as multiplication) and extending
the Lie group structure.

5.4. Theorem. Let G and H be Lie groups with Lie algebras g and h,
respectively. Let f : g→ h be a homomorphism of Lie algebras. Then there
is a Lie group homomorphism ϕ, locally defined near e, from G to H, such
that ϕ′ = Teϕ = f . If G is simply connected, then there is a globally defined
homomorphism of Lie groups ϕ : G→ H with this property.

Proof. Let k := graph(f) ⊂ g×h. Then k is a Lie subalgebra of g×h, since
f is a homomorphism of Lie algebras. The product g×h is the Lie algebra of
G×H, so by theorem (5.2) there is a connected Lie subgroupK ⊂ G×H with
algebra k. We consider the homomorphism g := pr1 ◦ incl : K → G×H → G,
whose tangent mapping satisfies

Teg(X, f(X)) = T(e,e) pr1 .Te incl .(X, f(X)) = X;

so it is invertible. Thus g is a local diffeomorphism, so g : K → G0 is a
covering of the connected component G0 of e in G. If G is simply connected,
g is an isomorphism. Now we consider the homomorphism ψ := pr2 ◦ incl :
K → G×H → H, whose tangent mapping satisfies Teψ.(X, f(X)) = f(X).
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We see that ϕ := ψ ◦ (g ↾ U)−1 : G ⊃ U → H solves the problem, where
U is an e-neighborhood in K such that g ↾ U is a diffeomorphism. If G is
simply connected, ϕ = ψ ◦ g−1 is the global solution. �

5.5. Theorem. Let H be a closed subgroup of a Lie group G. Then H is
a Lie subgroup and a submanifold of G.

Proof. Let g be the Lie algebra of G. We consider the subset h := {c′(0) :
c ∈ C∞(R, G), c(R) ⊂ H, c(0) = e}.
Claim 1. h is a linear subspace.
If c′i(0) ∈ h and ti ∈ R, we define c(t) := c1(t1.t).c2(t2.t). Then we have
c′(0) = T(e,e)µ.(t1.c

′
1(0), t2.c

′
2(0)) = t1.c

′
1(0) + t2.c

′
2(0) ∈ h.

Claim 2. h = {X ∈ g : exp(tX) ∈ H for all t ∈ R}.
Clearly we have ‘⊇’. To check the other inclusion, let X = c′(0) ∈ h and
consider v(t) := (expG)−1c(t) for small t. Then we have X = c′(0) =
d
dt |0 exp(v(t)) = v′(0) = limn→∞ n.v( 1n). We put tn := 1

n and Xn := n.v( 1n),

so that exp(tn.Xn) = exp(v( 1n)) = c( 1n) ∈ H. By claim 3 below we then get
exp(tX) ∈ H for all t.

Claim 3. Let Xn → X in g, 0 < tn → 0 in R with exp(tnXn) ∈ H. Then
exp(tX) ∈ H for all t ∈ R.
Let t ∈ R and take mn ∈ ( ttn − 1, ttn ] ∩ Z for large n. Then tn.mn → t and
mn.tn.Xn → tX, and since H is closed, we may conclude that

exp(tX) = lim
n

exp(mn.tn.Xn) = lim
n

exp(tn.Xn)
mn ∈ H.

Claim 4. Let k be a complementary linear subspace for h in g. Then there
is an open 0-neighborhood W in k such that exp(W ) ∩H = {e}.
If not, there are 0 6= Yk ∈ k with Yk → 0 such that exp(Yk) ∈ H. Choose
a norm | | on g and let Xn = Yn/|Yn|. Passing to a subsequence, we may
assume that Xn → X in k; then |X| = 1. But exp(|Yn|.Xn) = exp(Yn) ∈ H
and 0 < |Yn| → 0, so by claim 3 we have exp(tX) ∈ H for all t ∈ R. By
claim 2 we get X ∈ h, a contradiction.

Claim 5. Put ϕ : h × k → G, ϕ(X,Y ) = expX. expY . Then there are
0-neighborhoods V in h, W in k, and an e-neighborhood U in G such that
ϕ : V ×W → U is a diffeomorphism and U ∩H = exp(V ).
Choose V , W , and U so small that ϕ becomes a diffeomorphism. By claim
4 the set W may be chosen so small that exp(W ) ∩ H = {e}. By claim
2 we have exp(V ) ⊆ H ∩ U . Let x ∈ H ∩ U . Since x ∈ U , we have
x = expX. expY for unique (X,Y ) ∈ V ×W . Then x and expX ∈ H, so
expY ∈ H ∩ exp(W ) = {e}; thus Y = 0. So x = expX ∈ exp(V ).

Claim 6. H is a submanifold and a Lie subgroup.
The pair (U, (ϕ ↾ V ×W )−1 =: u) is a submanifold chart for H centered at e
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by claim 5. For x ∈ H the pair (µx(U), u ◦ µx−1) is a submanifold chart for
H centered at x. So H is a closed submanifold of G, and the multiplication
is smooth since it is a restriction. �

5.6. Theorem. Let H be a subgroup of a Lie group G which is C∞-pathwise
connected (see (2.13)). Then H is a connected Lie group and an initial Lie
subgroup of G.

Proof. Let us call any smooth curve c : R→ G with c(0) = e and c(R) ⊆ H
an H-curve in G. As in the proof of (5.5) let h be the set of c′(0) for all
H-curves c in G. Claim 1 in the proof of (5.5) shows that h is a linear
subspace of g. ForH-curves ci inG we use (4.30.3) to see that [c′1(0), c

′
2(0)] =

1
2∂

2
t |0g1(t)g2(t)g1(t)−1g2(t)

−1 is again in h; so h is a Lie subalgebra of g.

Let H1 be the connected initial Lie subgroup of G corresponding to h which
is the leaf through e of the foliation given by the left invariant distribution
of constant rank generated by h; see (5.2). For any H-curve c in G we
have T (µc(t)−1).c′(t) = ∂s|0c(t)−1c(t + s) ∈ h. Thus c is tangent to this
distribution and thus lies in the leaf H1 through e. By assumption, any
point in H is connected to e with such a curve. Thus H ⊆ H1.

To prove that H1 ⊆ H, we choose a basis X1, . . . , Xk of h and H-curves
ci in G with c′i(0) = Xi. We consider the mapping f : Rk → H and H1

which is given by f(t1, . . . , tk) := c1(t1) . . . ck(tk). Since T0f is invertible
Rk → h, the mapping f is a local diffeomorphism near 0 onto an open e-
neighborhood in H1. This shows that an open e-neighborhood of H1 is in
H; thus H1 ⊂ H. �

5.7. Remarks. The following stronger results on subgroups and the rela-
tion between topological groups and Lie groups in general are available.

Any C0-pathwise connected subgroup of a Lie group is a connected Lie sub-
group, [231]. Theorem (5.6) is a weaker version of this, fitting the spirit of
(2.13). The proof of (5.6) works also for C1-pathwise connected subgroups,
without any changes.

Let G be a separable locally compact topological group. If it has an e-
neighborhood which does not contain a proper subgroup, then G is a Lie
group. This is the solution of the 5-th problem of Hilbert; see [163, p. 107].

Any subgroup H of a Lie group G has a coarsest Lie group structure, but
it might be nonseparable. To indicate a proof of this statement, consider
all continuous curves c : R → G with c(R) ⊂ H, and equip H with the
final topology with respect to them. Then apply the Yamabe theorem cited
above to the component of the identity. Or consider all smooth H-curves in
G (as in the proof of (5.6)) and put the final topology with respect to these
on H, and apply (5.6) to the connected component.
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5.8. Let g be a Lie algebra. An ideal k in g is a linear subspace k such that
[k, g] ⊂ k. Then the quotient space g/k carries a unique Lie algebra structure
such that g→ g/k is a Lie algebra homomorphism.

Lemma. A connected Lie subgroup H of a connected Lie group G is a
normal subgroup if and only if its Lie algebra h is an ideal in g.

Proof. H normal in G means xHx−1 = conjx(H) ⊂ H for all x ∈ G. By
remark (4.20) this is equivalent to Te(conjx)(h) ⊂ h, i.e., Ad(x)h ⊂ h, for all
x ∈ G. But this in turn is equivalent to ad(X)h ⊂ h for all X ∈ g, so to the
fact that h is an ideal in g. �

5.9. Let G be a connected Lie group. If A ⊂ G is an arbitrary subset,
the centralizer of A in G is the closed subgroup ZG(A) := {x ∈ G : xa =
ax for all a ∈ A}, which by (5.5) is a Lie subgroup.

The Lie algebra zg(A) of ZG(A) consists of all X ∈ g with a. exp(tX).a−1 =
exp(tX) for all a ∈ A, i.e., zg(A) = {X ∈ g : Ad(a)X = X for all a ∈ A}.
If A is itself a connected Lie subgroup of G with Lie algebra a, then zg(A) =
{X ∈ g : ad(Y )X = 0 for all Y ∈ a}. This set is also called the centralizer
of a in g. If A = G is connected, then ZG = ZG(G) is called the center of
G and zg(G) = zg = {X ∈ g : [X,Y ] = 0 for all Y ∈ g} is then the center of
the Lie algebra g.

5.10. The normalizer of a subset A of a connected Lie group G is the
subgroup

NG(A) = {x ∈ G : µx(A) = µx(A)} = {x ∈ G : conjx(A) = A}.
If A is closed, then NG(A) is also closed.

If A is a connected Lie subgroup of G, then NG(A) = {x ∈ G : Ad(x)a ⊂ a}.
Its Lie algebra

nG(A) = {X ∈ g : ad(X)a ⊂ a} = ng(a)

is then the normalizer or idealizer of a in g.

5.11. Homogeneous spaces. Let G be a Lie group and let H ⊂ G be a
closed subgroup. By theorem (5.5), H is a Lie subgroup of G. We denote
by G/H the space of all right cosets of G, i.e., G/H = {gH : g ∈ G}. Let
p : G→ G/H be the projection. We equip G/H with the quotient topology,
i.e., U ⊂ G/H is open if and only if p−1(U) is open in G. Since H is closed,
G/H is a Hausdorff space.

The quotient space G/H is called a homogeneous space of G. We have a left
action of G on G/H, which is induced by the left translation and is given
by µ̄g(g1H) = gg1H.
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Theorem. If H is a closed subgroup of G, then there exists a unique struc-
ture of a smooth manifold on G/H such that p : G→ G/H is a submersion.
Thus dimG/H = dimG− dimH.

Proof. Surjective submersions have the universal property (2.4); thus the
manifold structure on G/H is unique, if it exists. Let h be the Lie algebra
of the Lie subgroup H. We choose a complementary linear subspace k such
that g = h⊕ k.

Claim 1. We consider the mapping f : k × H → G, given by f(X,h) :=
expX.h. Then there is an open 0-neighborhoodW in k and an open e-neigh-
borhood U in G such that f :W ×H → U is a diffeomorphism.
By claim 5 in the proof of theorem (5.5) there are open 0-neighborhoods V in
h, W ′ in k, and an open e-neighborhood U ′ in G such that ϕ :W ′×V → U ′

is a diffeomorphism, where ϕ(X,Y ) = expX. expY , and such that U ′∩H =
expV . Now we choose W in W ′ ⊂ k so small that exp(W )−1. exp(W ) ⊂ U ′.
We will check that this W satisfies claim 1.

Claim 2. f ↾W ×H is injective.
The equality f(X1, h1) = f(X2, h2) means expX1.h1 = expX2.h2; thus
h2h

−1
1 = (expX2)

−1 expX1 ∈ exp(W )−1 exp(W )∩H ⊂ U ′ ∩H = expV . So

there is a unique Y ∈ V with h2h
−1
1 = expY . But then ϕ(X1, 0) = expX1 =

expX2.h2.h
−1
1 = expX2. expY = ϕ(X2, Y ). Since ϕ is injective, X1 = X2

and Y = 0, so h1 = h2.

Claim 3. f ↾W ×H is a local diffeomorphism.
The diagram

W × V Id×exp //

ϕ

��

W × (U ′ ∩H)

f
��

ϕ(W × V )
incl // U ′

commutes, and IdW×exp and ϕ are diffeomorphisms. So f ↾W×(U ′∩H) is
a diffeomorphism. Since f(X,h) = f(X, e).h, we conclude that f ↾ W ×H
is everywhere a local diffeomorphism. So finally claim 1 follows, where
U = f(W ×H).

Now we put g := p ◦ (exp ↾ W ) : k ⊃ W → G/H. Then the following
diagram commutes:

W ×H f //

pr1
��

U

p

��
W

g // G/H.

Claim 4. g is a homeomorphism onto p(U) =: Ū ⊂ G/H.
Clearly g is continuous, and g is open, since p is open. If g(X1) = g(X2),
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then expX1 = expX2.h for some h ∈ H, so f(X1, e) = f(X2, h). By claim
1 we get X1 = X2, so g is injective. Finally g(W ) = Ū , so claim 4 follows.

For a ∈ G we consider Ūa = µ̄a(Ū) = a.Ū and the mapping

ua := g−1 ◦ µ̄a−1 : Ūa →W ⊂ k.

Claim 5. (Ūa, ua = g−1 ◦ µ̄a−1 : Ūa →W )a∈G is a smooth atlas for G/H.
Let a, b ∈ G such that Ūa ∩ Ūb 6= ∅. Then

ua ◦ u−1
b = g−1 ◦ µ̄a−1 ◦ µ̄b ◦ g : ub(Ūa ∩ Ūb)→ ua(Ūa ∩ Ūb)

= g−1 ◦ µ̄a−1b ◦ p ◦ (exp ↾W )

= g−1 ◦ p ◦ µa−1b ◦ (exp ↾W )

= pr1 ◦f−1 ◦ µa−1b ◦ (exp ↾W ) is smooth. �

6. Transformation Groups and G-Manifolds

6.1. Group actions. A left action of a Lie group G on a manifold M is
a smooth mapping ℓ : G ×M → M such that ℓg ◦ ℓh = ℓgh and ℓe = IdM ,
where ℓg(z) = ℓ(g, z).

A right action of a Lie group G on a manifold M is a smooth mapping
r :M×G→M such that rg ◦rh = rhg and re = IdM , where rg(z) = r(z, g).

A G-space or a G-manifold is a manifold M together with a right or left
action of G on M .

We will describe the following notions only for a left action of G onM . They
make sense also for right actions.

The orbit through z ∈M is the set G.z = ℓ(G, z) ⊂M .

The action is called:

• Transitive if M is one orbit, i.e., for all z, w ∈ M there is some g ∈ G
with g.z = w.

• Free if g1.z = g2.z for some z ∈M implies already g1 = g2.

• Effective if ℓg = ℓh implies g = h, i.e., if ℓ : G → Diff(M) is injective
where Diff(M) denotes the group of all diffeomorphisms of M .

• Infinitesimally free if Te(ℓ
x) : g→ TxM is injective for each x ∈M .

• Infinitesimally transitive if Te(ℓ
x) : g → TxM is surjective for each

x ∈M .

• Linear if M is a vector space and the action defines a representation.

• Affine if M is an affine space, and every ℓg :M →M is an affine map.

• Orthogonal if (M,γ) is a Euclidean vector space and ℓg ∈ O(M,γ) for
all g ∈ G.
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• Isometric if (M,γ) is a Riemann manifold and ℓg is an isometry for all
g ∈ G; see section (22).

• Symplectic if (M,ω) is a symplectic manifold and ℓg is a symplecto-
morphism for all g ∈ G; see section (31).

• Principal fiber bundle action if it is free and if the projection onto the
orbit space π :M →M/G is a principal fiber bundle; see section (17).

More generally, a continuous transformation group of a topological space M
is a pair (G,M) where G is a topological group and where to each element
g ∈ G there is given a homeomorphism ℓg of M such that ℓ : G ×M → M
is continuous and ℓg ◦ ℓh = ℓgh. The continuity is an obvious geometrical
requirement, but in accordance with the general observation that group
properties often force more regularity than explicitly postulated (cf. (5.7)),
differentiability follows in many situations. So, if G is locally compact, M
is a smooth or real analytic manifold, all ℓg are smooth or real analytic
homeomorphisms and the action is effective, then G is a Lie group and ℓ is
smooth or real analytic, respectively; see [163, p. 212].

6.2. Let ℓ : G ×M → M be a left action. Then we have partial mappings
ℓa :M →M and ℓx : G→M , given by ℓa(x) = ℓx(a) = ℓ(a, x) = a.x, where
a ∈ G and x ∈M .

For any X ∈ g we define the fundamental vector field ζX = ζMX ∈ X(M) by

ζX(x) = Te(ℓ
x).X = T(e,x)ℓ.(X, 0x).

Lemma. In this situation the following assertions hold:

(1) ζ : g→ X(M) is a linear mapping.

(2) Tx(ℓa).ζX(x) = ζAd(a)X(a.x).

(3) RX × 0M ∈ X(G×M) is ℓ-related to ζX ∈ X(M).

(4) [ζX , ζY ] = −ζ[X,Y ].

Proof. (1) is clear.

(2) We have ℓaℓ
x(b) = abx = aba−1ax = ℓax conja(b), so

Tx(ℓa).ζX(x) = Tx(ℓa).Te(ℓ
x).X = Te(ℓa ◦ ℓx).X

= Te(ℓ
ax).Ad(a).X = ζAd(a)X(ax).

(3) We have ℓ ◦ (Id× ℓa) = ℓ ◦ (µa × Id) : G×M →M , so

ζX(ℓ(a, x)) = T(e,ax)ℓ.(X, 0ax) = Tℓ.(Id× T (ℓa)).(X, 0x)
= Tℓ.(T (µa)× Id).(X, 0x) = Tℓ.(RX × 0M )(a, x).
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(4) [RX × 0M , RY × 0M ] = [RX , RY ] × 0M = −R[X,Y ] × 0M is ℓ-related to
[ζX , ζY ] by (3) and by (3.10). On the other hand −R[X,Y ] × 0M is ℓ-related
to −ζ[X,Y ] by (3) again. Since ℓ is surjective, we get [ζX , ζY ] = −ζ[X,Y ]. �

6.3. Let r : M ×G → M be a right action, so ř : G → Diff(M) is a group
antihomomorphism. We will use the following notation: ra : M → M and
rx : G→M , given by rx(a) = ra(x) = r(x, a) = x.a.

For any X ∈ g we define the fundamental vector field ζX = ζMX ∈ X(M) by
ζX(x) = Te(rx).X = T(x,e)r.(0x, X).

Lemma. In this situation the following assertions hold:

(1) ζ : g→ X(M) is a linear mapping.

(2) Tx(r
a).ζX(x) = ζAd(a−1)X(x.a).

(3) 0M × LX ∈ X(M ×G) is r-related to ζX ∈ X(M).

(4) [ζX , ζY ] = ζ[X,Y ]. �

6.4. Theorem. Let ℓ : G ×M → M be a smooth left action. For x ∈ M
let Gx = {a ∈ G : ax = x} be the isotropy subgroup or fixpoint group of x in
G, a closed subgroup of G. Then ℓx : G → M factors over p : G → G/Gx
to an injective immersion ix : G/Gx → M , which is G-equivariant, i.e.,
ℓa ◦ ix = ix ◦ µ̄a for all a ∈ G. The image of ix is the orbit through x.

The fundamental vector fields span an integrable distribution on M in the
sense of (3.23). Its leaves are the connected components of the orbits, and
each orbit is an initial submanifold. Thus ix : G/Gx → M is an initial
immersion.

Proof. Clearly ℓx factors over p to an injective mapping ix : G/Gx →M ; by
the universal property of surjective submersions ix is smooth, and obviously
it is equivariant. Thus Tp(a)(i

x).Tp(e)(µ̄a) = Tp(e)(i
x ◦ µ̄a) = Tp(e)(ℓa ◦ ix) =

Tx(ℓa).Tp(e)(i
x) for all a ∈ G and it suffices to show that Tp(e)(i

x) is injective.

Let X ∈ g and consider its fundamental vector field ζX ∈ X(M). By (3.14)
and (6.2.3) we have

ℓ(exp(tX), x) = ℓ(FlRX×0M
t (e, x)) = FlζXt (ℓ(e, x)) = FlζXt (x).

So exp(tX) ∈ Gx, i.e., X ∈ gx, if and only if ζX(x) = 0x. In other words,
0x = ζX(x) = Te(ℓ

x).X = Tp(e)(i
x).Tep.X if and only if Tep.X = 0p(e). Thus

ix is an immersion.

Since the connected components of the orbits are integral manifolds, the
fundamental vector fields span an integrable distribution in the sense of
(3.23); but also the condition (3.28.2) is satisfied. So by theorem (3.25)
each orbit is an initial submanifold in the sense of (2.13). By uniqueness
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of the manifold structure on an initial submanifold, the mapping ix is an
initial immersion. �

6.5. Theorem ([186]). Let M be a smooth manifold and let ζ : g→ X(M)
be a homomorphism from a finite-dimensional Lie algebra g into the Lie
algebra of vector fields on M . Let G be a simply connected Lie group with
Lie algebra g.

Then there exists a local left action G ×M ⊃ U
l−−→ M , where U is an

open neighborhood of {e} × M in G × M whose fundamental vector field
mapping equals −ζ. Here U is an open neighborhood of {e} ×M in G×M
and l(g, l(h, x)) = l(gh, x) whenever both sides are defined.

Suppose moreover that each element ζX in the image of ζ is a complete
vector field. Then there exists a left action ℓ : G×M →M of the Lie group
G on the manifold M whose fundamental vector field mapping equals −ζ.
The domain U of the local action cannot be chosen maximal in general:
When trying to do so, one glues together open pieces of covering spaces of
subsets of G and gets sets spread over G but not contained in G. See [102]
for more information and examples.

Proof. On the product manifold G ×M we consider the vector subbun-
dle E = {(LX(g), ζX(x)) : (g, x) ∈ G × M,X ∈ g} ⊂ TG × TM where
LX ∈ X(G) is the left invariant vector field generated by X ∈ g. We have
dimEg,x = dim g. The subbundle E is integrable since [LX×ζX , LY ×ζY ] =
[LX , LY ] × [ζX , ζY ] = L[X,Y ] × ζ[X,Y ]. Thus by theorem (3.20) (or (3.28))
the bundle E induces a foliation on G×M . Let us denote the leaf through
(g, x) ∈ G×M by L(g, x). Note that by (4.18.3) for the flow we have

(1) FlLX×ζX
t (g, x) = (g. exp(tX),FlζXt (x)).

This flow line lies in the leaf L(g, x) since it is tangent to it.

Thus for ζX a complete vector field we have (µexpX × FlζX1 ) : L(g, x) →
L(g, x). In particular,

(2) L(g. exp(X),FlζX1 (x)) = L(g, x), L(g. exp(X), y) = L(g,FlζX−1(y)).

If ζX is not complete, then (2) holds only whenever both sides (of any
equation) are defined.

We have T (µg×IdM )(LX(h), ζX(x)) = (LX(gh), ζX(x)) for X ∈ g, g, h ∈ G,
and x ∈M . Thus (µg × IdM ) maps leaves to leaves:

(3) L(g, x) = {(gh, y) : (h, y) ∈ L(e, x)} = (µg × IdM )(L(e, x)).

We suppose now that each vector field ζX for X ∈ g is complete.
(4) Claim. Then for any leaf L ⊂ G×M , the restriction pr1 |L : L→ G is
a covering map.
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For (g, x) ∈ L we have T(g,x)(pr1)(LX(g), ζX(x)) = LX(g); thus pr1 |L is
locally a diffeomorphism. For any g1 ∈ G we can find a piecewise smooth
curve c in G connecting g with g1 consisting of pieces of the form t 7→
gi. exp(tXi). Starting from (g, x) ∈ L, we can fit together corresponding

pieces of the form Fl
LXi

×ζXi
t to obtain a curve c̃ in L with pr1 ◦c̃ = c which

connects (g, x) with (g1, x1) ∈ L for some x1 ∈ M . Thus pr1 : L → G is
surjective. Next we consider some absolutely convex ball B ⊂ g such that
exp : g ⊃ B → U ⊂ G is a diffeomorphism onto an open neighborhood U of
e in G. We consider the inverse image (pr1 |L)−1(g.U) ⊂ L and decompose
it into its connected components, (pr1 |L)−1(g.U) =

⊔
Vi ⊂ L. Choose xi

such that (g, xi) ∈ Vi. Any point in g.U is of the form g. exp(X) for a unique

X ∈ B, with unique inverse image FlLX×ζX
t (g, xi) ∈ Vi under pr1 |Vi. Since

{FlLX×ζX
t (g, xi) : X ∈ B} is open and closed in (pr1 |L)−1(g.U), it equals

Vi, which is diffeomorphic to g.U via pr1 |Vi, and the claim follows.

Since G is simply connected, we conclude that for each leaf L the mapping
pr1 |L : L → G is a diffeomorphism. We now define the action as follows:
For g ∈ G and x ∈M consider the leaf L(e, x) through (e, x) and put

(5) ℓ(g, x) = g.x = pr2((pr1 |L(e, x))−1(g−1)) ∈M.

Obviously, ℓ is smooth.

Let us now pass to the general case, where some ζX may be incomplete.
Then claim (4) is wrong in general. Consider the following diagram, where
Wx ⊂ G is the image of the leaf L(e, x) in G:

(6) Ũx
� � // L(e, x)

pr1

��

%%❏
❏❏

❏❏
❏❏

❏❏

pr2 // M

G×M
pr1
��

pr2

;;①①①①①①①①①

Ux

(pr1 |Ũx
)−1

OO✤
✤
✤
✤
✤
✤
✤
� � // Wx

� � open // G.

To describe Ux, we consider the vector field ζ ∈ X(g×M) given by ζ(X,x) =

(0X , ζX(x)) with flow Flζt (X,x) = (X,FlζXt (x)) defined as Flζ : D(ζ) → M
where the (maximal) domain of definition D(ζ) is an open neighborhood
of {0} × g × M in R × g × M by (3.7). Let U ′ = {(X,x) ∈ g × M :
[−1, 1]× {X} × {x} ⊂ D(ζ)}. Since [−1, 1] is compact, U ′ is open. Now we
consider an open ball B ⊂ g centered at 0 such that exp : B → exp(B) ⊂ G is

a diffeomorphism. Then we let U = (exp× IdM )(U ′∩(B×M))
open−−−−→ G×M

and we denote Ux := pr1(U ∩ (G× {x})) which is open in exp(B) inside G
and which is also simply connected, since (t,X, x) ∈ D(ζ) ⇐⇒ (1, 1tX,x) ∈
D(ζ). By construction, Ux ⊂ Wx, and there is a branch Ũx ⊂ L(e, x) of
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pr1 : L(e, x)→Wx over Ux such that pr1 |Ũx : Ũx → Ux is a diffeomorphism.
So all entries of diagram (6) have now been explained. We can define the
local action for (g, x) ∈ U by

(7) G×M open←−−−− U ℓ−−→M, ℓ(g, x) = g.x := pr2((pr1 |Ũx
)−1(g−1)).

Note that (7) is the local version of (5). Again ℓ is smooth.

It remains to show that ℓ is a global or local action. Both definitions say:
g.x = y ⇐⇒ (g−1, y) ∈ L(e, x) ⇐⇒ L(g−1, g.x) = L(g−1, y) = L(e, x) (for
(g, x) ∈ U in the noncomplete case). So L(e, h.z) = L(h, z) determines h.z
uniquely; compare with (3). Applying µg × IdM and (3), we get L(g, h.z) =
L(g.h, z) for all g, h ∈ G and z ∈ M . Thus ℓ : G ×M → M is a (local)
action, since L(e, g.(h.x)) = L(g, h.x) = L(g.h, z) = L(e, (g.h).z). From the
considerations in the proof of the claim (4) and from (1) and (7) it follows
that for X ∈ g we also have (for X small in the noncomplete case)

(8) ℓ(exp(X), x) = exp(X).x = FlζX−1(x) ∈M.

So the fundamental vector field mapping of ℓ is −ζ. �

6.6. Semidirect products of Lie groups. Let H and K be two Lie
groups and let ℓ : H × K → K be a smooth left action of H in K such
that each ℓh : K → K is a group automorphism. So the associated mapping
ℓ̌ : H → Aut(K) is a smooth homomorphism into the automorphism group
of K. Then we can introduce the following multiplication and inversion on
K ×H:

(1) (k, h)(k′, h′) := (kℓh(k
′), hh′), (k, h)−1 := (ℓh−1(k−1), h−1).

It is easy to see that this defines a Lie groupG = K⋊ℓH called the semidirect
product ofH andK with respect to ℓ. If the action ℓ is clear from the context,
we write G = K ⋊ H only. The second projection pr2 : K ⋊ H → H is a
surjective smooth homomorphism with kernel K × {e}, and the insertion
inse : H → K ⋊H, inse(h) = (e, h) is a smooth group homomorphism with
pr2 ◦ inse = IdH .

Conversely we consider an exact sequence of Lie groups and homomorphisms

(2) {e} → K
j−−→ G

p−−→ H → {e}.

So j is injective, p is surjective, and the kernel of p equals the image of
j. We suppose furthermore that the sequence splits, so that there is a
smooth homomorphism s : H → G with p ◦ s = IdH . Then the rule
ℓh(k) = s(h)ks(h−1) (where we suppress j) defines a left action of H on
K by automorphisms. It is easily seen that the mapping K ⋊ℓ H → G
given by (k, h) 7→ k.s(h) is an isomorphism of Lie groups with inverse g 7→
(g.sp(g)−1, sp(g)). Note that g 7→ g.sp(g)−1 is not a homomorphism of
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groups but only of H-modules G→ K. So we see that semidirect products
of Lie groups correspond exactly to splitting short exact sequences.

6.7. The tangent group of a Lie group. Let G be a Lie group with Lie
algebra g. We will use the notation from (4.1). First note that TG is also
a Lie group with multiplication Tµ and inversion Tν, given by (see (4.2))

T(a,b)µ.(ξa, ηb) = Ta(µ
b).ξa + Tb(µa).ηb and Taν.ξa = −Te(µa−1).Ta(µ

a−1
).ξa.

Lemma. Via the isomorphism given by the right trivialization g×G→ TG,
(X, g) 7→ Te(µ

g).X, the group structure on TG looks as follows:

(X, a).(Y, b) = (X +Ad(a)Y, a.b) and (X, a)−1 = (−Ad(a−1)X, a−1).

So TG is isomorphic to the semidirect product g⋊G.

Proof. We compute:

T(a,b)µ.(Tµ
a.X, Tµb.Y ) = Tµb.Tµa.X + Tµa.Tµ

b.Y

= Tµab.X + Tµb.Tµa.Tµa
−1
.Tµa.Y = Tµab(X +Ad(a)Y ),

Taν.Tµ
a.X = −Tµa−1

.Tµa−1 .Tµa.X = −Tµa−1
.Ad(a−1)X. �

Remark. In the left trivialization G × g → TG, (g,X) 7→ Te(µg).X, the
semidirect product structure looks awkward:
(a,X).(b, Y ) = (ab,Ad(b−1)X + Y ) and (a,X)−1 = (a−1,−Ad(a)X).

6.8. G-actions and their orbit spaces. If M is a left G-manifold, then
M/G, the space of all G-orbits endowed with the quotient topology, is called
the orbit space. We consider some examples:

The standard action of O(n) on Rn. It is orthogonal. The orbits are the
concentric spheres around the fixed point 0 and 0 itself. The orbit space is
Rn/O(n) ∼= [0,∞).

Every Lie group G acts on itself by conjugation conj : G×G→ G which is
defined by (g, h) 7→ conjg(h) := g.h.g−1 and which is a smooth left action of
G on itself.

The adjoint action Ad : G → GL(g) of a Lie group G on its Lie algebra g

from (4.24). In particular, the orthogonal group acts orthogonally on o(n),
the Lie algebra of all skew-symmetric n× n-matrices.

The O(n)-action on S(n) treated in (7.1). Similarly, SU(n) acts unitarily
on the Hermitian (n× n) matrices by conjugation.
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6.9. Isotropy groups. Let M be a G-manifold; then the closed subgroup
Gx = {g ∈ G : g.x = x} of G is called the isotropy subgroup of x.

The map ix : G/Gx −→ M defined by ix : g.Gx 7→ g.x ∈ M is a G-

equivariant initial immersion with image G.x, by (6.4):

G
ℓx //

p
����

M

G/Gx.

ix
;;①①①①①①①①①

6.10. Lemma. Let M be a G-manifold and x, y ∈M ; then

(1) Ggx = g.Gx.g
−1,

(2) If G.x ∩G.y 6= ∅, then G.x = G.y,

(3) Tx(G.x) = Te(ℓ
x).g.

Proof. (1) a ∈ Ggx means ag.x = g.x or g−1ag.x = x and again g−1ag ∈ Gx
which in turn is equivalent to a ∈ g Gxg−1.

(2) If z ∈ G.x ∩ G.y, then z = g1.x = g2.y for some g1, g2 ∈ G. So x =
g−1
1 .g2.y; therefore G.x = G.(g−1

1 .g2.y) = G.y.

(3) X ∈ Tx(G.x)⇔ X = ∂t|0c(t) for some smooth curve c(t) = g(t).x ∈ G.x
with g(0) = e. So we have X = ∂t|0ℓx(gt) ∈ Te(ℓx).g.

6.11. Conjugacy classes. The closed subgroups of G can be partitioned
into equivalence classes by writing

H ∼ H ′ if there exists g ∈ G for which H = gH ′g−1.

The equivalence class of H is denoted by (H).

Using lemma (6.10.1) we have as a first consequence: The conjugacy class
of an isotropy subgroup is invariant under the action of G : (Gx) = (Ggx).
Therefore we can assign to each orbit G.x the conjugacy class (Gx). We will
call (Gx) the isotropy type or the orbit type of the orbit through x.

If G is compact, we can define a partial ordering on the conjugacy classes
simply by transferring the usual partial ordering “⊆” on the subgroups to
the classes:

(H) ≤ (H ′) : ⇐⇒ ∃ K ∈ (H),K ′ ∈ (H ′) : K ⊆ K ′

⇐⇒ ∃ g ∈ G : H ⊆ gH ′g−1.

If G is not compact, this relation may not be reflexive. For compact G the
reflexivity of this relation is a consequence of the following:
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6.12. Lemma. Let G be a compact Lie group and H a closed subgroup of
G; then

gHg−1 ⊆ H =⇒ gHg−1 = H.

Proof. By iteration, gHg−1 ⊆ H implies gnHg−n ⊆ H for all n ∈ N. Now
let us study the set A := {gn : n ∈ Z≥0}. We will show that g−1 is contained
in its closure Ā.

Suppose that e is discrete in Ā. So there is an e-neighborhood U in G such

that U ∩ Ā = {e}. Then gnU ∩ {gk : k ≥ n} = {gn}, so by induction Ā is
discrete. Since G is compact, Ā = A is finite. Therefore gn = e for some
n > 0, and gn−1 = g−1 ∈ A.
Suppose now that e is an accumulation point of A. Then for any neighbor-
hood U of e there is a gn ∈ U where n > 0. This implies gn−1 ∈ g−1U ∩A.
Since the sets g−1U form a neighborhood basis of g−1, we see that g−1 is an
accumulation point of A as well. That is, g−1 ∈ Ā.
Since conj : G×G→ G is continuous and H is closed, we have conj(Ā,H) ⊆
H. In particular, g−1Hg ⊆ H which together with our premise implies that
gHg−1 = H. �

6.13. Principal orbits. Let M be a G-manifold. The orbit G.x is called
a principal orbit if there is an invariant open neighborhood U of x in M and
for all y ∈ U an equivariant map

f : G.x→ G.y.

Note that f is automatically surjective: Namely, let f(x) =: a.y. For an
arbitrary z = g.y ∈ G.y this gives us

z = g.y = ga−1a.y = ga−1f(x) = f(ga−1.x).

The existence of f in the above definition is equivalent to the condition:
Gx ⊆ aGya−1 for some a ∈ G:
If f exists, then for g ∈ Gx we have g.x = x and thus g.f(x) = f(g.x) = f(x).
For f(x) =: a.y we get ga.y = a.y; thus g ∈ Gay = aGya

−1 by (6.10.1).
To show the converse, we define f : G.x→ G.y explicitly by f(g.x) := ga.y.
We have to check: If g1.x = g2.x, i.e., g := g−1

2 g1 ∈ Gx, then g1a.y = g2a.y
or g ∈ Gay = aGya

−1. This is guaranteed by our assumption.

We call x ∈ M a regular point if G.x is a principal orbit. Otherwise, x is
called singular. The subset of all regular points in M is denoted by Mreg,
and Msing denotes the subset of all singular points.
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6.14. Slices. Let M be a G-manifold and x ∈M , then a subset S ⊆M is
called a slice at x if there is a G-invariant open neighborhood U of G.x and
a smooth equivariant retraction r : U → G.x such that S = r−1(x). Since r
is equivariant, it is a submersion onto G.x.

6.15. Proposition. IfM is a G-manifold and S = r−1(x) a slice at x ∈M ,
where r : U → G.x is the corresponding retraction, then:

(1) x ∈ S and Gx.S ⊆ S.
(2) If g.S ∩ S 6= ∅, then g ∈ Gx.
(3) G.S = {g.s : g ∈ G, s ∈ S} = U .

Proof. (1) We have x ∈ S since S = r−1(x) and r(x) = x. To show that
Gx.S ⊆ S, take an s ∈ S and g ∈ Gx. Then r(g.s) = g.r(s) = g.x = x, and
therefore g.s ∈ r−1(x) = S.

(2) If g.S ∩ S 6= ∅, then g.s ∈ S for some s ∈ S. So we get x = r(g.s) =
g.r(s) = g.x; thus g ∈ Gx.
(3) We have G.S = G.r−1(x) = r−1(G.x) = U . �

6.16. Corollary. If M is a G-manifold and S a slice at x ∈M , then:

(1) S is a Gx-manifold.

(2) Gs ⊆ Gx for all s ∈ S.
(3) If G.x is a principal orbit and Gx compact, then Gy = Gx for all y ∈ S

if the slice S at x is chosen small enough. In other words, all orbits
near G.x are principal as well.

(4) If two Gx-orbits Gx.s1, Gx.s2 in S have the same orbit type as Gx-orbits
in S, then G.s1 and G.s2 have the same orbit type as G-orbits in M .

(5) S/Gx ∼= G.S/G is an open neighborhood of G.x in the orbit spaceM/G.

Proof. (1) This is clear from (6.15.1).

(2) If g ∈ Gy then g.y = y ∈ S; thus g ∈ Gx by (6.15.2).

(3) By (2) we have Gy ⊆ Gx, so Gy is compact as well. Because G.x is
principal it follows that for y ∈ S close to x, Gx is conjugate to a subgroup
of Gy, Gy ⊆ Gx ⊆ g.Gyg

−1. Since Gy is compact, Gy ⊆ g.Gyg
−1 implies

Gy = g.Gyg
−1 by (6.12). Therefore Gy = Gx, and G.y is also a principal

orbit.

(4) For any s ∈ S we have (Gx)s = Gs, since (Gx)s ⊆ Gs. Conversely,
by (2), Gs ⊆ Gx; therefore Gs ⊆ (Gx)s. So (Gx)s1 = g(Gx)s2g

−1 implies
Gs1 = gGs2g

−1 and the G-orbits have the same orbit type.
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(5) The isomorphism S/Gx ∼= G.S/G is given by the map Gx.s 7→ G.s which
is an injection by (6.15.2). Since G.S = U is an open G-invariant neighbor-
hood of G.x in M by (6.15.3), we have G.S/G is an open neighborhood of
G.x in M/G. �

6.17. Remark. The converse to (6.16.4) is generally false. If the two G-
orbits G.s1, G.s2 are of the same type, then the isotropy groups Gs1 and
Gs2 are conjugate in G. They need not be conjugate in Gx. For example,
consider the following semidirect product, the compact Lie group G := (S1×
S1)⋊Z2 with multiplication defined as follows. Let ϕ1, ϕ2, ψ1, ψ2 ∈ S1 and
α, β ∈ Z2. Take on S1 × S1 the usual multiplication by components, and as
Z2-action:

Z2 ∋ 0̄ 7→ i0 := IdS1×S1 , 1̄ 7→ (i1 : (ϕ1, ϕ2) 7→ (ϕ2, ϕ1)).

Then we consider the semidirect product structure:

(ϕ1, ϕ2, α).(ψ1, ψ2, β) :=
(
(ϕ1, ϕ2).iα(ψ1, ψ2), α+ β

)
.

Now we let G act onM := V ⊔W where V =W = C×C. For any element in
M we will indicate its connected component by the index (x, y)V or (x, y)W .
The action shall be the following:

(ϕ1, ϕ2, 0̄).(x, y)V := (ϕ1.x, ϕ2.y)V ,

(ϕ1, ϕ2, 1̄).(x, y)V := (ϕ1.y, ϕ2.x)W .

The action on W is simply given by interchanging the V ’s and W ’s in the
above formulae. This defines an action. Denote by H the abelian subgroup
S1 × S1 × {0̄}. Then H is the isotropy subgroup of (0, 0)V , and V is a slice
at (0, 0)V . Now consider s1 := (0, v1)V and s2 := (v2, 0)V , both not equal
to zero. Then let

H1 := Gs1 = S1 × {1} × {0̄},
H2 := Gs2 = {1} × S1 × {0̄}.

The subgroups H1 and H2 are conjugate in G by (1, 1, 1̄). Yet they are
clearly not conjugate in H since H is abelian. So H.s1 and H.s2 have
different orbit types in H while G.s1 and G.s2 are of the same G-orbit type.

6.18. Proposition. Let M be a G-manifold and S a slice at x; then there
is a G-equivariant diffeomorphism of the associated bundle G[S] onto G.S,

f : G[S] := G×Gx S → G.S

which maps the zero section G×Gx {x} onto G.x.
See (18.7) below for more information on associated bundles.
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Proof. Since ℓ(gh, h−1.s) = g.s = ℓ(g, s) for all h ∈ Gx, there is an f :
G[S]→ G.S such that the following diagram commutes:

G× S ℓ //

q
����

G.S

G×Gx S.

f
99tttttttttt

The map f is smooth because f ◦ q = ℓ is smooth and q is a submersion. It
is equivariant since ℓ and q are equivariant. Also, f maps the zero section
G ×Gx {x} onto G.x. The map f is bijective: If g1.s1 = g2.s2, then s1 =
g−1
1 g2.s2; thus h = g−1

1 g2 ∈ Gx by (6.15.2). But then g1 = g2h and s1 = h.s2.
This is equivalent to q(g1, s1) = q(g2, s2).

To see that f is a diffeomorphism, let us prove that the rank of f equals the
dimension of M . First of all, note that rank(ℓg) = dim(g.S) = dimS and
rank(ℓx) = dim(G.x). Since S = r−1(x) and r : G.S → G.x is a submersion,
it follows that dim(G.x) = codimS. Therefore,

rank(f) = rank(ℓ) = rank(ℓg) + rank(ℓx) = dimS + dim(G.x)

= dimS + codimS = dimM. �

6.19. Remark. The converse also holds. If f̄ : G ×Gx S → G.S is a
G-equivariant diffeomorphism, then for some ḡ ∈ G and s̄ ∈ S whe have
f̄ [ḡ, s̄] = x. So f [g, s] := f̄ [gḡ, s] defines a G-equivariant diffeomorphism
with the additional property that x = f [e, s̄]:

G×Gx S
f //

pr1
��

G.S

r

��
G/Gx

i // G.x.

If we define r := i ◦ pr1 ◦f−1 : G.S → G.x, then r is again a smooth G-
equivariant map, and it is a retraction onto G.x since

x
f−1

−−−−→ [e, s̄]
pr1−−−→ e.Gx

i−−→ e.x.

Furthermore, r−1(x) = S, making S a slice.

6.20. Proper actions. Recall that a continuous mapping between topolog-
ical spaces is called proper if compact subsets have compact inverse images.
A smooth action ℓ : G ×M → M is called proper if it satisfies one of the
following three equivalent conditions:

(1) (ℓ, pr2) : G×M →M ×M , (g, x) 7→ (g.x, x), is a proper mapping
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(2) gn.xn → y and xn → x in M , for some gn ∈ G and xn, x, y ∈ M ,
implies that these gn have a convergent subsequence in G.

(3) K and L compact in M implies that {g ∈ G : g.K ∩L 6= ∅} is compact
as well.

Proof. (1) ⇒ (2) This is a direct consequence of the definitions.

(2) ⇒ (3) Let gn be a sequence in {g ∈ G : g.K ∩ L 6= ∅} and xn ∈ K
such that gn.xn ∈ L. Since K is compact, we can choose a convergent
subsequence xnk

→ x ∈ K of xn. Since L is compact, we can do the same
for gnk

.xnk
there. Now (2) tells us that in such a case gn must have a

convergent subsequence; therefore {g ∈ G : g.K ∩ L 6= ∅} is compact.

(3) ⇒ (1) Let R be a compact subset of M ×M . Then L := pr1(R) and
K := pr2(R) are compact, and (ℓ, pr2)

−1(R) ⊆ {g ∈ G : g.K ∩ L 6= ∅} ×K.
By (3), {g ∈ G : g.K ∩ L 6= ∅} is compact. Therefore (ℓ, pr2)

−1(R) is
compact, and (ℓ, pr2) is proper. �

6.21. Remark. If G is compact, then every G-action is proper. If ℓ : G×
M →M is a proper action and G is not compact, then for any noncompact
H ⊆ G and x ∈ M the set H.x is noncompact in M . Furthermore, all
isotropy groups are compact (most easily seen from (6.20.3) by setting K =
L = {x}).

6.22. Lemma. A continuous, proper map f : X → Y between two topolog-
ical spaces is closed.

Proof (For metric spaces). Consider a closed subset A ⊆ X, and take a
point y in the closure of f(A). Let f(an) ∈ f(A) converge to y (an ∈ A).
Then the f(an) are contained in a compact subset K ⊆ Y . Therefore
an ⊆ f−1(K) ∩ A which is now, since f is proper, a compact subset of A.
Consequently, (an) has a convergent subsequence with limit a ∈ A, and
by continuity of f , it gives a convergent subsequence of f(an) with limit
f(a) ∈ f(A). Since f(an) converges to y, we have y = f(a) ∈ f(A). �

6.23. Proposition. The orbits of a proper action ℓ : G ×M → M are
closed submanifolds.

Proof. By the preceding lemma, (ℓ, pr2) is closed. Therefore (ℓ, pr2)(G, x) =
G.x× {x}, and with it G.x is closed.

G
ℓx //

p

""❋
❋❋

❋❋
❋❋

❋❋
G.x

G/Gx.

ix
;;✈✈✈✈✈✈✈✈✈
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As a maximal integral manifold of the involutive distribution of (in general)
nonconstant rank spanned by all fundamental vector fields, G.x is an initial
submanifold, and ix is an initial immersion by (6.4). Thus ix : G/Gx → G.x
is open. �

6.24 Examples of nonproper actions. The standard action of SL(2,R)
on R2 has two orbits, 0 and R2 \ 0 which is not closed. By (6.23) this action
is not proper.

The action of GL(n,R) on the space Lsym(R
n,Rn) of symmetric matrices

given by (g,A) 7→ g⊤.A.g is not proper, since the isotropy group of the
symmetric bilinear form with signature p, n − p is the group O(p, n − p,R)
which is not compact for 0 < p < n.

6.25. Lemma. Let (M,γ) be a Riemann manifold and ℓ : G ×M → M
an effective isometric action (i.e., g.x = x for all x ∈ M ⇒ g = e), such
that ℓ(G) ⊆ Isom(M,γ) is closed in the compact open topology. Then ℓ is
proper.

Proof. Assume without loss thatM is connected. Let gn ∈ G and xn, x, y ∈
M such that gn.xn → y and xn → x; then we have to show that gn has a
convergent subsequence which is the same as proving that {gn : n ∈ N} is
relatively compact, since ℓ(G) ⊆ Isom(M,γ) is closed.

Let us choose a compact neighborhood K of x in M . Put a metric on M
(e.g., the Riemann distance function). Note first Isom(M) ∋ ϕ 7→ ϕ|K ∈
C0(K,M) is an injective embedding, where we put the uniform metric on
C0(K,M). Then, since the gn act isometrically, we can find a compact
neighborhood L ⊆ M of y such that

⋃∞
n=1 gn.K is contained in L. So {gn}

is bounded in C0(K,M). Furthermore, the set of all gn is equicontinuous as
subset of Isom(M). Therefore, by the theorem of Ascoli-Arzela, {gn : n ∈ N}
is relatively compact in Isom(M). �

6.26. Theorem (Existence of slices, [187]. Let M be a G-space and let
x ∈ M be a point with compact isotropy group Gx. If for all open neigh-
borhoods W of Gx in G there is a neighborhood V of x in M such that
{g ∈ G : g.V ∩ V 6= ∅} ⊆W , then there exists a slice at x.

Proof. Let γ̃ be any Riemann metric on M . Since Gx is compact, we
can get a Gx-invariant Riemann metric on M by integrating over the Haar
measure for the action of Gx; see (14.4):

γ(X,Y ) :=

∫

Gx

(ℓ∗aγ̃)(X,Y )da =

∫

Gx

γ̃(TℓaX,TℓaY )da.
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We choose ε > 0 small enough for TxM ⊇ B 0x(ε)
expγx−−−−→ M to be a

diffeomorphism onto its image and we define:

S̃ := expγx

(
Tx(G.x)

⊥ ∩B 0x(ε)
)
⊆M.

Then S̃ is a submanifold of M and the first step towards obtaining a real
slice. Let us show that S̃ is Gx-invariant. Since Gx leaves γ unchanged and
Tx(G.x) is invariant under Txℓg (for g ∈ Gx), Txℓg is an isometry and leaves

Tx(G.x)
⊥ ∩B 0x(ε) invariant. Therefore:

Tx(G.x)
⊥ ∩B 0x(ε)

Txℓg //

expγx
��

Tx(G.x)
⊥ ∩B 0x(ε)

expγx
��

S̃
ℓg // S̃.

We have to shrink S̃ to an open subset S such that for g ∈ G with g.S∩S 6= ∅
we have g ∈ Gx. This property is necessary for a slice. At this point, we
shall need the condition that for every open neighborhood W of Gx in G,
there is a neighborhood V of x in M such that {g ∈ G : g.V ∩V 6= ∅} ⊆W .

First we must construct a W fitting our purposes. Choose an open neigh-
borhood U ⊆ G/Gx of e.Gx such that there is a smooth section χ : U → G

of π : G → G/Gx with χ(e.Gx) = e. Also, let U and possibly S̃ be small
enough to get an embedding

f : U × S̃ →M : (u, s) 7→ χ(u).s.

Our neighborhood of Gx will be W := π−1(U). Now by our assumption,
there is a neighborhood V of x in M such that {g ∈ G : g.V ∩ V 6= ∅} ⊆W .

Next we will prove that V can be chosen Gx-invariant. Suppose we can
choose an open neighborhood W̃ of Gx in G such that Gx.W̃ ⊆ W (we
will prove this below). Let V ′ be the neighborhood of x in M satisfying

{g ∈ G : g.V ′ ∩ V ′ 6= ∅} ⊆ W̃ . Now V := Gx.V
′ has the desired property,

since:

{g ∈ G : g.Gx.V
′ ∩Gx.V ′ 6= ∅} =

⋃

g1,g2∈Gx

{g ∈ G : g.g1.V
′ ∩ g2.V ′ 6= ∅}

=
⋃

g1,g2∈Gx

{g ∈ G : g−1
2 gg1.V

′ ∩ V ′ 6= ∅}

=
⋃

g1,g2∈Gx

g2{g ∈ G : g.V ′ ∩ V ′ 6= ∅}g−1
1

= Gx.{g ∈ G : g.V ′ ∩ V ′ 6= ∅}.Gx ⊆ Gx.W̃ .Gx ⊆W.Gx =W.



6. Transformation Groups and G-Manifolds 83

To complete the above argumentation, we have only to prove the
Claim. To any open neighborhood W of Gx in G there is an open neigh-
borhood W̃ of Gx such that Gx.W̃ ⊆W .
The proof of this claim relies on the compactness of Gx. For all (a, b) ∈ Gx×
Gx we choose neighborhoods Aa,b of a and Ba,b of b, such that Aa,b.Ba,b ⊆W .
This is possible by continuity, since Gx.Gx = Gx. {Ba,b : b ∈ Gx} is an open

cover of Gx. Then there is a finite subcover
⋃N
j=1Ba,bj := Ba ⊇ Gx. Since

Aa,bj .Ba,bj ⊆W , we must choose Aa :=
⋂N
j=1Aa,bj , to get Aa.Ba ⊆W . Now

since Aa is a neighborhood of a in Gx, the Aa cover Gx again. Consider a
finite subcovering A :=

⋃n
j=1Aaj ⊇ Gx, and as before define B :=

⋂n
j=1Baj ,

so that A.B ⊆ W . In particular, this gives us Gx.B ⊆ W , so W̃ := B is an
open neighborhood of Gx with the desired property.

So we have a Gx-invariant neighborhood V of x with {g ∈ G : gV ∩ V 6= ∅}
contained in W . Now we define S := S̃ ∩ V and hope for the best. The
S is an open subset of S̃, and it is again invariant under Gx. Let us check
whether we have the converse: {g ∈ G : g.S ∩ S 6= ∅} ⊆ Gx. If g.s1 = s2
for some s1, s2 ∈ S, then g ∈ W = π−1(U) by the above effort. Therefore
π(g) ∈ U . Choose h = g−1χ(π(g)) ∈ Gx. Then

f(π(g), h−1s1) = χ(π(g))h−1s1 = g.s1 = s2 = f(π(e), s2).

Since f is a diffeomorphism onto its image, we have shown that π(g) = π(e),
that is, g ∈ Gx.
Now, it is easy to see that F : G×Gx S → G.S : [g, s] 7→ g.s is well defined,
G-equivariant and smooth. We have the diagram

G× S ℓ //

q

%% %%▲▲
▲▲

▲▲
▲▲

▲▲
G.S

G×Gx S.

F

99tttttttttt

To finish the proof, we have to show that F is a diffeomorphism, according
to (6.19). Firstly, F is injective because:

F [g, s] = F [g′, s′]⇒ g.s = g′.s′ ⇒ g−1g′.s′ = s

⇒ g−1g′ ∈ Gx ⇒ [g, s] = [g, g−1g′.s′] = [g′, s′].

Next, we notice that ℓ(W,S) = W.S = f(U, S) is open in M since f :

U × S̃ → M is an embedding with an open image. Consequently, G.S =
ℓ(G,W.S) is open, since ℓ is open, and thus F is a diffeomorphism. �

6.27. Theorem ([187]). If M is a proper G-manifold, then for all x ∈M
the conditions of the previous theorem are satisfied, so each x has slices.
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Proof. We have already shown that each isotropy group Gx is compact
(6.21). Now for every neighborhood U of Gx in G, for every x ∈ M , it
remains to find a neighborhood V of x in M such that

{g ∈ G : g.V ∩ V 6= ∅} ⊆ U.

Claim. U contains an open neighborhood Ũ with Gx.Ũ = Ũ ; so we will be
able to assume Gx.U = U without loss of generality.

The claim in the proof of theorem (6.26) shows the existence of a neighbor-
hood B of Gx such that Gx.B ⊆ U , using only the compactness of Gx. So
Ũ := Gx.B =

⋃
g∈Gx

g.B is again an open neighborhood of Gx, and it has
the desired properties.

Now we can suppose U = Gx.U . Next, we have to construct an open
neighborhood V ⊆ M of x, such that {g ∈ G : g.V ∩ V 6= ∅} ⊆ U . This is
the same as saying (G \ U).V ∩ V should be empty. So we have to look for
V in the complement of (G \ U).x.

We see that M \ ((G \U).x) is open, or rather that (G \U).x is closed. This
is because (G \U).x×{x} = (ℓ, pr2)((G \U)×{x}) is the image of a closed
set under (ℓ, pr2) which is a closed mapping by lemma (6.22).

Now let us choose a compact neighborhood W of x inM \ ((G\U).x). Then
since G acts properly, it follows that {g ∈ G : g.W ∩W 6= ∅} is compact; in
particular K := {g ∈ G\U : g.W ∩W 6= ∅} is compact. But what we need is
for {g ∈ G \U : g.V ∩V 6= ∅} to be empty. An x-neighborhood V contained
in W fulfills this if K.V ⊆M \W . Let us find such a neighborhood.

Our choice of W guarantees K.x ⊆ M \W . But M \W is open; therefore
for each k ∈ K we can choose a neighborhood Qk of k in G and Vk of x in
W , such that Qk.Vk ⊆M \W . The neighborhoods Qk cover K, and we can
choose a finite subcovering

⋃m
j=1Qkj . Then V :=

⋂m
j=1 Vkj has the desired

property: K.V ⊆M \W . �

6.28. Lemma. Let M be a proper G-manifold, V a linear G-space and
f :M → V smooth with compact support. Then

f̃ : x 7→
∫

G
g−1f(g.x)dRg

is a G-equivariant C∞-map with f̃(x) = 0 for x /∈ G. supp f (where dR
stands for a right Haar measure on G).

Proof. Since G acts properly, {g ∈ G : g.x ∈ supp f} is compact. Therefore

the map g 7→ g−1f(g.x) has compact support, and f̃ is well defined. To see

that f̃ is smooth, let x0 be in M , and let U be a compact neighborhood
of x0. Then the set {g ∈ G : g.U ∩ supp f 6= ∅} is compact. Therefore,
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f̃ restricted to U is smooth; in particular f̃ is smooth in x0. Also, f̃ is
G-equivariant, since

f̃(h.x) =

∫

G
g−1f(gh.x)dRg =

∫

G
h(gh)−1f(gh.x)dRg

= h.

∫

G
g−1f(g.x)dRg = hf̃(x).

Furthermore, if x /∈ G. supp f , then f(g.x) = 0 for all g ∈ G; thus f̃(x) =
0. �

6.29. Corollary. If M is a proper G-manifold, then M/G is completely
regular.

Proof. Choose F ⊆ M/G closed and x̄0 = π(x0) /∈ F . Now let U be a
compact neighborhood of x0 in M fulfilling U ∩ π−1(F ) = ∅, and choose
f ∈ C∞(M, [0,∞)) with support in U such that f(x0) > 0. If we take the
trivial representation of G on R, then from lemma (6.28) it follows that

f̃(x) =

∫

G
f(g.x)dRg

defines a smooth G-invariant function. Here dRg denote the right Harr mea-
sure on G; see (14.4). Moreover, f̃(x0) > 0. Since supp(f̃) ⊆ G. supp(f) ⊆
G.U , we have supp(f̃) ∩ π−1(F ) = ∅. Since f̃ ∈ C∞(M, [0,∞))G is invari-
ant, f factors over π to a map f̄ ∈ C0(M/G, [0,∞)), with f̄(x̄0) > 0 and
f̄ |F = 0. �

6.30. Theorem. If M is a proper G-manifold, then there is a G-invariant
Riemann metric on M .

Proof. By (6.27) there is a slice Sx at x for all x ∈M . Let π :M →M/G
be the quotient map. Notice first that M/G is Hausdorff by (6.29).

For each x choose fx ∈ C∞(M, [0,∞)) with fx(x > 0) and supp(fx) ⊆ G.Sx
compact; then by (6.28)

f̄x(y) :=

∫

G
fx(g.y)dRg ∈ C∞(M, [0,∞))G

is G-invariant, positive on G.x, and has supp(f̄n) ⊆ G.Sn. Moreover,
π(supp f̄x) is a compact neighborhood of π(x), so M/G is locally compact.

The interiors of the supports of the smooth functions f̄x form an open cover
of M . Since M is a Lindelöf-space (1.6), there is a countable subcover with
corresponding functions f̄x1 , f̄x2 , . . . . We write f̄n := f̄xn and SN := Sxn .
Let

Wn = {x ∈M : f̄n(x) > 0 and f̄i(x) <
1
n for 1 ≤ i < n} ⊆ G.Sn,
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and denote by Wn the closure. Then {Wn} is a G-invariant open cover.
We claim that {Wn : n ∈ N} is locally finite: Let x ∈ M . Then there is
a smallest n such that x ∈ Wn. Let V := {y ∈ M : f̄n(y) >

1
2 f̄n(x)}. If

y ∈ V ∩W k, then we have f̄n(y) >
1
2 f̄n(x) and f̄i(y) ≤ 1

k for i < k, which is

possible for finitely many k only. Let h(t) = e−1/t for t > 0 and h(t) = 0 for
t ≤ 0. Consider the nonnegative smooth function

fn(x) := h(f̄n(x))h(
1
n − f1(x)) . . . h( 1n − fn−1(x))

for each n. Then obviously supp(fn) =Wn ⊆ G.Sn.
The action of the compact group Gxn on TM |Sn is fiber linear, so there is

a Gxn-invariant Riemann metric γ(n) on the vector bundle TM |Sxn
by inte-

gration over the compact group Gxn . To get a Riemann metric on TM |G.Sn

invariant under the whole group G, consider the following diagram:

G× TM |Sxn

T2ℓ //

q
����

TM |G.Sxn

��

G×Gxn
TM |Sxn

T̃2ℓ
66♥♥♥♥♥♥♥♥♥♥♥♥

��
G×Gxn

Sxn
∼= // G.Sxn .

The map T2ℓ : (g,Xs) 7→ Tsℓg.Xs factors over q to a map T̃2ℓ which is
injective, since if T2ℓ(g,Xs) = T2ℓ(g

′, Xs′), then on the one side ℓ(g.s) =
ℓ(g′.s′) so g−1g′.s′ = s and g−1g′ ∈ Gx. On the other side, Tsℓg.Xs =
Ts′ℓg′ .Xs′ . So

(g′, Xs′) = {g(g−1g′), Ts′ℓg′−1 Tsℓg.Xs};
thus q(g′, Xs′) = q(g,Xs).

The Riemann metric γ(n) induces a G-invariant vector bundle metric on
G× TM |Sn → G× Sn by

γn((g,Xs), (g, Ys)) := γ(n)(Xs, Ys).

It is also invariant under the right Gxn-action (g,Xs).h = (gh, T ℓh−1 .Xs)
and, therefore, induces a Riemann metric γ̃n on G×GxTM |Sn . This metric is

again G-invariant, since the actions of G and Gx commute. Now (T̃2ℓ)∗γ̃n =:
γ̄n is a G-invariant Riemann metric on TM |G.Sn , and γ :=

∑∞
n=1 fnγ̄n is a

G-invariant Riemann metric on M . �

6.31. Result ([187]). Let G be a matrix group, that is, a Lie group with
a faithful finite-dimensional representation, and let M be a proper G-space
with only a finite number of orbit types. Then there is a G-equivariant
embedding f :M → V into a linear G-space V.
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7. Polynomial and Smooth Invariant Theory

7.1. A motivating example. Let S(n) denote the space of symmetric
n× n matrices with entries in R and O(n) the orthogonal group. Consider
the action:

ℓ : O(n)× S(n)→ S(n), (A,B) 7→ ABA−1 = ABAT .

If Σ is the space of all real diagonal matrices and Sn is the symmetric group
on n letters, then we have the following:

Theorem.

(1) This is an orthogonal O(n)-action on S(n) for the inner product given
by 〈A,B〉 = Trace(ABT ) = Trace(AB).

(2) Σ meets every O(n)-orbit.

(3) If B ∈ Σ, then ℓ(O(n), B)∩Σ, the intersection of the O(n)-orbit through
B with Σ, equals the Sn-orbit through B, where Sn acts on B ∈ Σ by
permuting the eigenvalues.

(4) Σ intersects each orbit orthogonally with respect to the inner product
〈A,B〉 = Trace(ABT ) = Trace(AB) on S(n).

(5) R[S(n)]O(n), the space of all O(n)-invariant polynomials in S(n) is
isomorphic to R[Σ]Sn, the symmetric polynomials in Σ (by restriction).

(6) The space C∞(S(n))O(n) of O(n)-invariant C∞-functions is isomor-
phic to C∞(Σ)Sn , the space of all symmetric C∞-functions in Σ (again
by restriction), and these again are isomorphic to the C∞-functions in
the elementary symmetric polynomials.

(7) The space of all O(n)-invariant horizontal p-forms on S(n), the space
of all O(n)-invariant p-forms ω with the property iXω = 0 for all X ∈
TA(O(n).A), is isomorphic to the space of Sn-invariant p-forms on Σ:

Ωphor(S(n))
O(n) ∼= Ωp(Σ)Sn .

Proof. (1) Let A ∈ O(n) act on H1, H2 ∈ S(n); then

Trace(AH2A
−1(AH1A

−1)T ) = Trace(AH2A
−1(A−1)THT

1 A
T )

= Trace(AH2A
−1AHT

1 A
−1) = Trace(AH2H

T
1 A

−1) = Trace(H2H
T
1 ).

(2) Clear from linear algebra.

(3) The transformation of a symmetric matrix into normal form is unique
except for the order in which the eigenvalues appear.

(4) Take an A in Σ. For any X ∈ o(n), that is, for any skew-symmetric X,
let ζX denote the corresponding fundamental vector field on S(n). Then we
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have

ζX(A) =
d

dt

∣∣∣∣
t=0

expe(tX)A expe(tX
T )

= XAid+ idAXT = XA−AX.
Now the inner product with η ∈ TAΣ ∼= Σ computes to

〈ζX(A), η〉 = Trace(ζX(A)η) = Trace((XA−AX)η)

= Trace(XAη︸ ︷︷ ︸
=XηA

)− Trace(AXη) = Trace(XηA)− Trace(XηA) = 0.

(5) If p ∈ R[S(n)]O(n), then clearly p̃ := p|Σ ∈ R[Σ]Sn . To construct p from p̃,
we use the result from algebra that R[Rn]Sn is just the ring of all polynomials
in the elementary symmetric functions. So if we use the isomorphism

A :=




a1 0 . . . 0
0 a2 . . .
...

...
. . .

0 0 . . . an


 7→ (a1, a2, . . . , an) =: a

to replace Rn by Σ, we find that each symmetric polynomial p̃ on Σ is of
the form

p̃(A) = p̄(σ1(A), σ2(A), . . . , σn(A)).

It can be expressed as a polynomial p̄ in the elementary symmetric functions

σ1 = −x1 − x2 − · · · − xn,
σ2 = x1x2 + x1x3 + . . . ,

. . .

σk = (−1)k
∑

j1<···<jk
xj1 . . . xjk ,

. . .

σn = (−1)nX1 . . . xn.

Let us consider the characteristic polynomial of the diagonal matrix X with
eigenvalues x1, . . . , xn:

n∏

i=1

(t− xi) = tn + σ1.t
n−1 + · · ·+ σn−1.t+ σn

= det(t.Id−X)

=
n∑

i=0

(−1)n−iticn−i(X), where

ck(Y ) = Trace(
k∧
Y :

k∧
Rn →

k∧
Rn)
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is the k-th characteristic coefficient of a matrix Y ; see (14.9). So the σi
extend to O(n)-invariant polynomials ci on S(n). We can now extend p̃ to
a polynomial on S(n) by

p̃(H) := p̄(c1(H), c2(H), . . . , cn(H)) for all H ∈ S(n).
Therefore, p̃ is an O(n)-invariant polynomial on S(n) and is unique as such
due to (1).

(6) Again we have that f ∈ C∞(S(n))O(n) implies f̃ := f |Σ ∈ C∞(Σ)Sn .

Finding an inverse map f̃ 7→ f as above is possible due to the following
theorem by Gerald Schwarz; see (7.13) below:

Let G be a compact Lie group with a finite-dimensional representation G→
GL(V ) and let ρ1, ρ2, . . . , ρk be generators for the algebra R[V ]G of G-in-
variant polynomials on V . It is finitely generated as an algebra due to
Hilbert; see (7.2). Then, for any smooth function h ∈ C∞(V )G, there is
a function h̄ ∈ C∞(Rk) such that h(v) = h̄(ρ1(v), . . . , ρk(v)).

Now we can prove the assertion as in (5) above. Again we take the symmet-
ric polynomials σ1, . . . , σn as generators of R[Σ]Sn . By Schwarz’s theorem

(7.13), any f̃ ∈ C∞(Σ)Sn can be written as a smooth function in σ1, . . . , σn.
So we have an f̄ ∈ C∞(Rn) such that

f̃(A) = f̄(σ1(A), . . . σn(A)) for all A ∈ Σ.

If we extend the σi onto S(n) as in (4), we can define

f(H) := f̄(c1(H), c2(H), . . . , cn(H)) for H ∈ S(n).
Then f is again a smooth function and it is the unique O(n)-invariant ex-

tension of f̃ .

(7) Consider σ = (σ1, . . . , σn) : Σ → Rn and put J(x) := det(dσ(x)). For
each α ∈ Sn we have

J.dx1 ∧ · · · ∧ dxn = dσ1 ∧ · · · ∧ dσn
= α∗(dσ1 ∧ · · · ∧ dσn)
= (J ◦ α).α∗(dx1 ∧ · · · ∧ dxn)
= (J ◦ α). det(α).dx1 ∧ · · · ∧ dxn,

J ◦ α = det(α−1).J.(8)

From this we see firstly that J is a homogeneous polynomial of degree

0 + 1 + · · ·+ (n− 1) = n(n−1)
2 =

(
n

2

)
.

The mapping σ is a local diffeomorphism on the open set U = Σ \ J−1(0);
thus dσ1, . . . , dσn is a coframe on U , i.e., a basis of the cotangent bundle
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everywhere on U . Let (ij) be the transpositions in Sn, and let

H(ij) := {x ∈ Σ : xi − xj = 0}
be the reflection hyperplanes of the (ij). If x ∈ H(ij), then by (8) we
have J(x) = J((ij)x) = −J(x), so J(X) = 0. Thus J |H(ij) = 0, so the

polynomial J is divisible by the linear form xi − xj , for each i < j. By
comparing degrees, we see that

(9) J(x) = c.
∏

i<j

(xi − xj), where 0 6= c ∈ R.

By the same argument we see that:

(10) If g ∈ C∞(Σ) satisfies g ◦ α = det(α−1).g for all α ∈ Sn, then g = J.h
for h ∈ C∞(Σ)Sn .

(11) Claim. Let ω ∈ Ωp(Σ)Sn . Then we have

ω =
∑

j1<j2<···<jp
ωj1,...,jp dσj1 ∧ · · · ∧ dσjp

on Σ, for ωj1,...,jp ∈ C∞(Σ)Sn .

To prove claim (11) recall that dσ1, . . . , dσn is an Sn-invariant coframe on
the Sn-invariant open set U . Thus

ω|U =
∑

j1<j2<···<jp
gj1,...,jp︸ ︷︷ ︸
∈C∞(U)

dσj1 ∧ · · · ∧ dσjp

=
∑

j1<j2<···<jp

(
1
n!

∑

α∈Sn

α∗gj1,...,jp

)

︸ ︷︷ ︸
hj1,...,jp∈C∞(U)Sn

dσj1 ∧ · · · ∧ dσjp .(12)

Now choose I = {i1 < · · · < ip} ⊆ {1, . . . , n} and let Ī = {1, . . . , n} \ I =
{ip+1 < · · · < in}. Then we have for a sign ε = ±1

ω|U ∧ dσip+1 ∧ · · · ∧ dσin︸ ︷︷ ︸
dσĪ

= ε.hI .dσ1 ∧ · · · ∧ dσn

= ε.hI .J.dx
1 ∧ · · · ∧ dxn.

On the whole of Σ we have

ω ∧ dσĪ = ε.kI .dx
1 ∧ · · · ∧ dxn

for suitable kI ∈ C∞(Σ). By comparing the two expressions on U , we see
from (8) that kI ◦ α = det(α−1).kI since U is dense in Σ. So from (10) we
may conclude that kI = J.ωI for ωI ∈ C∞(Σ)Sn , but then hI = ωI |U and
ω =

∑
I ωI dσ

I as asserted in claim (11).
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Now we may finish the proof. By the theorem of G. Schwarz (7.13) there
exist fI ∈ C∞(Rn) with ωI = fI(σ1, . . . , σn). Recall now the characteristic
coefficients ci ∈ R[S(n)] from the proof of (5) which satisfy ci|Σ = σi. If we
put now

ω̃ :=
∑

i1<···<ip
fi1,...,ip(c1, . . . , cn) dci1 ∧ · · · ∧ dcip ∈ Ωphor(S(n))

O(n),

then the pullback of ω̃ to Σ equals ω. �

7.2. Theorem of Hilbert and Nagata. Let G be a Lie group with a
finite-dimensional representation G → GL(V ) and let one of the following
conditions be fulfilled:

(1) G is semisimple and has only a finite number of connected components.

(2) V and 〈G.f〉R are completely reducible for all f ∈ R[V ]; see (7.8).

Then R[V ]G is finitely generated as an algebra, or equivalently, there is
a finite set of polynomials ρ1, . . . , ρk ∈ R[V ]G, such that the map ρ :=
(ρ1, . . . , ρk) : V → Rk induces a surjection

R[Rk]
ρ∗ // // R[V ]G.

Remark. The first condition is stronger than the second since for a con-
nected, semisimple Lie group, or for one with a finite number of connected
components, every finite-dimensional representation is completely reducible.
To prove the theorem, we will only need to know complete reducibility for
the finite-dimensional representations V and 〈G.f〉R though as in (2).

7.3. Lemma. Let A =
⊕

i≥0Ai be a graded R-algebra with A0 = R.
If A+ :=

⊕
i>0Ai is finitely generated as an A-module, then A is finitely

generated as an R-algebra.

Proof. Let a1, . . . , an ∈ A+ be generators of A+ as an A-module. Since
they can be chosen homogeneous, we assume ai ∈ Adi for positive integers
di.
Claim. The ai generate A as an R-algebra: A = R[a1, . . . , an].

We will show by induction that Ai ⊆ R[a1, . . . , an] for all i. For i = 0 the
assertion is clearly true, since A0 = R. Now suppose Ai ⊆ R[a1, . . . , an] for
all i < N . Then we have to show that

AN ⊆ R[a1, . . . , an]

as well. Take any a ∈ AN . Then a can be expressed as

a =
∑

i,j

cijai, cij ∈ Aj .
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Since a is homogeneous of degree N , we can discard all cijai with total degree

j + di 6= N from the right hand side of the equation. If we set ciN−di =: ci,
we get

a =
∑

i

ciai,

In this equation all terms are homogeneous of degree N . In particular, any
occurring ai have degree di ≤ N . Consider first the ai of degree di = N . The
corresponding ci then automatically lie in A0 = R, so ciai ∈ R[a1, . . . , an].
To handle the remaining ai, we use the induction hypothesis. Since ai and c

i

are of degree < N , they are both contained in R[a1, . . . , an]. Therefore, c
iai

lies in R[a1, . . . , an] as well. So a =
∑
ciai ∈ R[a1, . . . , an], which completes

the proof. �

Remark. If we apply this lemma for A = R[V ]G, we see that to prove (7.2)
we only have to show that R[V ]G+, the algebra of all invariant polynomials

of strictly positive degree, is finitely generated as a module over [V ]G. The
first step in this direction will be to prove the weaker statement:

B := 〈R[V ]G+〉R[V ] = R[V ].R[V ]G+ is finitely generated as an ideal.

This is a consequence of a well known theorem by Hilbert:

7.4. Theorem (Hilbert’s ideal basis theorem). If A is a commutative
Noetherian ring, then the polynomial ring A[x] is Noetherian as well.

A ring is Noetherian if every strictly ascending sequence of left ideals I0 ⊂
I1 ⊂ I2 ⊂ . . . is finite, or equivalently, if every left ideal is finitely generated.
If we choose A = R, the theorem states that R[x] is again Noetherian. Now
consider A = R[x]; then R[x][y] = R[x, y] is Noetherian, and so on. By
induction, we see that R[V ] is Noetherian. Therefore, any left ideal in R[V ],
in particular B, is finitely generated.

Proof of (7.4). Take any ideal I ⊆ A[x] and denote by Ai the set of leading
coefficients of all i-th degree polynomials in I. Then Ai is an ideal in A, and
we have a sequence of ideals

A0 ⊆ A1 ⊆ A2 ⊆ · · · ⊆ A.
Since A is Noetherian, this sequence stabilizes after a certain index r, i.e.,
Ar = Ar+1 = · · · . Let {ai1, . . . , aini

} be a set of generators for Ai (i =
1, . . . , r), and let pij be a polynomial of degree i in I with leading coefficient
aij .
Claim. These polynomials generate I.

Let P = 〈pij〉A[x] ⊆ A[x] be the ideal generated by the pij . Then P clearly
contains all constants in I (A0 ⊆ I). Let us show by induction that it
contains all polynomials in I of degree d > 0 as well. Take any polynomial
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p of degree d. We distinguish between two cases.
(1) Suppose d ≤ r. Then we can find coefficients c1, . . . , cnd

∈ A such that

p̃ := p− c1pd1 − c2pd2 − . . .− cnd
pdnd

has degree < d.
(2) Suppose d > r. Then the leading coefficients of xd−rpr1, . . . , xd−rprnr ∈ I
generate Ad. So we can find coefficients c1, . . . , cnr ∈ A such that

p̃ := p− c1xd−rpr1 − c2xd−rpr2 − . . .− cnrx
d−rprnr

has degree < d.

In both cases we have p ∈ p̃+ P and deg p̃ < d. Therefore by the induction
hypothesis p̃, and with it p, lies in P. �

To prove theorem (7.2), it remains only to show the following:

7.5. Lemma. Let G be a Lie group acting on V such that the same condi-
tions as in Hilbert and Nagata’s theorem are satisfied. Then for f1, . . . , fk ∈
R[V ]G:

R[V ]G ∩ 〈f1, . . . , fk〉R[V ] = 〈f1, . . . , fk〉R[V ]G

where the brackets denote the generated ideal (module) in the specified space.

7.6. Remark. In our case, if we take fi = ρi ∈ R[V ]G+ to be the finite
system of generators of B as an ideal in R[V ], we get:

R[V ]G+ = R[V ]G ∩B = 〈ρ1, . . . , ρk〉R[V ]G .

That is, the ρi generate R[V ]G+ as an R[V ]G-module. With lemma (7.3),
Hilbert and Nagata’s theorem (7.2) follows immediately.

7.7. Remark. The inclusion (⊇) in lemma (7.5) is trivial. If G is compact,
then the opposite inclusion

R[V ]G ∩ 〈f1, . . . , fk〉R[V ] ⊆ 〈f1, . . . , fk〉R[V ]G

is easily seen as well. Take any f ∈ R[V ]G ∩ 〈f1, . . . , fk〉R[V ]. Then f can be
written as

f =
∑

pifi, pi ∈ R[V ].

Since G is compact, we can integrate both sides over G using the Haar
measure dg; see (14.4):

f(x) =

∫

G
f(g.x)dg =

∑

i

∫

G
pi(g.x)fi(g.x)dg =

∑

i

(

∫

G
pi(g.x)dg)

︸ ︷︷ ︸
=:p∗i (x)

fi(x).

The p∗i are G-invariant polynomials; therefore f is in 〈f1, . . . , fk〉R[V ]G .

To show the lemma in its general form, we will need to find a replacement
for the integral. This is done in the following central lemma.
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7.8. Lemma ([170]). Under the same conditions as theorem (7.2), for any
f ∈ R[V ] there exists an f∗ ∈ R[V ]G ∩ 〈G.f〉R such that

f − f∗ ∈ 〈Gf −Gf〉R.

Proof. Take f ∈ R[V ]. Clearly, f is contained in Mf := 〈G.f〉R, where
f∗ is supposed to lie as well. The vector space Mf is a finite-dimensional
subspace of R[V ] since it is contained in

Mf ⊆
⊕

i≤deg f

R[V ]i.

In addition we have that

〈G.f −G.f〉R =: Nf ⊆Mf

is an invariant subspace. So we can restrict all our considerations to the
finite-dimensional G-spaceMf which is completely reducible by our assump-
tion.

If f ∈ Nf , then we can set f∗ = 0 and we are done. Suppose f /∈ Nf . Then
the f∗ we are looking for must also lie in Mf \Nf . From the identity

g.f = f + (g.f − f)︸ ︷︷ ︸
∈Nf

for all g ∈ G

it follows that

Mf = Nf ⊕ R.f.

In particular, Nf has codimension 1 in Mf .

Since we require f∗ to be G-invariant, R.f∗ will be a 1-dimensional G-
invariant subspace of Mf which is not contained in Nf . As we just saw, Nf

has codimension 1 in Mf ; therefore R.f∗ will be a complementary subspace
to Nf .

If we now write Mf as the direct sum

Mf = Nf ⊕ P,
where P is the invariant subspace complementary to Nf guaranteed by the
complete irreducibility of Mf , then P is a good place to look for f∗.

Now P ∼=Mf/Nf as a G-module, so let us take a look at the action of G on
Mf/Nf . Every element of Mf/Nf has a representative in R.f , so we need
only consider elements of the form λf + Nf (λ ∈ R). For arbitrary g ∈ G
we have:

g.(λf +Nf ) = λg.f +Nf = λf + (λg.f − λf)︸ ︷︷ ︸
∈Nf

+Nf = λf +Nf .
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So G acts trivially on Mf/Nf and therefore on P . This is good news, since
now every f ′ ∈ P is G-invariant and we only have to project f onto P (along
Nf ) to get the desired f∗ ∈ R[V ]G ∩Mf . �

Proof of lemma (7.5). Recall that for arbitrary f1, . . . , fk we have to
show

R[V ]G ∩ 〈f1, . . . , fk〉R[V ] ⊆ 〈f1, . . . , fk〉R[V ]G .

We will do so by induction on k. For k = 0 the assertion is trivial.
Suppose the lemma is valid for k = r − 1. Consider f1, . . . , fr ∈ R[V ]G and
f ∈ R[V ]G ∩ 〈f1, . . . , fr〉R[V ]. Then

f =
r∑

i=1

pifi, pi ∈ R[V ].

By Nagata’s lemma (7.8), we can approximate pi up to 〈G.pi −G.pi〉R by a
p∗i ∈ R[V ]G. So for some finite subset F ⊂ G×G we have

pi = p∗i +
∑

s,t∈F
λis,t(s.pi − t.pi), λis,t ∈ R.

Therefore we have

f −
r∑

i=1

p∗i fi =
r∑

i=1

∑

s,t∈F
λis,t(s.pi − t.pi)fi ∈ R[V ]G.

It remains to show that the right hand side of this lies in 〈f1, . . . , fr〉R[V ]G .
Notice that by the G-invariance of f :

r∑

i=1

(spi − tpi)fi = s.
r∑

i=1

pifi − t.
r∑

i=1

pifi = s.f − t.f = 0

for all s, t ∈ G. Therefore
r−1∑

i=1

(s.pi − t.pi)fi = (t.pr − s.pr)fr.

Now we can use the induction hypothesis on

r∑

i=1

∑

s,t∈F
λis,t(s.pi − t.pi)fi

=

r−1∑

i=1

∑

s,t∈F
(λis,t − λrs,t)(s.pi − t.pi)fi ∈ R[V ]G ∩ 〈f1, . . . , fr−1〉R[V ]

to complete the proof. �
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7.9. Remark. With lemma (7.5), Hilbert and Nagata’s theorem is proved
as well. So in the setting of (7.2) we now have an exact sequence

0 −→ ρ∗ −→ R[Rk]
ρ∗−−−→ R[V ]G −→ 0

where ker ρ∗ = {R ∈ R[Rk] : R(ρ1, . . . , ρk) = 0} is just the finitely generated
ideal consisting of all relations between the ρi.

Since the action of G respects the grading of R[V ] =
⊕

kR[V ]k, it induces
an action on the space of all power series, R[[V ]] = Π∞

k=1R[V ]k, and we have
the following:

7.10. Theorem. Let G be a Lie group with a finite-dimensional representa-
tion G → GL(V ) satisfying the conditions of Hilbert and Nagata’s theorem
(7.2). Let ρ1, . . . , ρk ∈ R[V ]G be generators for the algebra R[V ]G which
exist by (7.2). Then the map

ρ := (ρ1, . . . , ρk) : V → Rk

induces a surjection

R[[Rk]]
ρ∗−−−→ R[[V ]]G

between the spaces of formal power series.

Proof. Write the formal power series f ∈ R[[V ]]G as the sum of its homo-
geneous parts:

f(x) = f0 + f1(x) + f2(x) + . . . .

Then to each fi(x) ∈ R[V ]Gi there is a gi(y) ∈ R[Rk] such that fi(x) =
gi(ρ1(x), . . . , ρk(x)). Before we can set

g(y) = g0 + g1(y) + g2(y) + . . .

to finish the proof, we have to check whether this expression is finite in each
degree. This is the case, since the lowest degree λi that can appear in gi
goes to infinity with i:

Write explicitly gi =
∑

|α|≤iAi,αy
α and take an Ai,α 6= 0. Then deg fi = i =

α1d1 + · · ·+ αkdk where di = deg ρi and

λi = inf{|α| : i =
∑

αjdj} → ∞ (i→∞). �

7.11. The orbit space of a representation. If G is a Lie group acting
smoothly on a manifoldM , then the orbit spaceM/G is not generally again
a smooth manifold. Yet, it still has a functional structure induced by the
smooth structure on M simply by calling a function f : M/G→ R smooth
if and only if f ◦π :M → R is smooth (where π :M →M/G is the quotient
map).



7. Polynomial and Smooth Invariant Theory 97

In the following, let G be a compact Lie group, ℓ : G→ L(V ) a representa-
tion on V = Rn. Let ρ1, . . . , ρk ∈ R[V ]G denote a finite system of generators
for the algebra R[V ]G, and let ρ denote the polynomial mapping:

ρ := (ρ1, . . . , ρk) : V → Rk.

Lemma. Let G be a compact Lie group. Then we have

(1) ρ is proper (6.20) so ρ−1(compact) is compact.

(2) ρ separates the orbits of G.

(3) There is a map ρ̄ : V/G→ Rk such that the diagram

V
ρ //

π
����

Rk

V/G

ρ̄

==

commutes and ρ̄ is a homeomorphism onto its image.

Proof. (1) Let r(x) = |x|2 = 〈x, x〉, for an invariant inner product on V .
Then r ∈ R[V ]G. By (7.2) there is a polynomial p ∈ R[Rk] such that r(x) =
p(ρ(x)). If (xn) ∈ V is an unbounded sequence, then r(xn) is unbounded.
Therefore p(ρ(xn)) is unbounded, and, since p is a polynomial, ρ(xn) is also
unbounded. For compact K ⊂ Rk then ρ−1(K) is closed and bounded, thus
compact. So ρ is proper.

(2) Choose two different orbits G.x 6= G.y (x, y ∈ V ) and consider the map:

f : G.x ∪G.y → R, f(v) :=

{
0 for v ∈ G.x,
1 for v ∈ G.y.

Both orbits are compact and f is continuous. Therefore, by the Weierstrass
approximation theorem, there is a polynomial p ∈ R[V ] such that

‖p− f‖G.x∪G.y = sup{|p(z)− f(z)| : z ∈ G.x ∪G.y} < 1
10 .

Now we can average p over the group using the Haar measure dg on G from
(14.4) to get a G-invariant function

q(v) :=

∫

G
p(g.v)dg.

Note that since the action of G is linear, q is again a polynomial. For
v ∈ G.x ∪G.y, we have

∣∣∣∣
∫

G
f(g.v)dg

︸ ︷︷ ︸
=f(v)

−
∫

G
p(g.v)dg.

∣∣∣∣ ≤
∫

G
|f(g.v)− p(g.v)| dg ≤ 1

10

∫

G
dg

︸ ︷︷ ︸
=1

.
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Recalling how f was defined, we get

|q(v)| ≤ 1
10 for v ∈ G.x,

|1− q(v)| ≤ 1
10 for v ∈ G.y.

Therefore q(G.x) 6= q(G.y), and since q can be expressed in the Hilbert
generators, we can conclude that ρ(G.x) 6= ρ(G.y).

(3) Clearly, ρ̄ is well defined and continuous for the quotient topology on
V/G. By (2) the mapping ρ̄ is injective, and by (1) it is proper, thus closed
by (6.22). So it is a homeomorphism onto its image. �

7.12. Remark. (1) If f : V → R is in C0(V )G, then f factors over π

to a continuous map f̃ : V/G → R. By (7.11.3) there is a continuous map

f̄ : ρ(V )→ R given by f̄ = f̃ ◦ ρ̄−1. It has the property f = f̄ ◦ρ. Since ρ(V )
is closed, f̄ extends to a continuous function f̄ ∈ C0(Rk) (Tietze-Urysohn).
So for continuous functions we have the assertion that

ρ∗ : C0(Rk)→ C0(V )G is surjective.

(2) The subset ρ(V ) ⊂ Rk is a real semialgebraic variety, i.e., it is described
by a finite number of polynomial equations and inequalities. In the complex
case, the image of an algebraic variety under a polynomial map is again
an algebraic variety, meaning it is described by polynomial equations only.
In the real case this is already disproved by the simple polynomial map:
x 7→ x2.

7.13. Result. C∞-Invariant Theorem. Let G be a compact Lie group, ℓ :
G→ O(V ) a finite-dimensional representation, and ρ1, ρ2, . . . , ρk generators
for the algebra R[V ]G of G-invariant polynomials on V (this space is finitely
generated as an algebra by (7.2)). If

ρ := (ρ1, . . . , ρk) : V → Rk,

then

ρ∗ : C∞(Rk)→ C∞(V )G

is surjective with a continuous linear section.

This theorem is due to Schwarz [204], who showed surjectivity. The arti-
cle [138] extended the result to split surjective (existence of a continuous
section). Later, [18] and [19] generalized this to ‘semiproper real analytic
mappings’ ρ. For the action of G = {±1} on R1 the result is due to [228].
If G = Sn acting on Rn by the standard representation, it was shown by
[75]. It is easy to see that ρ∗C∞(Rk) is dense in C∞(V )G in the compact
C∞-topology. Therefore, Schwarz’s theorem is equivalent to: ρ∗C∞(Rk) is
closed in C∞(V )G. Further results in this direction were obtained by Luna
who, among other things, generalized the theorem of Schwarz to reductive
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Lie groups losing only the property of the Hilbert generators separating the
orbits.

7.14. Result (Luna’s Theorem [126]). Consider a representation of a
reductive Lie group G on Km (where K = C,R), and let σ = (σ1, . . . , σn) :
Km → Kn, where σ1, . . . , σn generate the algebra K[Km]G. Then the follow-
ing assertions hold:

(1) If K = C, then σ∗ : O(Cn)→ O(Cm)G is surjective.

(2) If K = R, then σ∗ : Cω(Rn)→ Cω(Rm)G is surjective.

(3) If K = R, then also

σ∗ : C∞(Rn) −→ {f ∈ C∞(Rm)G : f constant on σ−1(y) ∀ y ∈ Rn}
is surjective.





CHAPTER III.

Differential Forms and

de Rham Cohomology

8. Vector Bundles

8.1. Vector bundles. Let p : E →M be a smooth mapping between man-
ifolds. By a vector bundle chart on (E, p,M) we mean a pair (U,ψ), where
U is an open subset in M and where ψ is a fiber respecting diffeomorphism
as in the following diagram:

E ↾ U := p−1(U)
ψ //

p

&&◆◆
◆◆◆

◆◆◆
◆◆◆

◆
U × V

pr1||①①
①①
①①
①①
①

U.

Here V is a fixed finite-dimensional vector space, called the standard fiber
or the typical fiber, real for the moment.

Two vector bundle charts (U1, ψ1) and (U2, ψ2) are said to be compatible if
ψ1 ◦ ψ−1

2 is a fiber linear isomorphism, i.e.,

(ψ1 ◦ ψ−1
2 )(x, v) = (x, ψ1,2(x)v)

for some smooth mapping ψ1,2 : U1,2 := U1 ∩ U2 → GL(V ). The mapping
ψ1,2 is then unique and smooth, and it is called the transition function
between the two vector bundle charts.

A vector bundle atlas (Uα, ψα)α∈A for (E, p,M) is a set of pairwise compat-
ible vector bundle charts (Uα, ψα) such that (Uα)α∈A is an open cover of

101
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M . Two vector bundle atlases are called equivalent if their union is again a
vector bundle atlas.

A vector bundle (E, p,M) consists of manifolds E (the total space), M (the
base), and a smooth mapping p : E → M (the projection) together with an
equivalence class of vector bundle atlases: So we must know at least one
vector bundle atlas. The projection p turns out to be a surjective submer-
sion.

8.2. Let us fix a vector bundle (E, p,M) for the moment. On each fiber
Ex := p−1(x) (for x ∈M) there is a unique structure of a real vector space,
induced from any vector bundle chart (Uα, ψα) with x ∈ Uα. So 0x ∈ Ex is
a special element and 0 :M → E, 0(x) = 0x, is a smooth mapping which is
called the zero section.

A section u of (E, p,M) is a smooth mapping u :M → E with p ◦u = IdM .
The support of the section u is the closure of the set {x ∈M : u(x) 6= 0x} in
M . The space of all smooth sections of the bundle (E, p,M) will be denoted
by either Γ(E) = Γ(E, p,M) = Γ(E →M). Clearly it is a vector space with
fiberwise addition and scalar multiplication.

If (Uα, ψα)α∈A is a vector bundle atlas for (E, p,M), then any smooth map-
ping fα : Uα → V (where V is the standard fiber) defines a local section
x 7→ ψ−1

α (x, fα(x)) on Uα. If (gα)α∈A is a partition of unity subordinated to
(Uα), then a global section can be formed by x 7→∑

α gα(x) ·ψ−1
α (x, fα(x)).

So a smooth vector bundle has ‘many’ smooth sections.

8.3. We will now give a formal description of the set of equivalence classes
of vector bundles with fixed base M and fixed standard fiber V .

Let us first fix an open cover (Uα)α∈A of M . If (E, p,M) is a vector bundle
which admits a vector bundle atlas (Uα, ψα) with the given open cover, then
we have ψα ◦ ψ−1

β (x, v) = (x, ψαβ(x)v) for transition functions ψαβ : Uαβ =

Uα ∩ Uβ → GL(V ), which are smooth. This family of transition functions
satisfies

(1)

{
ψαβ(x) · ψβγ(x) = ψαγ(x) for each x ∈ Uαβγ = Uα ∩ Uβ ∩ Uγ ,
ψαα(x) = e for all x ∈ Uα.

Condition (1) is called the cocycle condition and thus we call the family (ψαβ)
the cocycle of transition functions for the vector bundle atlas (Uα, ψα).

Let us suppose now that the same vector bundle (E, p,M) is described by
an equivalent vector bundle atlas (Uα, ϕα) with the same open cover (Uα).
Then the vector bundle charts (Uα, ψα) and (Uα, ϕα) are compatible for each
α, so

ϕα ◦ ψ−1
α (x, v) = (x, τα(x)v)
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for some smooth mapping τα : Uα → GL(V ). But then we have

(x, τα(x)ψαβ(x)v) = (ϕα ◦ ψ−1
α )(x, ψαβ(x)v)

= (ϕα ◦ ψ−1
α ◦ ψα ◦ ψ−1

β )(x, v) = (ϕα ◦ ψ−1
β )(x, v)

= (ϕα ◦ ϕ−1
β ◦ ϕβ ◦ ψ−1

β )(x, v) = (x, ϕαβ(x)τβ(x)v).

So we get

(2) τα(x)ψαβ(x) = ϕαβ(x)τβ(x) for all x ∈ Uαβ .
We say that the two cocycles (ψαβ) and (ϕαβ) of transition functions over
the cover (Uα) are cohomologous. The cohomology classes of cocycles (ψαβ)
over the open cover (Uα) (where we identify cohomologous ones) form a set
Ȟ1((Uα), GL(V )), the first Čech cohomology set of the open cover (Uα) with
values in the sheaf C∞( , GL(V )) =: GL(V ).

Now let (Wi)i∈I be an open cover of M that refines (Uα) with Wi ⊂ Uε(i),
where ε : I → A is some refinement mapping; then for any cocycle (ψαβ)
over (Uα) we define the cocycle ε∗(ψαβ) =: (ϕij) by the prescription ϕij :=
ψε(i),ε(j) ↾ Wij . The mapping ε∗ respects the cohomology relations and in-

duces therefore a mapping ε♯ : Ȟ1((Uα), GL(V ))→ Ȟ1((Wi), GL(V )). One
can show that the mapping ε∗ depends on the choice of the refinement map-
ping ε only up to cohomology (use τi = ψε(i),η(i) ↾Wi if ε and η are two refine-

ment mappings), so we may form the inductive limit lim−→ Ȟ1(U , GL(V )) =:

Ȟ1(M,GL(V )) over all open covers of M directed by refinement.

Theorem. There is a bijective correspondence between the (nonabelian if
dim(V ) > 1) cohomology space Ȟ1(M,GL(V )) and the set of isomorphism
classes of vector bundles over M with typical fiber V .

Proof. Let (ψαβ) be a cocycle of transition functions ψαβ : Uαβ → GL(V )
over some open cover (Uα) ofM . We consider the disjoint union

⊔
α∈A{α}×

Uα × V and the following relation on it: (α, x, v) ∼ (β, y, w) if and only if
x = y and ψβα(x)v = w.

By the cocycle property (1) of (ψαβ) this is an equivalence relation. The
space of all equivalence classes is denoted by E = V B(ψαβ) and it is
equipped with the quotient topology. We put p : E → M , p[(α, x, v)] = x,
and we define the vector bundle charts (Uα, ψα) by ψα[(α, x, v)] = (x, v),
ψα : p−1(Uα) =: E ↾ Uα → Uα × V . Then the mapping ψα ◦ ψ−1

β (x, v) =

ψα[(β, x, v)] = ψα[(α, x, ψαβ(x)v)] = (x, ψαβ(x)v) is smooth; so E becomes
a smooth manifold which is is Hausdorff: Let u 6= v in E; if p(u) 6= p(v), we
can separate them in M and take the inverse image under p; if p(u) = p(v),
we can separate them in one chart. So (E, p,M) is a vector bundle.

Now suppose that we have two cocycles, (ψαβ) over (Uα) and (ϕij) over (Vi).
Then there is a common refinement (Wγ) for the two covers (Uα) and (Vi).
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The construction described a moment ago gives isomorphic vector bundles if
we restrict the cocycle to a finer open cover. So we may assume that (ψαβ)
and (ϕαβ) are cocycles over the same open cover (Uα). If the two cocycles
are cohomologous, so τα · ψαβ = ϕαβ · τβ on Uαβ , then a fiber linear diffeo-
morphism τ : V B(ψαβ)→ V B(ϕαβ) is given by ϕατ [(α, x, v)] = (x, τα(x)v).
By relation (2) this is well defined, so the vector bundles V B(ψαβ) and
V B(ϕαβ) are isomorphic.

Most of the converse direction was already shown in the discussion before the
theorem, and the argument can be easily refined to show also that isomorphic
bundles give cohomologous cocycles. �

8.4. Remark. If GL(V ) is an abelian group (only if V is of real or com-
plex dimension 1), then Ȟ1(M,GL(V )) is a usual cohomology group with
coefficients in the sheaf GL(V ) and it can be computed with the methods
of algebraic topology. We will treat the two situations in a moment. If
GL(V ) is not abelian, then the situation is rather mysterious: There is no
clear definition for Ȟ2(M,GL(V )) for example. So Ȟ1(M,GL(V )) is more
a notation than a mathematical concept.

A coarser relation on vector bundles (stable isomorphism) leads to the con-
cept of topological K-theory, which can be handled much better, but is only
a quotient of the real situation.

Example: Real line bundles. As an example we want to determine here
the set of all real line bundles on a smooth manifoldM . Let us first consider
the following exact sequence of abelian Lie groups:

0→ (R,+)
exp−−−→ GL(1,R) = (R \ 0, ·) p−−→ Z2 → 0.→ 0

where Z2 := Z/2Z is the two element group. This gives rise to an exact
sequence of sheafs with values in abelian groups:

0→ C∞( ,R)
exp∗−−−−→ C∞( , GL(1,R))

p∗−−−→ Z2 → 0

where in the end we find the constant sheaf. This induces the following long
exact sequence in cohomology (the Bockstein sequence):

· · · → 0 = Ȟ1(M,C∞( ,R))
exp∗−−−−→ Ȟ1(M,C∞( , GL(1,R)))

p∗−−−→ H1(M,Z2)
δ−−→ Ȟ2(M,C∞( ,R)) = 0→ . . . .

Here the sheaf C∞( ,R) has 0 cohomology in dimensions ≥ 1 since this is a
fine sheaf, i.e., it admits partitions of unity; see for example [77]. Thus the
pullback p∗ : Ȟ1(M,C∞( , GL(1,R))) → H1(M,Z2) is an isomorphism,
and by theorem (8.3) a real line bundle E overM is uniquely determined by
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a certain cohomology class in H1(M,Z2), namely the first Stiefel-Whitney
class w1(E) of this line bundle.

Example: Complex line bundles. As another example we want to deter-
mine here the set of all smooth complex line bundles on a smooth manifold
M . Again we first consider the following exact sequence of abelian Lie
groups:

0→ Z
2π

√
−1−−−−−−→ (C,+)

exp−−−→ GL(1,C) = (C \ 0, ·)→ 0.

This gives rise to the following exact sequence of sheafs with values in abelian
groups:

0→ Z→ C∞( ,C)
exp∗−−−−→ C∞( , GL(1,C))→ 0

where in the beginning we find the constant sheaf. This induces the following
long exact sequence in cohomology (the Bockstein sequence):

· · · → 0 = Ȟ1(M,C∞( ,C))
exp∗−−−−→ Ȟ1(M,C∞( , GL(1,C)))

δ−−→ H2(M,Z)
2π

√
−1−−−−−−→ Ȟ2(M,C∞( ,C)) = 0→ . . . .

Again the sheaf C∞( ,R) has 0 cohomology in dimensions ≥ 1 since it
is a fine sheaf. Thus δ : Ȟ1(M,C∞( , GL(1,C))) → H2(M,Z) is an iso-
morphism, and by theorem (8.3) a complex smooth line bundle E over M
is uniquely determined by a certain cohomology class in H2(M,Z), namely
the first Chern class c1(E) of this line bundle.

8.5. Let (Uα, ψα) be a vector bundle atlas for a vector bundle (E, p,M).
Let (ej)

k
j=1 be a basis of the standard fiber V . We consider the section

sj(x) := ψ−1
α (x, ej) for x ∈ Uα. Then the sj : Uα → E are local sections of

E such that (sj(x))
k
j=1 is a basis of Ex for each x ∈ Uα: We say that

s = (s1, . . . , sk)

is a local frame field for E over Uα.

Now let conversely U ⊂ M be an open set and let sj : U → E be local
sections of E such that s = (s1, . . . , sk) is a local frame field of E over
U . Then s determines a unique vector bundle chart (U,ψ) of E such that
sj(x) = ψ−1(x, ej), in the following way. We define f : U × Rk → E ↾ U by

f(x, v1, . . . , vk) :=
∑k

j=1 v
jsj(x). Then f is smooth, invertible, and a fiber

linear isomorphism, so (U,ψ = f−1) is the vector bundle chart promised
above.
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8.6. Let (E, p,M) and (F, q,N) be vector bundles. A vector bundle homo-
morphism ϕ : E → F is a fiber respecting, fiber linear smooth mapping

E
ϕ //

p

��

F

q

��
M

ϕ
// N.

So we require that ϕx : Ex → Fϕ(x) is linear. We say that ϕ covers ϕ. If ϕ

is invertible, it is called a vector bundle isomorphism.

8.7. A vector subbundle (F, p,M) of a vector bundle (E, p,M) is a vector
bundle and a vector bundle homomorphism τ : F → E, which covers IdM ,
such that τx : Fx → Ex is a linear embedding for each x ∈M .

Lemma. Let ϕ : (E, p,M) → (E′, q,N) be a vector bundle homomorphism
such that rank(ϕx : Ex → E′

ϕ(x)) is locally constant in x ∈ M . Then kerϕ,

given by (kerϕ)x = ker(ϕx), is a vector subbundle of (E, p,M).

Proof. This is a local question, so we may assume that both bundles are
trivial: Let E =M ×Rp and let F = N ×Rq; then ϕ(x, v) = (ϕ(x), ϕ(x).v),
where ϕ : M → L(Rp,Rq). The matrix ϕ(x) has rank k, so by the elimi-
nation procedure we can find p − k linearly independent solutions vi(x) of
the equation ϕ(x).v = 0. The elimination procedure (with the same lines)
gives solutions vi(y) for y near x which are smooth in y, so near x we get a
local frame field v = (v1, . . . , vp−k) for kerϕ. By (8.5), kerϕ is then a vector
subbundle. �

8.8. Constructions with vector bundles. Let F be a covariant functor
from the category of finite-dimensional vector spaces and linear mappings
into itself, such that F : L(V,W ) → L(F(V ),F(W )) is smooth. Then F
will be called a smooth functor for shortness sake. Well known examples of

smooth functors are F(V ) =
∧k(V ) (the k-th exterior power), or F(V ) =⊗k V , and the like.

If (E, p,M) is a vector bundle, described by a vector bundle atlas with cocy-
cle of transition functions ϕαβ : Uαβ → GL(V ), where (Uα) is an open cover
ofM , then we may consider the smooth functions F(ϕαβ) : x 7→ F(ϕαβ(x)),
Uαβ → GL(F(V )). Since F is a covariant functor, F(ϕαβ) satisfies again the
cocycle condition (8.3.1), and cohomology of cocycles (8.3.2) is respected, so
there exists a unique vector bundle (F(E) := V B(F(ϕαβ)), p,M), the value
at the vector bundle (E, p,M) of the canonical extension of the functor F
to the category of vector bundles and their homomorphisms.

If F is a contravariant smooth functor like the duality functor F(V ) = V ∗,
then we have to consider the new cocycle F(ϕ−1

αβ) instead of F(ϕαβ).
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If F is a contra-covariant smooth bifunctor like L(V,W ), then the construc-
tion F(V B(ψαβ), V B(ϕαβ)) := V B(F(ψ−1

αβ , ϕαβ)) describes the induced

canonical vector bundle construction, and similarly in other constructions.

So for vector bundles (E, p,M) and (F, q,M) we have the following vec-

tor bundles with base M :
∧k E, E ⊕ F , E∗,

∧
E =

⊕
k≥0

∧k E, E ⊗ F ,
L(E,F ) ∼= E∗ ⊗ F , and so on.

8.9. Pullbacks of vector bundles. Let (E, p,M) be a vector bundle and
let f : N → M be smooth. Then the pullback vector bundle (f∗E, f∗p,N)
with the same typical fiber and a vector bundle homomorphism

f∗E
p∗f //

f∗p
��

E

p

��
N

f // M

is defined as follows. Let E be described by a cocycle (ψαβ) of transition
functions over an open cover (Uα) of M , E = V B(ψαβ). Then (ψαβ ◦ f)
is a cocycle of transition functions over the open cover (f−1(Uα)) of N
and the bundle is given by f∗E := V B(ψαβ ◦ f). As a manifold we have
f∗E = N ×(f,M,p) E in the sense of (2.17).

The vector bundle f∗E has the following universal property: For any vector
bundle (F, q, P ), vector bundle homomorphism ϕ : F → E and smooth g :
P → N such that f ◦ g = ϕ, there is a unique vector bundle homomorphism
ψ : F → f∗E with ψ = g and p∗f ◦ ψ = ϕ:

F

ψ !!❈
❈❈

❈❈
❈❈

❈

q

��

ϕ

��
f∗E

p∗f //

f∗p
��

E

p

��
P

g // N
f // M.

8.10. Theorem. Any vector bundle admits a finite vector bundle atlas.

Proof. Let (E, p,M) be the vector bundle in question, where dimM = m.
Let (Uα, ψα)α∈A be a vector bundle atlas. By topological dimension theory,
since M is separable, there exists a refinement of the open cover (Uα)α∈A
of the form (Vij)i=1,...,m+1;j∈N, such that Vij ∩ Vik = ∅ for j 6= k; see the
remarks at the end of (1.1). We define the set Wi :=

⊔
j∈N Vij (a disjoint

union) and ψi ↾ Vij = ψα(i,j), where α : {1, . . . ,m+1}×N→ A is a refining
map. Then (Wi, ψi)i=1,...,m+1 is a finite vector bundle atlas of E. �
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8.11. Theorem. For any vector bundle (E, p,M) there is a second vector
bundle (F, p,M) such that (E ⊕ F, p,M) is a trivial vector bundle, i.e.,
isomorphic to M × RN for some N ∈ N.

Proof. Let (Ui, ψi)
n
i=1 be a finite vector bundle atlas for (E, p,M). Let (gi)

be a smooth partition of unity subordinated to the open cover (Ui). Let
ℓi : R

k → (Rk)n = Rk× · · ·×Rk be the embedding on the i-th factor, where
Rk is the typical fiber of E. Let us define ψ : E →M × Rnk by

ψ(u) =

(
p(u),

n∑

i=1

gi(p(u)) (ℓi ◦ pr2 ◦ψi)(u)
)
;

then ψ is smooth, fiber linear, and an embedding on each fiber, so E is a
vector subbundle of M × Rnk via ψ. Now we define Fx = E⊥

x in {x} × Rnk

with respect to the standard inner product on Rnk. Then F →M is a vector
bundle and E ⊕ F ∼=M × Rnk. �

8.12. The tangent bundle of a vector bundle. Let (E, p,M) be a
vector bundle with fiber addition +E : E ×M E → E and fiber scalar
multiplication mE

t : E → E. Then (TE, πE , E), the tangent bundle of
the manifold E, is itself a vector bundle, with fiber addition denoted by
+TE and scalar multiplication denoted by mTE

t .

If (Uα, ψα : E ↾ Uα → Uα × V )α∈A is a vector bundle atlas for E, such that
(Uα, uα) is also a manifold atlas for M , then (E ↾ Uα, ψ

′
α)α∈A is an atlas for

the manifold E, where

ψ′
α := (uα × IdV ) ◦ ψα : E ↾ Uα → Uα × V → uα(Uα)× V ⊂ Rm × V.

Hence the family (T (E ↾ Uα), Tψ
′
α : T (E ↾ Uα) → T (uα(Uα) × V ) =

uα(Uα)×V ×Rm×V )α∈A is the atlas describing the canonical vector bundle
structure of (TE, πE , E). The transition functions are in turn:

(ψα ◦ ψ−1
β )(x, v) = (x, ψαβ(x)v) for x ∈ Uαβ ,

(uα ◦ u−1
β )(y) = uαβ(y) for y ∈ uβ(Uαβ),

(ψ′
α ◦ (ψ′

β)
−1)(y, v) = (uαβ(y), ψαβ(u

−1
β (y))v),

(Tψ′
α ◦ T (ψ′

β)
−1)(y, v; ξ, w) =

(
uαβ(y), ψαβ(u

−1
β (y))v; d(uαβ)(y)ξ,

(d(ψαβ ◦ u−1
β )(y)ξ)v + ψαβ(u

−1
β (y))w

)
.

So we see that for fixed (y, v) the transition functions are linear in (ξ, w) ∈
Rm × V . This describes the vector bundle structure of the tangent bundle
(TE, πE , E).

For fixed (y, ξ) the transition functions of TE are also linear in (v, w) ∈
V × V . This gives a vector bundle structure on (TE, Tp, TM). Its fiber
addition will be denoted by T (+E) : T (E ×M E) = TE ×TM TE → TE,
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since it is the tangent mapping of +E . Likewise its scalar multiplication will
be denoted by T (mE

t ). One may say that the second vector bundle structure
on TE, that one over TM , is the derivative of the original one on E.

The space {Ξ ∈ TE : Tp.Ξ = 0 in TM} = (Tp)−1(0) is denoted by V E and
is called the vertical bundle over E. The local form of a vertical vector Ξ is
Tψ′

α.Ξ = (y, v; 0, w), so the transition function looks like

(Tψ′
α ◦ T (ψ′

β)
−1)(y, v; 0, w) = (uαβ(y), ψαβ(u

−1
β (y))v; 0, ψαβ(u

−1
β (y))w).

They are linear in (v, w) ∈ V × V for fixed y, so V E is a vector bundle
over M . It coincides with 0∗M (TE, Tp, TM), the pullback of the bundle
TE → TM over the zero section. We have a canonical isomorphism vlE :
E×ME → V E, called the vertical lift, given by vlE(ux, vx) :=

d
dt |0(ux+tvx),

which is fiber linear over M . The local representation of the vertical lift is
(Tψ′

α ◦ vlE ◦(ψ′
α × ψ′

α)
−1)((y, u), (y, v)) = (y, u; 0, v).

If (and only if) ϕ : (E, p,M)→ (F, q,N) is a vector bundle homomorphism,
then we have vlF ◦(ϕ ×M ϕ) = Tϕ ◦ vlE : E ×M E → V F ⊂ TF . So vl is
a natural transformation between certain functors on the category of vector
bundles and their homomorphisms.

The mapping vprE := pr2 ◦ vl−1
E : V E → E is called the vertical projection.

Note also the relation pr1 ◦ vl−1
E = πE ↾ V E.

8.13. The second tangent bundle of a manifold. All of (8.12) is valid
for the second tangent bundle T 2M = TTM of a manifold, but here we have
one more natural structure at our disposal. The canonical flip or involution
κM : T 2M → T 2M is defined locally by

(T 2u ◦ κM ◦ T 2u−1)(x, ξ; η, ζ) = (x, η; ξ, ζ),

where (U, u) is a chart on M . Clearly this definition is invariant under
changes of charts.

The flip κM has the following properties:

(1) κN ◦ T 2f = T 2f ◦ κM for each f ∈ C∞(M,N).

(2) T (πM ) ◦ κM = πTM .

(3) πTM ◦ κM = T (πM ).

(4) κ−1
M = κM .

(5) κM is a linear isomorphism from the bundle (TTM, T (πM ), TM) to
the bundle (TTM, πTM , TM), so it interchanges the two vector bundle
structures on TTM .

(6) It is the unique smooth mapping TTM → TTM which satisfies the
equation ∂

∂t
∂
∂sc(t, s) = κM

∂
∂s

∂
∂tc(t, s) for each c : R

2 →M .
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All this follows from the local formula given above.

8.14. Lemma. For vector fields X, Y ∈ X(M) we have

[X,Y ] = vprTM ◦(TY ◦X − κM ◦ TX ◦ Y ),

TY ◦X − κM ◦ TX ◦ Y = vlTM (Y, [X,Y ]).

We will give global proofs of this result later on: the first one is (8.19).

Proof. We prove this locally, so we may assume that M is open in Rm,
X(x) = (x, X̄(x)), and Y (x) = (x, Ȳ (x)). Then by (3.4) we have

[X,Y ](x) = (x, dȲ (x).X̄(x)− dX̄(x).Ȳ (x)),

and thus:

(TY ◦X − κM ◦ TX ◦ Y )(x) = TY.(x, X̄(x))− κM ◦ TX.(x, Ȳ (x))

= (x, Ȳ (x); X̄(x), dȲ (x).X̄(x))− κM (x, X̄(x); Ȳ (x), dX̄(x).Ȳ (x))

= (x, Ȳ (x); 0, dȲ (x).X̄(x)− dX̄(x).Ȳ (x)),

vprTM ◦(TY ◦X − κM ◦ TX ◦ Y )(x) = (x, dȲ (x).X̄(x)−dX̄(x).Ȳ (x)). �

8.15. Natural vector bundles or vector bundle functors. Let Mfm
denote the category of all m-dimensional smooth manifolds and local dif-
feomorphisms (i.e., immersions) between them. A vector bundle functor
or natural vector bundle is a functor F which associates a vector bundle
(F (M), pM ,M) to each m-manifold M and a vector bundle homomorphism

F (M)
F (f)

//

pM
��

F (N)

pN
��

M
f // N

to each f : M → N in Mfm, which covers f and is fiberwise a linear
isomorphism. We also require that for smooth f : R×M → N the mapping
(t, x) 7→ F (ft)(x) is smooth R × F (M) → F (N). We will say that F
maps smoothly parametrized families to smoothly parametrized families.
See [108] for more information on naturality in differential geometry.

Examples. (1) TM , the tangent bundle. This is even a functor on the
categoryMf of all manifolds and all smooth mappings, not only local dif-
feomorphisms.

(2) T ∗M , the cotangent bundle, where by (8.8) the action on morphisms is
given by (T ∗f)x := ((Txf)

−1)∗ : T ∗
xM → T ∗

f(x)N . This functor is defined on

Mfm only.

(3)
∧k T ∗M ,

∧
T ∗M =

⊕
k≥0

∧k T ∗M .
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(4)
⊗k T ∗M ⊗⊗ℓ TM = T ∗M ⊗ · · · ⊗ T ∗M ⊗ TM ⊗ · · · ⊗ TM , where

the action on morphisms involves Tf−1 in the T ∗M -parts and Tf in the
TM -parts.

(5) F(TM), where F is any smooth functor on the category of finite-
dimensional vector spaces and linear mappings, as in (8.8).

(6) All examples discussed till now are of the following form: For a man-
ifold of dimension m, consider the linear frame bundle GL(Rm, TM) =
invJ1

0 (R
m,M) (see (18.11) and (21.6)) and a representation of the struc-

ture group ρ : GL(m,R) → GL(V ) on some vector space V . Then the
associated bundle GL(Rm, TM) ×GL(m,R) V is a natural bundle. This can
be generalized to frame bundles of higher order, which is described in (21.6).

8.16. Lie derivative. Let F be a vector bundle functor on Mfm as de-
scribed in (8.15). Let M be a manifold and let X ∈ X(M) be a vector field
on M . Then the flow FlXt , for fixed t, is a diffeomorphism defined on an
open subset of M , which we do not specify. The mapping

F (M)
F (FlXt )

//

pM
��

F (M)

pM
��

M
FlXt // M

is then a vector bundle isomorphism, defined over an open subset of M .

We consider a section s ∈ Γ(F (M)) of the vector bundle (F (M), pM ,M)
and we define for t ∈ R

(FlXt )
∗s := F (FlX−t) ◦ s ◦ FlXt ,

a local section of the bundle F (M). For each x ∈M the value ((FlXt )
∗s)(x) ∈

F (M)x is defined, if t is small enough (depending on x). So in the vector
space F (M)x the expression d

dt |0((FlXt )∗s)(x) makes sense and therefore the
section

LXs := d
dt |0(FlXt )∗s

is globally defined and is an element of Γ(F (M)). It is called the Lie deriv-
ative of s along X.

Lemma. In this situation we have

(1) (FlXt )
∗(FlXr )

∗s = (FlXt+r)
∗s, wherever defined.

(2) d
dt(Fl

X
t )

∗s = (FlXt )
∗LXs = LX(FlXt )∗s, so

[LX , (FlXt )∗] := LX ◦ (FlXt )∗ − (FlXt )
∗ ◦ LX = 0, whenever defined.

(3) (FlXt )
∗s = s for all relevant t if and only if LXs = 0.
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Proof. (1) is clear. (2) is seen by the following computations:

d
dt(Fl

X
t )

∗s = d
dr |0(FlXr )∗(FlXt )∗s = LX(FlXt )∗s,

d
dt((Fl

X
t )

∗s)(x) = d
dr |0((FlXt )∗(FlXr )∗s)(x)

= d
dr |0F (FlX−t)(F (FlX−r) ◦ s ◦ FlXr )(FlXt (x))

= F (FlX−t)
d
dr |0(F (FlX−r) ◦ s ◦ FlXr )(FlXt (x))

= ((FlXt )
∗LXs)(x),

since F (FlX−t) : F (M)FlXt (x) → F (M)x is linear.

(3) follows from (2). �

8.17. Let F1, F2 be two vector bundle functors onMfm. Then the (fiber-
wise) tensor product (F1 ⊗ F2)(M) := F1(M) ⊗ F2(M) is again a vec-
tor bundle functor and for si ∈ Γ(Fi(M)) there is a section s1 ⊗ s2 ∈
Γ((F1 ⊗ F2)(M)), given by the pointwise tensor product.

Lemma. In this situation, for X ∈ X(M) we have

LX(s1 ⊗ s2) = LXs1 ⊗ s2 + s1 ⊗ LXs2.
In particular, for f ∈ C∞(M) we have LX(fs) = df(X) s+ f LXs.

Proof. Using bilinearity of the tensor product, we have

LX(s1 ⊗ s2) = d
dt |0(FlXt )∗(s1 ⊗ s2)

= d
dt |0((FlXt )∗s1 ⊗ (FlXt )

∗s2)

= d
dt |0(FlXt )∗s1 ⊗ s2 + s1 ⊗ d

dt |0(FlXt )∗s2
= LXs1 ⊗ s2 + s1 ⊗ LXs2. �

8.18. Let ϕ : F1 → F2 be a linear natural transformation between vector
bundle functors onMfm. So for each M ∈ Mfm we have a vector bundle
homomorphism ϕM : F1(M) → F2(M) covering the identity on M , such
that F2(f) ◦ ϕM = ϕN ◦ F1(f) holds for any f :M → N inMfm.

Example. A tensor field of type
(
p
q

)
is a smooth section of the natu-

ral bundle
⊗q T ∗M ⊗⊗p TM . For such tensor fields, by (8.16) the Lie

derivative along any vector field is defined and by (8.17) it is a deriva-
tion with respect to the tensor product. For functions and vector fields
the Lie derivative was already defined in section (3). This natural bun-
dle admits many natural transformations: Any ‘contraction’ like the trace
T ∗M ⊗ TM = L(TM, TM) → M × R, but applied just to one specified
factor T ∗M and another one of type TM , is a natural transformation. Also,
any ‘permutation of the same kind of factors’ is a natural transformation.
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Lemma. In this situation, for s ∈ Γ(F1(M)) and X ∈ X(M) we have
LX(ϕM s) = ϕM (LXs),

Proof. Since ϕM is fiber linear and natural, we can compute as follows:

LX(ϕM s)(x) = d
dt |0((FlXt )∗(ϕM s))(x) = d

dt |0(F2(Fl
X
−t) ◦ ϕM ◦ s ◦ FlXt )(x)

= ϕM ◦ d
dt |0(F1(Fl

X
−t) ◦ s ◦ FlXt )(x) = (ϕM LXs)(x). �

Thus the Lie derivative on tensor fields commutes with any kind of ‘contrac-
tion’ or ‘permutation of the indices’.

8.19. Let F be a vector bundle functor on Mfm and let X ∈ X(M) be a
vector field. We consider the local vector bundle homomorphism F (FlXt ) on
F (M). Since F (FlXt ) ◦ F (FlXs ) = F (FlXt+s) and F (Fl

X
0 ) = IdF (M), we have

d
dtF (Fl

X
t ) =

d
ds |0F (FlXs )◦F (FlXt ) = XF ◦F (FlXt ), so we get F (FlXt ) = FlX

F

t ,

where XF = d
ds |0F (FlXs ) ∈ X(F (M)) is a vector field on F (M), which is

called the flow prolongation or the natural lift of X to F (M).

Lemma.

(1) XT = κM ◦ TX.

(2) [X,Y ]F = [XF , Y F ].

(3) XF : (F (M), pM ,M) → (TF (M), T (pM ), TM) is a vector bundle ho-
momorphism for the T (+)-structure.

(4) For s ∈ Γ(F (M)) and X ∈ X(M) we have
LXs = vprF (M) ◦(Ts ◦X −XF ◦ s).

(5) LXs is linear in X and s.

Proof. (1) is an easy computation. The mapping F (FlXt ) is fiber linear and
this implies (3).

(4) is seen as follows:

(LXs)(x) = d
dt |0(F (FlX−t) ◦ s ◦ FlXt )(x) in F (M)x

= vprF (M)(
d
dt |0(F (FlX−t) ◦ s ◦ FlXt )(x) in V F (M))

= vprF (M)(−XF ◦ s ◦ FlX0 (x) + T (F (FlX0 )) ◦ Ts ◦X(x))

= vprF (M)(Ts ◦X −XF ◦ s)(x).
(5) LXs is homogeneous of degree 1 in X by formula (4), and it is smooth
as a mapping X(M) → Γ(F (M)), so it is linear. See [64] or [113] for the
convenient calculus in infinite dimensions.

(2) Note first that F induces a smooth mapping between appropriate spaces
of local diffeomorphisms which are infinite-dimensional manifolds; see [113].
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By (3.16) we have

0 = ∂|0(FlY−t ◦FlX−t ◦FlYt ◦FlXt ),
[X,Y ] = 1

2
∂2

∂t2
|0(FlY−t ◦FlX−t ◦FlYt ◦FlXt )

= ∂|0 Fl[X,Y ]
t .

Applying F to these curves of local diffeomorphisms, we get

0 = ∂|0(FlY
F

−t ◦FlX
F

−t ◦FlY
F

t ◦FlXF

t ),

[XF , Y F ] = 1
2
∂2

∂t2
|0(FlY

F

−t ◦FlX
F

−t ◦FlY
F

t ◦FlXF

t )

= 1
2
∂2

∂t2
|0F (FlY−t ◦FlX−t ◦FlYt ◦FlXt )

= ∂|0F (Fl[X,Y ]
t ) = [X,Y ]F . �

8.20. Theorem. For any vector bundle functor F on Mfm and X,Y ∈
X(M) we have

[LX ,LY ] := LX ◦ LY − LY ◦ LX = L[X,Y ] : Γ(F (M))→ Γ(F (M)).

So L : X(M)→ EndΓ(F (M)) is a Lie algebra homomorphism.

Proof. We need some preparation.

XF ◦ vprF (M) =
d
dt |0F (FlXt ) ◦ vprF (M)(1)

= d
dt |0 vprF (M) ◦TF (FlXt ) ↾ V F (M)

= T (vprF (M)) ◦ d
dt |0TF (FlXt ) ↾ V F (M)

= T (vprF (M)) ◦ κF (M) ◦ T ( ddt |0F (FlXt )) ↾ V F (M)

= T (vprF (M)) ◦ κF (M) ◦ T (XF ) ↾ V F (M).

(2) Sublemma. For any vector bundle (E, p,M) we have

vprE ◦T (vprE) ◦ κE = vprE ◦T (vprE) = vprE ◦ vprTE : V TE ∩ TV E → E,

and this is linear for all three vector bundle structures on TTE.

The assertion of this sublemma is local over M , so one may assume that
(E, p,M) is trivial. Then one may carefully write out the action of the three
mappings on a typical element (x, v; 0, w; ; 0, 0; 0, w′) ∈ V TE∩TV E and get
the result.

Now we can start the actual proof.

L[X,Y ]s = vprF (M)(Ts ◦ [X,Y ]− [X,Y ]F ◦ s) by (8.19)

= vprF (M) ◦
(
Ts ◦ vprTM ◦(TY ◦X − κM ◦ TX ◦ Y )

− vprTF (M) ◦(TY F ◦XF − κF (M) ◦ TXF ◦ Y F ) ◦ s
)
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= vprF (M) ◦ vprTF (M) ◦
(
T 2s ◦ TY ◦X − κF (M) ◦ T 2s ◦ TX ◦ Y
− TY F ◦XF ◦ s− κF (M) ◦ TXF ◦ Y F ◦ s

)
,

LXLY s = LX(vprF (M) ◦(Ts ◦ Y − Y F ◦ s))
= vprF (M) ◦

(
T (vprF (M)) ◦ (T 2s ◦ TY T (−) T (Y F ) ◦ Ts) ◦X

−XF ◦ vprF (M) ◦(Ts ◦ Y − Y F ◦ s)
)

= vprF (M) ◦T (vprF (M)) ◦ (T 2s ◦ TY ◦X T (−) T (Y F ) ◦ Ts ◦X)

− vprF (M) ◦T (vprF (M)) ◦ κF (M) ◦ T (XF ) ◦ (Ts ◦ Y − Y F ◦ s)
= vprF (M) ◦ vprTF (M) ◦

(
T 2s ◦ TY ◦X − T (Y F ) ◦ Ts ◦X

− κF (M) ◦ T (XF ) ◦ Ts ◦ Y + κF (M) ◦ T (XF ) ◦ Y F ◦ s
)
.

Finally we have

[LX ,LY ]s = LXLY s− LY LXs
= vprF (M) ◦ vprTF (M) ◦

(
T 2s ◦ TY ◦X − T (Y F ) ◦ Ts ◦X

− κF (M) ◦ T (XF ) ◦ Ts ◦ Y + κF (M) ◦ T (XF ) ◦ Y F ◦ s
)

− vprF (M) ◦ vprTF (M) ◦κF (M) ◦
(
T 2s ◦ TY ◦X T (−) T (Y F ) ◦ Ts ◦X

T (−) κF (M) ◦ T (XF ) ◦ Ts ◦ Y T (+) κF (M) ◦ T (XF ) ◦ Y F ◦ s
)

= L[X,Y ]s. �

9. Differential Forms

9.1. The cotangent bundle of a manifold M is the vector bundle T ∗M :=
(TM)∗, the (real) dual of the tangent bundle.

If (U, u) is a chart on M , then ( ∂
∂u1

, . . . , ∂
∂um ) is the associated frame field

over U of TM . Since ∂
∂ui
|x(uj) = duj( ∂

∂ui
|x) = δji , we see that (du

1, . . . , dum)
is the dual frame field on T ∗M over U . It is also called a holonomic frame
field. A section of T ∗M is also called a 1-form.

9.2. According to (8.18) a tensor field of type
(
p
q

)
on a manifold M is a

smooth section of the vector bundle

p⊗
TM ⊗

q⊗
T ∗M =

p times︷ ︸︸ ︷
TM ⊗ · · · ⊗ TM ⊗

q times︷ ︸︸ ︷
T ∗M ⊗ · · · ⊗ T ∗M .

The position of p (up) and q (down) can be explained as follows: If (U, u)
is a chart on M , we have the holonomous frame field

(
∂

∂ui1
⊗ ∂

∂ui2
⊗ · · · ⊗ ∂

∂uip
⊗ duj1 ⊗ · · · ⊗ dujq

)
i∈{1,...,m}p,j∈{1,...,m}q
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over U of this tensor bundle, and for any
(
p
q

)
-tensor field A we have

A | U =
∑

i,j

A
i1...ip
j1...jq

∂
∂ui1
⊗ · · · ⊗ ∂

∂uip
⊗ duj1 ⊗ · · · ⊗ dujq .

The coefficients have p indices up and q indices down, and they are smooth
functions on U .

From a categorical point of view one should look where the indices of the
frame field are, but this convention here has a long tradition.

9.3. Lemma. Let

Φ : X(M)× · · · × X(M) = X(M)k → Γ(
l⊗
TM)

be a mapping which is k-linear over C∞(M). Then Φ is given by the action

of a
(
l
k

)
-tensor field.

Proof. For simplicity’s sake we put k = 1, ℓ = 0, so Φ : X(M) → C∞(M)
is a C∞(M)-linear mapping: Φ(f.X) = f.Φ(X). In the general case we
subject each entry to the treatment described below.

Claim 1. If X | U = 0 for some open subset U ⊂ M , then we have
Φ(X) | U = 0.
Let x ∈ U . We choose f ∈ C∞(M) with f(x) = 0 and f |M \U = 1. Then
f.X = X, so Φ(X)(x) = Φ(f.X)(x) = f(x).Φ(X)(x) = 0.

Claim 2. If X(x) = 0, then also Φ(X)(x) = 0.
Let (U, u) be a chart centered at x, and let V be open with x ∈ V ⊂ V̄ ⊂ U .
Then

X | U =
∑

Xi ∂
∂ui

and Xi(x) = 0.

We choose g ∈ C∞(M) with g | V ≡ 1 and with support contained in U .
Then (g2.X) | V = X | V and by claim 1 the restriction Φ(X) | V depends
only on X | V ; thus g2.X =

∑
i(g.X

i)(g. ∂
∂ui

) is a decomposition which is
globally defined on M . Therefore we have

Φ(X)(x) = Φ(g2.X)(x) = Φ

(∑

i

(g.Xi)(g. ∂
∂ui

)

)
(x)

=
∑

(g.Xi)(x).Φ(g. ∂
∂ui

)(x) = 0.

So we see that for a general vector field X the value Φ(X)(x) depends only
on the value X(x), for each x ∈M . So there is a linear map ϕx : TxM → R
for each x ∈M with Φ(X)(x) = ϕx(X(x)). Then ϕ :M → T ∗M is smooth
since ϕ | V =

∑
iΦ(g.

∂
∂ui

) dui in the setting of claim 2. �
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9.4. Definition. A differential form of degree k, or a k-form for short,

is a section of the (natural) vector bundle
∧k T ∗M . The space of all k-

forms will be denoted by Ωk(M). It may also be viewed as the space of all

skew-symmetric
(
0
k

)
-tensor fields, i.e., (by (9.3)) the space of all mappings

ϕ : X(M)× · · · × X(M) = X(M)k → C∞(M),

which are k-linear over C∞(M) and are skew-symmetric:

ϕ(Xσ1, . . . , Xσk) = signσ · ϕ(X1, . . . , Xk)

for each permutation σ ∈ Sk.
We put Ω0(M) := C∞(M). Then the space

Ω(M) :=
dimM⊕

k=0

Ωk(M)

is an algebra with the following product, called the wedge product. For
ϕ ∈ Ωk(M) and ψ ∈ Ωℓ(M) and for Xi in X(M) (or in TxM) we put

(ϕ ∧ ψ)(X1, . . . , Xk+ℓ)

= 1
k! ℓ!

∑

σ∈Sk+ℓ

signσ · ϕ(Xσ1, . . . , Xσk).ψ(Xσ(k+1), . . . , Xσ(k+ℓ)).

This product is defined fiberwise, i.e., (ϕ∧ψ)x = ϕx∧ψx for each x ∈M . It
is also associative, i.e., (ϕ ∧ ψ) ∧ τ = ϕ ∧ (ψ ∧ τ), and graded commutative,
i.e., ϕ ∧ ψ = (−1)kℓψ ∧ ϕ. There are differing conventions for the factor in
the definition of the wedge product: in [192] the factor 1

(k+ℓ)! is used. But

then the insertion operator of (9.7) is no longer a graded derivation.

9.5. If f : N →M is a smooth mapping and ϕ ∈ Ωk(M), then the pullback
f∗ϕ ∈ Ωk(N) is defined for Xi ∈ TxN by

(1) (f∗ϕ)x(X1, . . . , Xk) := ϕf(x)(Txf.X1, . . . , Txf.Xk).

Then we have f∗(ϕ ∧ ψ) = f∗ϕ ∧ f∗ψ, so f∗ : Ω(M)→ Ω(N) is an algebra
homomorphism. Moreover we have (g ◦ f)∗ = f∗ ◦ g∗ : Ω(P ) → Ω(N) if
g :M → P , and (IdM )∗ = IdΩ(M).

So M 7→ Ω(M) = Γ(
∧
T ∗M) is a contravariant functor from the category

Mf of all manifolds and all smooth mappings into the category of real
graded commutative algebras, whereas M 7→ ∧

T ∗M is a covariant vector
bundle functor defined only onMfm, the category of m-dimensional mani-
folds and local diffeomorphisms, for each m separately.
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9.6. The Lie derivative of differential forms. Since M 7→ ∧k T ∗M is
a vector bundle functor onMfm, by (8.16) for X ∈ X(M) the Lie derivative
of a k-form ϕ along X is defined by

LXϕ = d
dt |0(FlXt )∗ϕ.

Lemma. The Lie derivative has the following properties.

(1) LX(ϕ ∧ ψ) = LXϕ ∧ ψ + ϕ ∧ LXψ, so LX is a derivation.

(2) For Yi ∈ X(M) we have

(LXϕ)(Y1, . . . , Yk) = X(ϕ(Y1, . . . , Yk))−
k∑

i=1

ϕ(Y1, . . . , [X,Yi], . . . , Yk).

(3) [LX ,LY ]ϕ = L[X,Y ]ϕ.

(4) ∂
∂t(Fl

X
t )

∗ϕ = (FlXt )
∗LXϕ = LX((FlXt )∗ϕ).

Proof. (1) The mapping Alt :
⊗k T ∗M → ∧k T ∗M , given by

(AltA)(Y1, . . . , Yk) :=
1
k!

∑

σ

sign(σ) A(Yσ1, . . . , Yσk),

is a linear natural transformation in the sense of (8.18) and induces an

algebra homomorphism from
⊕

k≥0 Γ(
⊗k T ∗M) onto Ω(M). So (1) follows

from (8.17) and (8.18).

Second, direct proof, using the definition and (9.5):

LX(ϕ ∧ ψ) = d
dt |0(FlXt )∗(ϕ ∧ ψ) = d

dt |0
(
(FlXt )

∗ϕ ∧ (FlXt )
∗ψ
)

= d
dt |0(FlXt )∗ϕ ∧ (FlX0 )∗ψ + (FlX0 )∗ϕ ∧ d

dt |0(FlXt )∗ψ
= LXϕ ∧ ψ + ϕ ∧ LXψ.

(2) Again by (8.17) and (8.18) we may compute as follows, where Trace is
the full evaluation of the form on all vector fields:

X(ϕ(Y1, . . . , Yk)) = LX ◦ Trace(ϕ⊗ Y1 ⊗ · · · ⊗ Yk)
= Trace ◦LX(ϕ⊗ Y1 ⊗ · · · ⊗ Yk)
= Trace

(
LXϕ⊗ (Y1 ⊗ · · · ⊗ Yk) + ϕ⊗ (

∑
i Y1 ⊗ · · · ⊗ LXYi ⊗ · · · ⊗ Yk)

)
.

Now we use LXYi = [X,Yi] from (3.13).

Second, independent proof:

X(ϕ(Y1, . . . , Yk)) =
d
dt |0(FlXt )∗(ϕ(Y1, . . . , Yk))

= d
dt |0((FlXt )∗ϕ)((FlXt )∗Y1, . . . , (FlXt )∗Yk))

= (LXϕ)(Y1, . . . , Yk) +
k∑

i=1

ϕ(Y1, . . . ,LXYi, . . . , Yk).
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(3) is a special case of (8.20). See (9.9.7) below for another proof.

∂
∂t(Fl

X
t )

∗ϕ = ∂
∂s |0

(
k∧
T (FlX−t) ◦ T (FlX−s)∗ ◦ ϕ ◦ FlXs ◦FlXt

)
(4)

=

k∧
T (FlX−t)

∗ ◦ ∂
∂s |0

(
k∧
T (FlX−s)

∗ ◦ ϕ ◦ FlXs

)
◦ FlXt

=
k∧
T (FlX−t)

∗ ◦ LXϕ ◦ FlXt = (FlXt )
∗LXϕ,

∂
∂t(Fl

X
t )

∗Y = ∂
∂s |0(FlXs )∗(FlXt )∗Y = LX(FlXt )∗ϕ. �

9.7. The insertion operator. For a vector field X ∈ X(M) we define the
insertion operator iX = i(X) : Ωk(M)→ Ωk−1(M) by

(iXϕ)(Y1, . . . , Yk−1) := ϕ(X,Y1, . . . , Yk−1).

Lemma.

(1) iX is a graded derivation of degree −1 of the graded algebra Ω(M), so
we have iX(ϕ ∧ ψ) = iXϕ ∧ ψ + (−1)− degϕϕ ∧ iXψ.

(2) iX ◦ iY + iY ◦ iX = 0.

(3) [LX , iY ] := LX ◦ iY − iY ◦ LX = i[X,Y ].

Proof. (1) For ϕ ∈ Ωk(M) and ψ ∈ Ωℓ(M) we have

(iX1(ϕ ∧ ψ))(X2, . . . , Xk+ℓ) = (ϕ ∧ ψ)(X1, . . . , Xk+ℓ)

= 1
k! ℓ!

∑

σ

sign(σ)ϕ(Xσ1, . . . , Xσk)ψ(Xσ(k+1), . . . , Xσ(k+ℓ)),

(iX1ϕ ∧ ψ + (−1)kϕ ∧ iX1ψ)(X2, . . . , Xk+ℓ)

= 1
(k−1)! ℓ!

∑

σ

sign(σ)ϕ(X1, Xσ2, . . . , Xσk)ψ(Xσ(k+1), . . . , Xσ(k+ℓ))

+
(−1)k

k! (ℓ− 1)!

∑

σ

sign(σ)ϕ(Xσ2, . . . , Xσ(k+1))ψ(X1, Xσ(k+2), . . .).

Using the skew-symmetry of ϕ and ψ, we may distribute X1 to each position
by adding an appropriate sign. There are k + ℓ summands. Since

1
(k−1)! ℓ! +

1
k! (ℓ−1)! =

k+ℓ
k! ℓ! ,

and since we can generate each permutation in Sk+ℓ in this way, the result
follows.
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(2) (iXiY ϕ)(Z1, . . . , Zk−2) = ϕ(Y,X,Z1, . . . , Zn)

= −ϕ(X,Y, Z1, . . . , Zn) = −(iY iXϕ)(Z1, . . . , Zk−2).

(3) By (8.17) and (8.18) we have:

LX iY ϕ = LX Trace1(Y ⊗ ϕ) = Trace1 LX(Y ⊗ ϕ)
= Trace1(LXY ⊗ ϕ+ Y ⊗ LXϕ) = i[X,Y ]ϕ+ iY LXϕ.

See (9.9.6) below for another proof. �

9.8. The exterior differential. We want to construct a differential oper-
ator Ωk(M) → Ωk+1(M) which is natural. We will show that the simplest
choice will work and (later) that it is essentially unique.

Let U be open in Rn, and let ϕ ∈ Ωk(U) = C∞(U,Lkalt(R
n,R)). We consider

the derivative Dϕ ∈ C∞(U,L(Rn, Lkalt(R
n,R))), and we take its canonical

image in C∞(U,Lk+1
alt (Rn,R)). Here we write D for the derivative in order

to distinguish it from the exterior differential, which we define as

dϕ := (k + 1)AltDϕ,

more explicitly as

(dϕ)x(X0, . . . , Xk) =
1
k!

∑

σ

sign(σ)Dϕ(x)(Xσ0)(Xσ1, . . . , Xσk)(1)

=
k∑

i=0

(−1)iDϕ(x)(Xi)(X0, . . . , X̂i, . . . , Xk),

where the hat over a symbol means that this is to be omitted and where
Xi ∈ Rn.

Now we pass to an arbitrary manifold M . For a k-form ϕ ∈ Ωk(M) and
vector fields Xi ∈ X(M) we try to replace Dϕ(x)(Xi)(X0, . . . ) in formula
(1) by Lie derivatives. We differentiate

Xi(ϕ(x)(X0, . . . ))

= Dϕ(x)(Xi)(X0, . . . ) +
∑

0≤j≤k,j 6=i
ϕ(x)(X0, . . . , DXj(x)Xi, . . . )

and insert this expression into formula (1) in order to get (cf. (3.4)) our
working definition

(2) dϕ(X0, . . . , Xk) :=
k∑

i=0

(−1)iXi(ϕ(X0, . . . , X̂i, . . . , Xk))

+
∑

i<j

(−1)i+jϕ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk).
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This formula gives dϕ as a (k + 1)-linear mapping over C∞(M), as a short
computation involving (3.4) shows. It is obviously skew-symmetric, so dϕ is
a (k + 1)-form by (9.3), and the operator d : Ωk(M) → Ωk+1(M) is called
the exterior derivative.

If (U, u) is a chart on M , then we have

ϕ ↾ U =
∑

i1<···<ik
ϕi1,...,ikdu

i1 ∧ · · · ∧ duik ,

where

ϕi1,...,ik = ϕ( ∂
∂ui1

, . . . , ∂
∂uik

).

An easy computation shows that (2) leads to

(3) dϕ ↾ U =
∑

i1<···<ik
dϕi1,...,ik ∧ dui1 ∧ · · · ∧ duik ,

so that formulas (1) and (2) really define the same operator.

9.9. Theorem. The exterior derivative d : Ωk(M) → Ωk+1(M) has the
following properties:

(1) d(ϕ ∧ ψ) = dϕ ∧ ψ + (−1)degϕϕ ∧ dψ, so d is a graded derivation of
degree 1.

(2) LX = iX ◦ d+ d ◦ iX for any vector field X.

(3) d2 = d ◦ d = 0.

(4) f∗ ◦ d = d ◦ f∗ for any smooth f : N →M .

(5) LX ◦ d = d ◦ LX for any vector field X.

(6) [LX , iY ] := LX ◦ iY − iY ◦ LX = i[X,Y ]. See also (9.7.3).

(7) [LX ,LY ] = L[X,Y ] for any two vector fields X, Y .

Remark. In terms of the graded commutator

[D1, D2] := D1 ◦D2 − (−1)deg(D1) deg(D2)D2 ◦D1

for graded homomorphisms and graded derivations (see (16.1)) the assertions
of this theorem take the following form:

(2) LX = [iX , d].

(3) 1
2 [d, d] = 0.

(4) [f∗, d] = 0.

(5) [LX , d] = 0.

This point of view will be developed in section (16) below. The equation
(7) is a special case of (8.20).



122 CHAPTER III. Differential Forms and de Rham Cohomology

Proof. (2) For ϕ ∈ Ωk(M) and Xi ∈ X(M) we have

(LX0ϕ)(X1, . . . , Xk) = X0(ϕ(X1, . . . , Xk))

+

k∑

j=1

(−1)0+jϕ([X0, Xj ], X1, . . . , X̂j , . . . , Xk) by (9.6.2),

(iX0dϕ)(X1, . . . , Xk) = dϕ(X0, . . . , Xk)

=
k∑

i=0

(−1)iXi(ϕ(X0, . . . , X̂i, . . . , Xk))

+
∑

0≤i<j
(−1)i+jϕ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk),

(diX0ϕ)(X1, . . . , Xk) =
k∑

i=1

(−1)i−1Xi((iX0ϕ)(X1, . . . , X̂i, . . . , Xk))

+
∑

1≤i<j
(−1)i+j−2(iX0ϕ)([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk)

= −
k∑

i=1

(−1)iXi(ϕ(X0, X1, . . . , X̂i, . . . , Xk))

−
∑

1≤i<j
(−1)i+jϕ([Xi, Xj ], X0, X1, . . . , X̂i, . . . , X̂j , . . . , Xk).

By summing up, the result follows.

(1) Let ϕ ∈ Ωp(M) and ψ ∈ Ωq(M). We prove the result by induction on
p+ q.
p+ q = 0: d(f · g) = df · g + f · dg.
Suppose that (1) is true for p+ q < k. Then for X ∈ X(M) we have by part
(2) and (9.6), (9.7) and by induction

iX d(ϕ ∧ ψ) = LX(ϕ ∧ ψ)− d iX(ϕ ∧ ψ)
= LXϕ ∧ ψ + ϕ ∧ LXψ − d(iXϕ ∧ ψ + (−1)pϕ ∧ iXψ)
= iXdϕ ∧ ψ + diXϕ ∧ ψ + ϕ ∧ iXdψ + ϕ ∧ diXψ − diXϕ ∧ ψ
− (−1)p−1iXϕ ∧ dψ − (−1)pdϕ ∧ iXψ − ϕ ∧ diXψ

= iX(dϕ ∧ ψ + (−1)pϕ ∧ dψ).

Since X is arbitrary, (1) follows.

(3) By (1) the operator d is a graded derivation of degree 1, so d2 = 1
2 [d, d] is

a graded derivation of degree 2; see (16.1). It is obviously local: d2(ϕ∧ψ) =
d2(ϕ) ∧ ψ + ϕ ∧ d(ψ). Since Ω(M) is locally generated as an algebra by
C∞(M) and {df : f ∈ C∞(M)}, it suffices to show that d2f = 0 for each
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f ∈ C∞(M) (d3f = 0 is a consequence). But this is easy:

d2f(X,Y ) = Xdf(Y )− Y df(X)− df([X,Y ]) = XY f − Y Xf − [X,Y ]f = 0.

(4) f∗ : Ω(M)→ Ω(N) is an algebra homomorphism by (9.6), so f∗ ◦ d and
d ◦ f∗ are both graded derivations over f∗ of degree 1. So if f∗ ◦d and d ◦ f∗
agree on ϕ and on ψ, then they also agree on ϕ∧ψ. By the same argument
as in the proof of (3) above it suffices to show that they agree on g and dg
for all g ∈ C∞(M). We have

(f∗dg)y(Y ) = (dg)f(y)(Tyf.Y ) = (Tyf.Y )(g) = Y (g ◦ f)(y) = (df∗g)y(Y );

thus also df∗dg = ddf∗g = 0, and f∗ddg = 0.

(5) dLX = d iX d+ ddiX = diXd+ iXdd = LXd.
(6) We use the graded commutator alluded to in the remarks. Both LX and
iY are graded derivations; thus the graded commutator [LX , iY ] is also a
graded derivation as is i[X,Y ]. Thus it suffices to show that they agree on
0-forms g ∈ C∞(M) and on exact 1-forms dg. We have

[LX , iY ]g = LX iY g − iY LXg = LX0− iY (dg(X)) = 0 = i[X,Y ]g,

[LX , iY ]dg = LX iY dg − iY LXdg = LXLY g − iY dLXg
= (XY − Y X)g = [X,Y ]g = i[X,Y ]dg.

(7) By the (graded) Jacobi identity and by (6) (or lemma (9.7.3)) we have

[LX ,LY ] = [LX , [iY , d]] = [[LX , iY ], d] + [iY , [LX , d]]
= [i[X,Y ], d] + 0 = L[X,Y ]. �

9.10. A differential form ω ∈ Ωk(M) is called closed if dω = 0, and it is
called exact if ω = dϕ for some ϕ ∈ Ωk−1(M). Since d2 = 0, any exact form
is closed. The quotient space

Hk(M) :=
ker(d : Ωk(M)→ Ωk+1(M))

im(d : Ωk−1(M)→ Ωk(M))

is called the k-th de Rham cohomology space of M . As a preparation for
our treatment of cohomology we finish with the

Lemma of Poincaré. A closed differential form of degree k ≥ 1 is locally
exact. More precisely: let ω ∈ Ωk(M) with dω = 0. Then for any x ∈ M
there is an open neighborhood U of x in M and a ϕ ∈ Ωk−1(U) with dϕ =
ω ↾ U .

Proof. Let (U, u) be a chart on M centered at x such that u(U) = Rm. So
we may just assume that M = Rm.
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We consider α : R × Rm → Rm, given by α(t, x) = αt(x) = tx. Let I ∈
X(Rm) be the vector field I(x) = x; then α(et, x) = FlIt (x). So for t > 0 we
have

d
dtα

∗
tω = d

dt(Fl
I
log t)

∗ω = 1
t (Fl

I
log t)

∗LIω
= 1

tα
∗
t (iIdω + diIω) =

1
t dα

∗
t iIω.

Note that Tx(αt) = t.Id. Therefore

(1tα
∗
t iIω)x(X2, . . . , Xk) =

1
t (iIω)tx(tX2, . . . , tXk)

= 1
tωtx(tx, tX2, . . . , tXk) = ωtx(x, tX2, . . . , tXk).

So if k ≥ 1, the (k − 1)-form 1
tα

∗
t iIω is defined and smooth in (t, x) for all

t ∈ R. Clearly α∗
1ω = ω and α∗

0ω = 0; thus

ω = α∗
1ω − α∗

0ω =

∫ 1

0

d
dtα

∗
tωdt

=

∫ 1

0
d(1tα

∗
t iIω)dt = d

(∫ 1

0

1
tα

∗
t iIωdt

)
= dϕ. �

10. Integration on Manifolds

10.1. Let U ⊂ Rn be an open subset, let dx denote Lebesque measure on
Rn (which depends on the Euclidean structure), let g : U → g(U) be a
diffeomorphism onto some other open subset in Rn, and let f : g(U) → R
be an integrable continuous function. Then the transformation formula for
multiple integrals reads∫

g(U)
f(y) dy =

∫

U
f(g(x))| det dg(x)|dx.

This suggests that the suitable objects for integration on a manifold are sec-
tions of a 1-dimensional vector bundle whose cocycle of transition functions
is given by the absolute value of the Jacobi matrix of the chart changes.
They will be called densities below.

10.2. The volume bundle. Let M be a manifold and let (Uα, uα) be
a smooth atlas for it. The volume bundle (Vol(M), πM ,M) of M is the
1-dimensional vector bundle (line bundle) which is given by the following
cocycle of transition functions; see (8.3):

ψαβ : Uαβ = Uα ∩ Uβ → R \ {0} = GL(1,R),

ψαβ(x) = | det d(uβ ◦ u−1
α )(uα(x))| =

1

| det d(uα ◦ u−1
β )(uβ(x))|

.

Lemma. Vol(M) is a trivial line bundle over M .
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But there is no natural trivialization.

Proof. We choose a positive local section over each Uα and we glue them
with a partition of unity. Since positivity is invariant under the transitions,
the resulting global section µ is nowhere 0. By (8.5), µ is a global frame
field and trivializes Vol(M). �

Definition. Sections of the line bundle Vol(M) are called densities.

10.3. Integral of a density. Let µ ∈ Γ(Vol(M)) be a density with com-
pact support on the manifold M . We define the integral of the density µ as
follows:

Let (Uα, uα) be an atlas on M , and let fα be a partition of unity with
supp(fα) ⊂ Uα. Then we put
∫

M
µ =

∑

α

∫

Uα

fαµ :=
∑

α

∫

uα(Uα)
fα(u

−1
α (y)).ψα(µ(u

−1
α (y))) dy.

If µ does not have compact support, we require that
∑∫

Uα
fα |µ| <∞. The

series is then absolutely convergent.

Lemma.
∫
M µ is well defined.

Proof. Let (Vβ , vβ) be another atlas on M , and let (gβ) be a partition
of unity with supp(gβ) ⊂ Vβ . Let (Uα, ψα) be the vector bundle atlas of
Vol(M) induced by the atlas (Uα, uα), and let (Vβ , ϕβ) be the one induced by
(Vβ , vβ). By the transformation formula of integrals for the diffeomorphisms

uα ◦ v−1
β : vβ(Uα ∩ Vβ)→ uα(Uα ∩ Vβ) we have:

∑

α

∫

Uα

fα µ =
∑

α

∫

uα(Uα)
(fα ◦ u−1

α )(y)ψα(µ(u
−1
α (y))) dy

=
∑

α

∫

uα(Uα)

∑

β

(gβ ◦ u−1
α )(y)(fα ◦ u−1

α )(y)ψα(µ(u
−1
α (y))) dy

=
∑

αβ

∫

uα(Uα∩Vβ)
(gβ ◦ u−1

α )(y)(fα ◦ u−1
α )(y)ψα(µ(u

−1
α (y))) dy

=
∑

αβ

∫

vβ(Uα∩Vβ)
(gβ ◦ v−1

β )(x)(fα ◦ v−1
β )(x)·

· ψα(µ(v−1
β (x)))| det d(uα ◦ v−1

β )(x)| dx

=
∑

αβ

∫

vβ(Uα∩Vβ)
(gβ ◦ v−1

β )(x)(fα ◦ v−1
β )(x)ϕβ(µ(v

−1
β (x))) dx

=
∑

β

∫

Vβ

gβ µ. �
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Remark. If µ ∈ Γ(Vol(M)) is an arbitrary section and f ∈ C∞
c (M) is a

function with compact support, then we may define the integral of f with
respect to µ by

∫
M fµ, since fµ is a density with compact support. In this

way µ defines a Radon measure on M .

For the converse we note first that (C1 suffices) diffeomorphisms between
open subsets on Rm map sets of Lebesque measure zero to sets of Lebesque
measure zero. Thus on a manifold we have a well defined notion of sets
of Lebesque measure zero — but no measure. If ν is a Radon measure on
M which is absolutely continuous, i.e., the |ν|-measure of a set of Lebesque
measure zero is zero, then it is given by a uniquely determined measurable
section of the line bundle Vol. Here a section is called measurable if in any
line bundle chart it is given by a measurable function.

10.4. p-densities. For 0 ≤ p ≤ 1 let Volp(M) be the line bundle defined
by the cocycle of transition functions

ψpαβ : Uαβ → R \ {0},
ψpαβ(x) = | det d(uα ◦ u−1

β )(uβ(x))|−p.

This is also a trivial line bundle. Its sections are called p-densities. Note
that 1-densities are just densities and that 0-densities are functions. If µ
is a p-density and ν is a q-density with p + q ≤ 1, then µ.ν := µ ⊗ ν is a
p + q-density, i.e., Volp(M) ⊗ Volq(M) = Volp+q(M). Thus the product of

two 1
2 -densities with compact support can be integrated, so Γc(Vol

1/2(M))
is a pre-Hilbert space in a natural way.

Distributions on M (in the sense of generalized functions) are elements of
the dual space of the space Γc(Vol(M)) of densities with compact support
equipped with the inductive limit topology — so they contain functions.

10.5. Example. The density of a Riemann metric. Let g be a Rie-
mann metric on a manifold M ; see section (22) below. So g is a symmetric(
0
2

)
-tensor field such that gx is a positive definite inner product on TxM for

each x ∈M . If (U, u) is a chart on M , then we have

g|U =
m∑

i,j=1

guij du
i ⊗ duj

where the functions guij = g( ∂
∂ui
, ∂
∂uj

) form a positive definite symmetric

matrix. So det(guij) = det((g( ∂
∂ui
, ∂
∂uj

))mi,j=1) > 0. We put

vol(g)u :=
√
det((g( ∂

∂ui
, ∂
∂uj

))mi,j=1).
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If (V, v) is another chart, we have

vol(g)u =
√
det((g( ∂

∂ui
, ∂
∂uj

))mi,j=1)

=

√
det((g(

∑

k

∂vk

∂ui
∂
∂vk

,
∑

ℓ

∂vℓ

∂uj
∂
∂vℓ

))mi,j=1)

=

√
det((∂v

k

∂ui
)k,i)2 det((g(

∂
∂vℓ
, ∂
∂vj

))ℓ,j)

= | det d(v ◦ u−1)| vol(g)v,
so these local representatives determine a section vol(g) ∈ Γ(Vol(M)), which
is called the density or volume of the Riemann metric g. If M is compact,
then

∫
M vol(g) is called the volume of the Riemann manifold (M, g).

10.6. The orientation bundle. For a manifold M with dimM = m and
an atlas (Uα, uα) for M the line bundle

∧m T ∗M is given by the cocycle of
transition functions

ϕαβ(x) = det d(uβ ◦ u−1
α )(uα(x)) =

m∧
d(uβ ◦ u−1

α )(uα(x)).

We consider the line bundle Or(M) which is given by the cocycle of transition
functions

ταβ(x) = signϕαβ(x) = sign det d(uβ ◦ u−1
α )(uα(x)).

Since ταβ(x)ϕαβ(x) = ψαβ(x), the cocycle of the volume bundle of (10.2),
we have

Vol(M) = Or(M)⊗
m∧
T ∗M,

m∧
T ∗M = Or(M)⊗Vol(M).

10.7. Definition. A manifold M is called orientable if the orientation
bundle Or(M) is trivial. Obviously this is the case if and only if there
exists an atlas (Uα, uα) for the smooth structure of M such that det d(uα ◦
u−1
β )(uβ(x)) > 0 for all x ∈ Uαβ .

Since the transition functions of Or(M) take only the values +1 and −1,
there is a well defined notion of a fiberwise absolute value on Or(M), given
by |s(x)| := pr2 τα(s(x)), where (Uα, τα) is a vector bundle chart of Or(M)
induced by an atlas for M . If M is orientable, there are two distinguished
global frames for the orientation bundle Or(M), namely those with absolute
value |s(x)| = 1.

The two normed frames s1 and s2 of Or(M) will be called the two possible
orientations of the orientable manifold M . We call M an oriented manifold
if one of these two normed frames of Or(M) is specified: We call it oM .
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If M is oriented, then Or(M) ∼=M × R with the help of the orientation, so
we have also

m∧
T ∗M = Or(M)⊗Vol(M) = (M × R)⊗Vol(M) = Vol(M).

So an orientation gives us a canonical identification of m-forms and den-
sities. Thus for any m-form ω ∈ Ωm(M) the integral

∫
M ω is defined by

the isomorphism above as the integral of the associated density; see (10.3).
If (Uα, uα) is an oriented atlas (i.e., in each induced vector bundle chart
(Uα, τα) for Or(M) we have τα(oM ) = 1), then the integral of the m-form ω
is given by

∫

M
ω =

∑

α

∫

Uα

fαω :=
∑

α

∫

Uα

fα.ω
α du1 ∧ · · · ∧ dum

: =
∑

α

∫

uα(Uα)
fα(u

−1
α (y)).ωα(u−1

α (y)) dy1 ∧ · · · ∧ dym,

where the last integral has to be interpreted as an oriented integral on an
open subset in Rm.

10.8. Manifolds with boundary. A manifold with boundary M is a
second countable metrizable topological space together with an equivalence
class of smooth atlases (Uα, uα) which consist of charts with boundary : So
uα : Uα → uα(Uα) is a homeomorphism from Uα onto an open subset of a
half-space

(−∞, 0]× Rm−1 = {(x1, . . . , xm) : x1 ≤ 0},
and all chart changes uαβ : uβ(Uα ∩ Uβ) → uα(Uα ∩ Uβ) are smooth in
the sense that they are restrictions of smooth mappings defined on open
(in Rm) neighborhoods of the respective domains. There is a more intrinsic
treatment of this notion of smoothness by means of Whitney jets, [227],
[221], and for the case of half-spaces and quadrants as here, [205].

We have uαβ(uβ(Uα ∩Uβ) ∩ (0×Rm−1)) = uα(Uα ∩Uβ) ∩ (0×Rm−1) since
interior points (with respect to Rm) are mapped to interior points by the
inverse function theorem.

Thus the boundary of M , denoted by ∂M , is uniquely given as the set of all
points x ∈ M such that uα(x) ∈ 0× Rm−1 for one (equivalently any) chart
(Uα, uα) of M . Obviously the boundary ∂M is itself a smooth manifold of
dimension m− 1.

A simple example: The closed unit ball Bm = {x ∈ Rm : |x| ≤ 1} is a
manifold with boundary; its boundary is ∂Bm = Sm−1.

The notions of smooth functions, smooth mappings, tangent bundle (use the
approach (1.9) without any change in notation) are analogous to the usual
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ones. If x ∈ ∂M , we may distinguish in TxM tangent vectors pointing into
the interior, pointing into the exterior, and those in Tx(∂M).

10.9. Lemma. Let M be a manifold with boundary of dimension m. Then
M is a submanifold with boundary of an m-dimensional manifold M̃ without
boundary.

Proof. Using partitions of unity, we construct a vector field X on M which
points strictly into the interior of M . We may multiply X by a strictly
positive function so that the flow FlXt exists for all 0 ≤ t < 2ε for some
ε > 0. Then FlXε : M →M \ ∂M is a diffeomorphism onto its image which
embeds M as a submanifold with boundary of M \ ∂M . �

10.10. Lemma. Let M be an oriented manifold with boundary. Then there
is a canonical induced orientation on the boundary ∂M .

Proof. Let (Uα, uα) be an oriented atlas for M . Then the chart changes
respect the boundary,

uαβ : uβ(Uαβ ∩ ∂M)→ uα(Uαβ ∩ ∂M).

Thus for x ∈ uβ(Uαβ ∩ ∂M) we have duαβ(x) : 0× Rm−1 → 0× Rm−1,

duαβ(x) =

(
λ 0 . . . 0
∗ ∗

)
,

where λ > 0 since duαβ(x)(−e1) is again pointing downwards. So

det duαβ(x) = λ det(duαβ(x)|0× Rm−1) > 0;

consequently det(duαβ(x)|0 × Rm−1) > 0 and the restriction of the atlas
(Uα, uα) is an oriented atlas for ∂M . �

10.11. Theorem of Stokes. Let M be an m-dimensional oriented man-
ifold with boundary ∂M . Then for any (m − 1)-form ω ∈ Ωm−1

c (M) with
compact support on M we have

∫

M
dω =

∫

∂M
i∗ω =

∫

∂M
ω,

where i : ∂M →M is the embedding.

Proof. Clearly dω again has compact support. Let (Uα, uα) be an ori-
ented smooth atlas for M and let (fα) be a smooth partition of unity with
supp(fα) ⊂ Uα. Then we have

∑
α fαω = ω and

∑
α d(fαω) = dω. Conse-

quently
∫

M
dω =

∑

α

∫

Uα

d(fαω) and

∫

∂M
ω =

∑

α

∫

∂Uα

fαω.
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It suffices to show that for each α we have
∫

Uα

d(fαω) =

∫

∂Uα

fαω.

For simplicity’s sake we now omit the index α. The form fω has compact
support in U and we have in turn

fω =
m∑

k=1

ωkdu
1 ∧ · · · ∧ d̂uk · · · ∧ dum,

d(fω) =
m∑

k=1

∂ωk
∂uk

duk ∧ du1 ∧ · · · ∧ d̂uk · · · ∧ dum

=
m∑

k=1

(−1)k−1∂ωk
∂uk

du1 ∧ · · · ∧ dum.

Since i∗du1 = 0, we have fω|∂U = i∗(fω) = ω1du
2 ∧ · · · ∧ dum, where

i : ∂U → U is the embedding. Finally we get

∫

U
d(fω) =

∫

U

m∑

k=1

(−1)k−1∂ωk
∂uk

du1 ∧ · · · ∧ dum

=
m∑

k=1

(−1)k−1

∫

U

∂ωk
∂uk

du1 ∧ · · · ∧ dum

=
m∑

k=1

(−1)k−1

∫

u(U)

∂ωk
∂xk

dx1 ∧ · · · ∧ dxm

=

∫

Rm−1

(∫ 0

−∞

∂ω1

∂x1
dx1
)
dx2 . . . dxm

+
m∑

k=2

(−1)k−1

∫

(−∞,0]×Rm−2

(∫ ∞

−∞

∂ωk
∂xk

dxk
)
dx1 . . . d̂xk . . . dxm

=

∫

Rm−1

(ω1(0, x
2, . . . , xm)− 0)dx2 . . . dxm

=

∫

∂U
(ω1|∂U)du2 . . . dum =

∫

∂U
fω.

We used the fundamental theorem of calculus twice,

∫ 0

−∞

∂ω1

∂x1
dx1 = ω1(0, x

2, . . . , xm)− 0,

∫ ∞

−∞

∂ωk
∂xk

dxk = 0,

which holds since fω has compact support in U . �
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11. De Rham Cohomology

11.1. De Rham cohomology. Let M be a smooth manifold which may

have boundary. We consider the graded algebra Ω(M) =
⊕dimM

k=0 Ωk(M)
of all differential forms on M . The space Z(M) := {ω ∈ Ω(M) : dω = 0}
of closed forms is a graded subalgebra of Ω, i.e., it is a subalgebra and

satisfies Z(M) =
⊕dimM

k=0 (Ωk(M) ∩ Z(M)) =
⊕dimM

k=0 Zk(M). The space
B(M) := {dϕ : ϕ ∈ Ω(M)} of exact forms is a graded ideal in Z(M):
B(M) ∧ Z(M) ⊂ B(M). This follows directly from the derivation property
d(ϕ ∧ ψ) = dϕ ∧ ψ + (−1)degϕϕ ∧ dψ of the exterior derivative.

Definition. The algebra

H∗(M) :=
Z(M)

B(M)
=
{ω ∈ Ω(M) : dω = 0}
{dϕ : ϕ ∈ Ω(M)}

is called the de Rham cohomology algebra of the manifold M . It is graded
by

H∗(M) =

dimM⊕

k=0

Hk(M) =

dimM⊕

k=0

ker(d : Ωk(M)→ Ωk+1(M))

im d : Ωk−1(M)→ Ωk(M)
.

If f : M → N is a smooth mapping between manifolds, then f∗ : Ω(N) →
Ω(M) is a homomorphism of graded algebras by (9.5) which satisfies d◦f∗ =
f∗ ◦ d by (9.9). Thus f∗ induces an algebra homomorphism which we again
call f∗ : H∗(N)→ H∗(M).

11.2. Remark. Since Ωk(M) = 0 for k > dimM =: m, we have

Hm(M) =
Ωm(M)

{dϕ : ϕ ∈ Ωm−1(M)} ,

Hk(M) = 0 for k > m,

H0(M) =
{f ∈ Ω0(M) = C∞(M) : df = 0}

0
= the space of locally constant functions on M

= Rb0(M),

where b0(M) is the number of pathwise connected components of M . We
put bk(M) := dimRH

k(M) and call it the k-th Betti number of M . If
bk(M) <∞ for all k, we put

fM (t) :=
m∑

k=0

bk(M)tk



132 CHAPTER III. Differential Forms and de Rham Cohomology

and call it the Poincaré polynomial of M . The number

χM :=

m∑

k=0

bk(M)(−1)k = fM (−1)

is called the Euler-Poincaré characteristic of M ; see also (13.7) below.

11.3. Examples. We have H0(Rm) = R since it has only one connected
component. We have Hk(Rm) = 0 for k > 0 by the proof of the lemma of
Poincaré (9.10).

For the 1-dimensional sphere we have H0(S1) = R since it is connected, and
clearly Hk(S1) = 0 for k > 1 by reasons of dimension. Also, we have

H1(S1) =
{ω ∈ Ω1(S1) : dω = 0}
{dϕ : ϕ ∈ Ω0(S1)}

=
Ω1(S1)

{df : f ∈ C∞(S1)} ,

Ω1(S1) = {f dϑ : f ∈ C∞(S1)}
∼= {f ∈ C∞(R) : f is periodic with period 2π},

where dϑ denotes the global coframe of T ∗S1. If f ∈ C∞(R) is periodic with
period 2π, then f dt is exact if and only if

∫
f dt is also 2π periodic, i.e.,∫ 2π

0 f(t)dt = 0. So we have

H1(S1) =
{f ∈ C∞(R) : f is periodic with period 2π}

{f ∈ C∞(R) : f is periodic with period 2π,
∫ 2π
0 f dt = 0}

= R,

where f 7→
∫ 2π
0 f dt factors to the isomorphism.

11.4. Lemma. Let f , g : M → N be smooth mappings between man-
ifolds which are C∞-homotopic: There exists h ∈ C∞(R × M,N) with
h(0, x) = f(x) and h(1, x) = g(x). Then f and g induce the same map-
ping in cohomology:

f∗ = g∗ : H(N)→ H(M).

Remark. f , g ∈ C∞(M,N) are called homotopic if there exists a continu-
ous mapping h : [0, 1]×M → N with h(0, x) = f(x) and h(1, x) = g(x). This
seemingly looser relation in fact coincides with the relation of C∞-homotopy.
We sketch a proof of this statement: Let ϕ : R→ [0, 1] be a smooth function
with ϕ((−∞, 1/4]) = 0 and ϕ([3/4,∞)) = 1, and with ϕ monotone in be-
tween. Then consider h̄ : R×M → N , given by h̄(t, x) = h(ϕ(t), x). Now we

may approximate h̄ by smooth functions h̃ : R×M → N without changing
it on (−∞, 1/8)×M where it equals f and on (7/8,∞)×M where it equals
g. This is done chartwise by convolution with a smooth function with small
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support on Rm. See [26] for a careful presentation of the approximation. So
we will use the equivalent concept of homotopic mappings below.

Proof. For ω ∈ Ωk(N) we have h∗ω ∈ Ωk(R×M). We consider the insertion
operator inst :M → R×M , given by inst(x) = (t, x). For ϕ ∈ Ωk(R×M) we
then have a smooth curve t 7→ ins∗t h

∗ϕ in Ωk(M) (this can be made precise
with the help of the calculus in infinite dimensions of [64]). We define

the integral operator I10 : Ωk(R ×M) → Ωk(M) by I10 (ϕ) :=
∫ 1
0 ins∗t ϕdt.

Looking at this locally on M , one sees that it is well defined, even without
infinite-dimensional calculus. Let T := ∂

∂t ∈ X(R ×M) be the unit vector
field in direction R.

We have inst+s = FlTt ◦ inss for s, t ∈ R, so

∂
∂s ins

∗
s ϕ = ∂|0(FlTt ◦ inss)∗ϕ = ∂|0 ins∗s(FlTt )∗ϕ

= ins∗s ∂|0(FlTt )∗ϕ = (inss)
∗LTϕ by (9.6).

We have used that (inss)
∗ : Ωk(R ×M) → Ωk(M) is linear and continuous

and so one may differentiate through it by the chain rule. This can also be
checked by evaluating at x ∈M . Then we have in turn

d I10 ϕ = d

∫ 1

0
ins∗t ϕdt =

∫ 1

0
d ins∗t ϕdt

=

∫ 1

0
ins∗t dϕ dt = I10 dϕ by (9.9.4),

(ins∗1− ins∗0)ϕ =

∫ 1

0

∂
∂t ins

∗
t ϕdt =

∫ 1

0
ins∗t LTϕdt

= I10 LTϕ = I10 (d iT + iT d)ϕ by (9.9).

Now we define the homotopy operator h̄ := I10 ◦ iT ◦h∗ : Ωk(N)→ Ωk−1(M).
Then we get

g∗ − f∗ = (h ◦ ins1)∗ − (h ◦ ins0)∗ = (ins∗1− ins∗0) ◦ h∗

= (d ◦ I10 ◦ iT + I10 ◦ iT ◦ d) ◦ h∗ = d ◦ h̄− h̄ ◦ d,

which implies the desired result since for ω ∈ Ωk(M) with dω = 0 we have
g∗ω − f∗ω = h̄dω + dh̄ω = dh̄ω. �

11.5. Lemma. If a manifold is decomposed into a disjoint union M =⊔
αMα of open submanifolds, then Hk(M) =

∏
αH

k(Mα) for all k.

Proof. Ωk(M) is isomorphic to
∏
αΩ

k(Mα) via ϕ 7→ (ϕ|Mα)α. This iso-
morphism commutes with exterior differential d and induces the result. �
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11.6. The setting for the Mayer-Vietoris sequence. Let M be a
smooth manifold, and let U , V ⊂M be open subsets such that M = U ∪V .
We consider the following embeddings:

U ∩ V
Oo

jU

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

� o

jV

��❄
❄❄

❄❄
❄❄

❄

U � o

iU ��❄
❄❄

❄❄
❄❄

❄
V
Oo

iV��⑧⑧
⑧⑧
⑧⑧
⑧⑧

M.

Lemma. In this situation the sequence

0→ Ω(M)
α−−→ Ω(U)⊕ Ω(V )

β−−→ Ω(U ∩ V )→ 0

is exact, where α(ω) := (i∗Uω, i
∗
V ω) and β(ϕ, ψ) = j∗Uϕ− j∗V ψ. We also have

(d⊕ d) ◦ α = α ◦ d and d ◦ β = β ◦ (d⊕ d).

Proof. We have to show that α is injective, kerβ = imα, and that β
is surjective. The first two assertions are obvious and for the last one we
let {fU , fV } be a partition of unity with supp fU ⊂ U and supp fV ⊂ V .
For ϕ ∈ Ω(U ∩ V ) we consider fV ϕ ∈ Ω(U ∩ V ); note that supp(fV ϕ) is
closed in the set U ∩ V which is open in U , so we may extend fV ϕ by 0 to
ϕU ∈ Ω(U). Likewise we extend −fUϕ by 0 to ϕV ∈ Ω(V ). Then we have
β(ϕU , ϕV ) = (fU + fV )ϕ = ϕ. �

Now we are in the situation where we may apply the main theorem of ho-
mological algebra, (11.8). So we deviate now to develop the basics of homo-
logical algebra.

11.7. The essentials of homological algebra. A graded differential
space (GDS) K = (K, d) is a sequence

· · · → Kn−1 dn−1

−−−−→ Kn dn−−−→ Kn+1 → · · ·

of abelian groups Kn and group homomorphisms dn : Kn → Kn+1 such
that dn+1 ◦ dn = 0. In our case these are the vector spaces Kn = Ωn(M)
and the exterior derivative. The group

Hn(K) :=
ker(dn : Kn → Kn+1)

im(dn−1 : Kn−1 → Kn)

is called the n-th cohomology group of the GDS K. We consider also the
direct sum

H∗(K) :=

∞⊕

n=−∞
Hn(K)
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as a graded group. A homomorphism f : K → L of graded differential spaces
is a sequence of homomorphisms fn : Kn → Ln such that dn◦fn = fn+1◦dn.
It induces a homomorphism

f∗ = H∗(f) : H∗(K)→ H∗(L)

and H∗ has clearly the properties of a functor from the category of graded
differential spaces into the category of graded groups:

H∗(IdK) = IdH∗(K),

H∗(f ◦ g) = H∗(f) ◦H∗(g).

A graded differential space (K, d) is called a graded differential algebra if⊕
nK

n is an associative algebra which is graded (so Kn.Km ⊂ Kn+m), such

that the differential d is a graded derivation: d(x.y) = dx.y+ (−1)deg xx.dy.
The cohomology group H∗(K, d) of a graded differential algebra is a graded
algebra; see (11.1).

By a short exact sequence of graded differential spaces we mean a sequence

0→ K
i−−→ L

p−−→M → 0

of homomorphisms of graded differential spaces which is degreewise exact:
For each n the sequence 0→ Kn → Ln →Mn → 0 is exact.

11.8. Theorem. Mayer-Vietoris sequence. Let

0→ K
i−−→ L

p−−→M → 0

be an exact sequence of graded differential spaces. Then there exists a graded
homomorphism δ = (δn : Hn(M)→ Hn+1(K))n∈Z called the ‘connecting ho-
momorphism’ such that the following is an exact sequence of abelian groups:

· · ·→Hn−1(M)
δ−−→Hn(K)

i∗−−−→ Hn(L)
p∗−−−→ Hn(M)

δ−−→Hn+1(K)→ · · ·

It is called the ‘long exact sequence in cohomology’. Here δ is a natural
transformation in the following sense: Let

0 // K
i //

k
��

L
p //

ℓ
��

M //

m
��

0

0 // K ′
i′

// L′
p′

// M ′ // 0
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be a commutative diagram of homomorphisms of graded differential spaces
with exact lines. Then also the following diagram is commutative:

· · · // Hn−1(M)
δ //

m∗

��

Hn(K)
i∗ //

k∗
��

Hn(L)
p∗ //

ℓ∗
��

Hn(M) //

m∗

��

· · ·

· · · // Hn−1(M ′)
δ′

// Hn(K ′)
i′∗

// Hn(L′)
p′∗

// Hn(M) // · · ·

The long exact sequence in cohomology can also be written in the following
way:

H∗(K)
i∗ // H∗(L)

p∗~~⑥⑥
⑥⑥
⑥⑥
⑥

H∗(M).

δ
``❆❆❆❆❆❆❆

Definition of δ. The connecting homomorphism is defined by ‘δ = i−1 ◦
d ◦ p−1’ or δ[pℓ] = [i−1dℓ]. This is meant as follows:

Ln−1 pn−1

//

dn−1

��

Mn−1 //

dn−1

��

0

0 // Kn in //

dn
��

Ln
pn //

dn
��

Mn //

dn
��

0

0 // Kn+1 in+1
//

dn+1

��

Ln+1 pn+1

//

dn+1

��

Mn+1 // 0

0 // Kn+2 in+2
// Ln+2.

The following argument is called a diagram chase. Let [m] ∈ Hn(M). Then
m ∈ Mn with dm = 0. Since p is surjective, there is ℓ ∈ Ln with pℓ = m.
We consider dℓ ∈ Ln+1 for which we have pdℓ = dpℓ = dm = 0, so dℓ ∈
ker p = im i; thus there is an element k ∈ Kn+1 with ik = dℓ. We have
idk = dik = ddℓ = 0. Since i is injective, we have dk = 0, so [k] ∈ Hn+1(K).

Now we put δ[m] := [k] or δ[pℓ] = [i−1dℓ].

This method of diagram chasing can be used for the whole proof of the
theorem. The reader is advised to do it at least once in his life with fingers
on the diagram above. For the naturality imagine two copies of the diagram
lying above each other with homomorphisms going up.
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11.9. Five-lemma. Let

A1
α1 //

ϕ1

��

A2
α2 //

ϕ2

��

A3
α3 //

ϕ3

��

A4
α4 //

ϕ4

��

A5

ϕ5

��
B1

β1 // B2
β2 // B3

β3 // B4
β4 // B5

be a commutative diagram of abelian groups with exact lines. If ϕ1, ϕ2, ϕ4,
and ϕ5 are isomorphisms, then also the middle ϕ3 is an isomorphism.

Proof. Diagram chasing in this diagram leads to the result. The chase
becomes simpler if one first replaces the diagram by the following equivalent
one with exact lines:

0 // A2/ imα1

α′
2 //

∼=ϕ′
2

��

A3

α′
3 //

ϕ3

��

kerα4
//

∼=ϕ′
4

��

0

0 // B2/ imβ2
β′
2 // B3

β′
3 // kerβ4 // 0. �

11.10. Theorem. Mayer-Vietoris sequence. Let U and V be open
subsets in a manifold M such that M = U ∪ V . Then there is an exact
sequence

· · · → Hk(M)
α∗−−−→ Hk(U)⊕Hk(V )

β∗−−−→ Hk(U ∩V )
δ−−→ Hk+1(M)→ · · ·

which is natural in the triple (M,U, V ) in the sense explained in (11.8). The
homomorphisms α∗ and β∗ are algebra homomorphisms, but δ is not.

Proof. This follows from (11.6) and theorem (11.8). �

Since we shall need it later, we will give now a detailed description of the
connecting homomorphism δ. Let {fU , fV } be a partition of unity with
supp fU ⊂ U and supp fV ⊂ V . Let ω ∈ Ωk(U ∩ V ) with dω = 0 so that
[ω] ∈ Hk(U ∩ V ). Then (fV .ω,−fU .ω) ∈ Ωk(U)⊕Ωk(V ) is mapped to ω by
β and so we have by the description of δ in (11.8)

δ[ω] = [α−1 d(fV .ω,−fU .ω)] = [α−1(dfV ∧ ω,−dfU ∧ ω)]
= [dfV ∧ ω] = −[dfU ∧ ω],

where we have used the following fact: fU + fV = 1 implies that on U ∩ V
we have dfV = −dfU ; thus dfV ∧ ω = −dfU ∧ ω and off U ∩ V both are 0.

11.11. Axioms for cohomology. The de Rham cohomology is uniquely
determined by the following properties which we have already verified:
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(1) H∗( ) is a contravariant functor from the category of smooth mani-
folds and smooth mappings into the category of Z-graded groups and
graded homomorphisms.

(2) Hk(point) = R for k = 0 and Hk(point) = 0 for k 6= 0.

(3) If f and g are C∞-homotopic, then H∗(f) = H∗(g).

(4) If M =
⊔
αMα is a disjoint union of open subsets, then

H∗(M) =
∏
αH

∗(Mα).

(5) If U and V are open in M , then there exists a connecting homomor-
phism δ : Hk(U ∩ V ) → Hk+1(U ∪ V ) which is natural in the triple
(U ∪ V, U, V ) such that the following sequence is exact:

· · ·→ Hk(U ∪V )→ Hk(U)⊕Hk(V )→ Hk(U ∩V )
δ−−→ Hk+1(U ∪V )→· · ·

There are many other cohomology theories for topological spaces, like sin-
gular cohomology, Čech cohomology, simplicial cohomology, Alexander-Spa-
nier cohomology, etc., which satisfy the above axioms for smooth manifolds
when defined with real coefficients, so they all coincide with the de Rham co-
homology on manifolds. See books on algebraic topology or sheaf theory for
all this and look for the abstract theorem of de Rham in sheaf cohomology.

11.12. Example. If M is contractible (which is equivalent to the seem-
ingly stronger concept of C∞-contractibility; see the remark in (11.4)), then
H0(M) = R since M is connected, and Hk(M) = 0 for k 6= 0, because the
constant mapping c : M → point → M onto some fixed point of M is
homotopic to IdM , so H∗(c) = H∗(IdM ) = IdH∗(M) by (11.4). But we have

Hk(M)
Hk(c)

//

&&▲▲
▲▲

▲▲
▲▲

▲▲
Hk(M)

Hk(point).

+ �

88rrrrrrrrrr

More generally, two manifolds M and N are called smoothly homotopy
equivalent if there exist smooth mappings f :M → N and g : N →M such
that g ◦ f is homotopic to IdM and f ◦ g is homotopic to IdN . If this is the
case, both H∗(f) and H∗(g) are isomorphisms, since

H∗(g) ◦H∗(f) = IdH∗(M) and H∗(f) ◦H∗(g) = IdH∗(N).

As an example consider a vector bundle (E, p,M) with zero section 0E :
M → E. Then p ◦ 0E = IdM whereas 0E ◦ p is homotopic to IdE via
(t, u) 7→ t.u. Thus H∗(E) is isomorphic to H∗(M).
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11.13. Example. The cohomology of spheres. For n ≥ 1 we have

Hk(Sn) =





R for k = 0,

0 for 1 ≤ k ≤ n− 1,

R for k = n,

0 for k > n,

Hk(S0) =

{
R2 for k = 0,

0 for k > 0.

We may say: The cohomology of Sn has two generators as a graded vector
space, one in dimension 0 and one in dimension n. The Poincaré polynomial
is given by fSn(t) = 1 + tn.

Proof. The assertion for S0 is obvious, and for S1 it was proved in (11.3)
so let n ≥ 2. Then H0(Sn) = R since it is connected, so let k > 0. Now fix
a north pole a ∈ Sn, 0 < ε < 1, and let

Sn = {x ∈ Rn+1 : |x|2 = 〈x, x〉 = 1},
U = {x ∈ Sn : 〈x, a〉 > −ε},
V = {x ∈ Sn : 〈x, a〉 < ε},

so U and V are overlapping northern and southern hemispheres, respectively,
which are diffeomorphic to an open ball and thus smoothly contractible.
Their cohomology is thus described in (11.12). Clearly U ∪ V = Sn and
U ∩ V ∼= Sn−1× (−ε, ε) which is obviously (smoothly) homotopy equivalent
to Sn−1. By theorem (11.10) we have the following part of the Mayer-
Vietoris sequence

Hk(U)⊕Hk(V ) // Hk(U ∩ V )
δ // Hk+1(Sn) // Hk+1(U)⊕Hk+1(V )

0 Hk(Sn−1) 0,

where the vertical isomorphisms are from (11.12). Thus Hk(Sn−1) is iso-
morphic to Hk+1(Sn) for k > 0 and n ≥ 2.

Next we look at the initial segment of the Mayer-Vietoris sequence:

0 // H0(Sn) // H0(U ⊔ V )
β // H0(U ∩ V )

δ // H1(Sn) // H1(U ⊔ V )

0 // R
α // R2 // R 0.

From exactness we have: In the lower line α is injective, so dim(kerβ) = 1,
so β is surjective and thus δ = 0. This implies that H1(Sn) = 0 for n ≥ 2.
Starting from Hk(S1) for k > 0 the result now follows by induction on n.

By looking more closely on the initial segment of the Mayer-Vietoris se-
quence for n = 1 and taking into account the form of δ : H0(S0)→ H1(S1),
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we could even derive the result for S1 without using (11.3). The reader is
advised to try this. �

11.14. Example. The Stiefel manifold V (k, n;R) of oriented orthonormal
k-frames in Rn (see (18.5)) has the following Poincaré polynomial:

For: fV (k,n) =

n = 2m, k = 2l + 1, l ≥ 0 : (1 + t2m−1)
l∏

i=1

(1 + t4m−4i−1)

n = 2m+ 1, k = 2l, l ≥ 1 :
l∏

i=1

(1 + t4m−4i+3)

n = 2m, k = 2l, m > l ≥ 1 : (1 + t2m−2l)(1 + t2m−1)
l−1∏

i=1

(1 + t4m−4i−1)

n = 2m+ 1, k = 2l + 1,

m > l ≥ 0 :
(1 + t2m−2l)

l−1∏

i=1

(1 + t4m−4i+3)

Since V (n− 1, n;R) = SO(n;R), we get

fSO(2m;R)(t) = (1 + t2m−1)
m−1∏

i=1

(1 + t4i−1),

fSO(2m+1,R)(t) =
m∏

i=1

(1 + t4i−1).

So the cohomology can be quite complicated. For a proof of these formulas
using the Gysin sequence for sphere bundles, see [80, II].

11.15. Relative de Rham cohomology. Let N ⊂ M be a closed sub-
manifold and let

Ωk(M,N) := {ω ∈ Ωk(M) : i∗ω = 0},

where i : N →M is the embedding. Since i∗ ◦d = d◦ i∗, we get a graded dif-
ferential subalgebra (Ω∗(M,N), d) of (Ω∗(M), d). Its cohomology, denoted
by H∗(M,N), is called the relative de Rham cohomology of the manifold
pair (M,N).

11.16. Lemma. In the setting of (11.15),

0→ Ω∗(M,N) →֒ Ω∗(M)
i∗−−−→ Ω∗(N)→ 0
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is an exact sequence of differential graded algebras. Thus by (11.8) we have
the long exact sequence in cohomology

· · · → Hk(M,N)→ Hk(M)→ Hk(N)
δ−−→ Hk+1(M,N)→ . . .

which is natural in the manifold pair (M,N). It is called the long exact
cohomology sequence of the pair (M,N).

Proof. We only have to show that i∗ : Ω∗(M) → Ω∗(N) is surjective. So
we have to extend each ω ∈ Ωk(N) to the whole of M . We cover N by
submanifold charts of M with respect to N . These and M \ N cover M .
On each of the submanifold charts one can easily extend the restriction of
ω and one can glue all these extensions by a partition of unity which is
subordinated to the cover of M . �

12. Cohomology with Compact Supports and Poincaré

Duality

12.1. Cohomology with compact supports. Let Ωkc (M) denote the
space of all k-forms with compact support on the manifold M . Since
supp(dω) ⊂ supp(ω), supp(LXω) ⊂ supp(X) ∩ supp(ω), and supp(iXω) ⊂
supp(X) ∩ supp(ω), all formulas of section (9) are also valid in Ω∗

c(M) =⊕dimM
k=0 Ωkc (M). So Ω∗

c(M) is an ideal and a differential graded subalgebra
of Ω∗(M). The cohomology of Ω∗

c(M)

Hk
c (M) : =

ker(d : Ωkc (M)→ Ωk+1
c (M))

im d : Ωk−1
c (M)→ Ωkc (M)

,

H∗
c (M) : =

dimM⊕

k=0

Hk
c (M)

is called the de Rham cohomology algebra with compact supports of the man-
ifold M . It has no unit if M is not compact.

12.2. Mappings. If f : M → N is a smooth mapping between manifolds
and if ω ∈ Ωkc (N) is a form with compact support, then f∗ω is a k-form
on M , in general with noncompact support. So Ω∗

c is not a functor on the
category of all smooth manifolds and all smooth mappings. But if we restrict
the morphisms suitably, then Ω∗

c becomes a functor. There are two ways to
do this:

(1) Ω∗
c is a contravariant functor on the category of all smooth manifolds

and proper smooth mappings (f is called proper if f−1(compact set) is
a compact set) by the usual pullback operation.
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(2) Ω∗
c is a covariant functor on the category of all smooth manifolds and

embeddings of open submanifolds: For i : U →֒M and ω ∈ Ωkc (U) just
extend ω by 0 off U to get i∗ω ∈ Ωkc (M). Clearly i∗ ◦ d = d ◦ i∗.

12.3. Remarks. (1) If a manifold M is a disjoint union, M =
⊔
αMα,

then we have obviously Hk
c (M) =

⊕
αH

k
c (Mα).

(2) H0
c (M) is a direct sum of copies of R, one for each compact connected

component of M .

(3) If M is compact, then Hk
c (M) = Hk(M).

12.4. The Mayer-Vietoris sequence with compact supports. Let
M be a smooth manifold, and let U , V ⊂ M be open subsets such that
M = U ∪ V . We consider the following embeddings:

U ∩ V
oO

jU

��⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧ o�

jV

��❄
❄❄

❄❄
❄❄

❄

U � o

iU ��❄
❄❄

❄❄
❄❄

❄
V
Oo

iV��⑧⑧
⑧⑧
⑧⑧
⑧⑧

M.

Theorem. The following sequence of graded differential algebras is exact:

0→ Ω∗
c(U ∩ V )

βc−−−→ Ω∗
c(U)⊕ Ω∗

c(V )
αc−−−→ Ω∗

c(M)→ 0,

where βc(ω) := ((jU )∗ω, (jV )∗ω) and αc(ϕ, ψ) = (iU )∗ϕ − (iV )∗ψ. So by
(11.8) we have the long exact sequence

· · · → Hk−1
c (M)

δc−−−→ Hk
c (U ∩ V )→ Hk

c (U)⊕Hk
c (V )→

→ Hk
c (M)

δc−−−→ Hk+1
c (U ∩ V )→ . . .

which is natural in the triple (M,U, V ). It is called the Mayer Vietoris
sequence with compact supports.

The connecting homomorphism δc : H
k
c (M)→ Hk+1

c (U ∩ V ) is given by

δc[ϕ] = [β−1
c dα−1

c (ϕ)] = [β−1
c d(fUϕ,−fV ϕ)]

= [dfU ∧ ϕ ↾ U ∩ V ] = −[dfV ∧ ϕ ↾ U ∩ V ].

Proof. The only part that is not completely obvious is that αc is surjective.
Let {fU , fV } be a partition of unity with supp(fU ) ⊂ U and supp(fV ) ⊂
V , and let ϕ ∈ Ωkc (M). Then fUϕ ∈ Ωkc (U) and −fV ϕ ∈ Ωkc (V ) satisfy
αc(fUϕ,−fV ϕ) = (fU + fV )ϕ = ϕ. �
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12.5. Proper homotopies. A smooth mapping h : R×M → N is called a
proper homotopy if h−1(compact set)∩([0, 1]×M) is compact. A continuous
homotopy h : [0, 1] ×M → N is a proper homotopy if and only if it is a
proper mapping.

Lemma. Let f, g : M → N be proper and proper homotopic. Then f∗ =
g∗ : Hk

c (N)→ Hk
c (M) for all k.

Proof. Recall the proof of lemma (11.4).
Claim. In the proof of (11.4) we have furthermore h̄ : Ωkc (N)→ Ωk−1

c (M).
Let ω ∈ Ωkc (N) and let K1 := supp(ω), a compact set in N . Then K2 :=
h−1(K1) ∩ ([0, 1] ×M) is compact in R ×M , and finally K3 := pr2(K2) is
compact in M . If x /∈ K3, then we have

(h̄ω)x = ((I10 ◦ iT ◦ h∗)ω)x =

∫ 1

0
(ins∗t (iTh

∗ω))x dt = 0.

The rest of the proof is then again as in (11.4). �

12.6. Lemma.

Hk
c (R

n) =

{
R for k = n,

0 otherwise.

Proof. We embed Rn into its one point compactification Rn∪{∞} which is
diffeomorphic to Sn; see (1.2). The embedding induces the exact sequence
of complexes

0→ Ωc(R
n)→ Ω(Sn)→ Ω(Sn)∞ → 0,

where Ω(Sn)∞ denotes the space of germs at the point∞ ∈ Sn. For germs at
a point the lemma of Poincaré (9.10) is valid, so we have H0(Ω(Sn)∞) = R
and Hk(Ω(Sn)∞) = 0 for k > 0. By theorem (11.8) there is a long exact
sequence in cohomology whose beginning is:

H0
c (R

n) // H0(Sn) // H0(Ω(Sn)∞)
δ // H1

c (R
n) // H1(Sn) // H1(Ω(Sn)∞)

0 R R 0.

From this we see that δ = 0 and consequently H1
c (R

n) ∼= H1(Sn). Another
part of this sequence for k ≥ 2 is:

Hk−1(Ω(Sn)∞)
δ // Hk

c (R
n) // Hk(Sn) // Hk(Ω(Sn)∞)

0 0.

It implies Hk
c (R

n) ∼= Hk(Sn) for all k. �



144 CHAPTER III. Differential Forms and de Rham Cohomology

12.7. Fiber integration. LetM be a manifold, and let pr1 :M×R→M .
We define an operator called the fiber integration

∫

fiber
: Ωkc (M × R)→ Ωk−1

c (M)

as follows. Let t be the coordinate function on R. A differential form with
compact support on M × R is a finite linear combination of two types of
forms:

(1) pr∗1 ϕ.f(x, t), or for short ϕ.f ,

(2) pr∗1 ϕ ∧ f(x, t) dt, or for short ϕ ∧ f dt,
where ϕ ∈ Ω(M) and f ∈ C∞

c (M × R,R). We then put

(1)
∫
fiber pr

∗
1 ϕf := 0,

(2)
∫
fiber pr

∗
1 ϕ ∧ f dt := ϕ

∫∞
−∞ f( , t) dt.

This is well defined since the only relation which we have to satisfy is
pr∗1(ϕg) ∧ f(x, t)dt = pr∗1 ϕg(x) ∧ f(x, t)dt.

Lemma. We have d ◦
∫
fiber

=
∫
fiber
◦d. Thus

∫
fiber

induces a linear mapping

in cohomology (∫

fiber

)

∗
: Hk

c (M × R)→ Hk−1
c (M),

which however is not an algebra homomorphism.

Proof. In case (1) we have
∫

fiber
d(ϕ.f) =

∫

fiber
dϕ.f + (−1)k

∫

fiber
ϕ.dMf + (−1)k

∫

fiber
ϕ.∂f∂t dt

= (−1)kϕ
∫ ∞

−∞
∂f
∂t dt = 0 since f has compact support

= d

∫

fiber
ϕ.f.

In case (2) we get
∫

fiber
d(ϕ ∧ fdt) =

∫

fiber
dϕ ∧ fdt+ (−1)k

∫

fiber
ϕ ∧ dMf ∧ dt

= dϕ

∫ ∞

−∞
f( , t)dt+ (−1)kϕ

∫ ∞

−∞
dMf( , t)dt

= d

(
ϕ

∫ ∞

−∞
f( , t)dt

)
= d

∫

fiber
ϕ ∧ fdt. �

In order to find a mapping in the converse direction, we let e = e(t)dt
be a compactly supported 1-form on R with

∫∞
−∞ e(t)dt = 1. We define
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e∗ : Ωkc (M)→ Ωk+1
c (M × R) by e∗(ϕ) = ϕ ∧ e. Then
de∗(ϕ) = d(ϕ ∧ e) = dϕ ∧ e+ 0 = e∗(dϕ),

so we have an induced mapping in cohomology e∗ : Hk
c (M)→ Hk+1

c (M×R).
We have

∫
fiber ◦e∗ = IdΩk

c (M), since
∫

fiber
e∗(ϕ) =

∫

fiber
ϕ ∧ e( )dt = ϕ

∫ ∞

−∞
e(t)dt = ϕ.

Next we define K : Ωkc (M × R)→ Ωk−1
c (M × R) by

(1) K(ϕ.f) := 0,

(2) K(ϕ ∧ fdt) = ϕ
∫ t
−∞ fdt− ϕ.A(t)

∫∞
−∞ fdt, where A(t) :=

∫ t
−∞ e(t)dt.

Lemma. Then we have

(3) IdΩk
c (M×R) − e∗ ◦

∫

fiber

= (−1)k−1(d ◦K −K ◦ d).

Proof. We have to check the two cases. In case (1) we have

(Id− e∗ ◦
∫

fiber
)(ϕ.f) = ϕ.f − 0,

(d ◦K −K ◦ d)(ϕ.f) = 0−K(dϕ.f + (−1)kϕ ∧ d1f + (−1)kϕ ∧ ∂f
∂t dt)

= −(−1)k
(
ϕ

∫ t

−∞
∂f
∂t dt− ϕ.A(t)

∫ ∞

−∞
∂f
∂t dt

)

= (−1)k−1ϕ.f + 0.

In case (2) we get

(Id− e∗ ◦
∫

fiber
)(ϕ ∧ fdt) = ϕ ∧ fdt− ϕ

∫ ∞

−∞
fdt ∧ e,

(d ◦K −K ◦ d)(ϕ ∧ fdt) = d

(
ϕ

∫ t

−∞
fdt− ϕ.A(t)

∫ ∞

−∞
fdt

)

−K(dϕ ∧ fdt+ (−1)k−1ϕ ∧ d1f ∧ dt)

= (−1)k−1

(
ϕ ∧ fdt− ϕ ∧ e

∫ ∞

−∞
fdt

)
. �

Corollary. The induced mappings
(∫

fiber

)
∗
and e∗ are inverse to each other

and thus isomorphisms between Hk
c (M × R) and Hk−1

c (M).

Proof. This is clear from the chain homotopy (3). �
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12.8. Second proof of (12.6). For k ≤ n we have

Hk
c (R

n) ∼= Hk−1
c (Rn−1) ∼= . . . ∼= H0

c (R
n−k)

=

{
0 for k < n,

H0
c (R

0) = R for k = n.

Note that the isomorphism Hn
c (R

n) ∼= R is given by integrating the dif-
ferential form with compact support with respect to the standard orien-
tation. This is well defined since by Stokes’s theorem (10.11) we have∫
Rn dω =

∫
∅ ω = 0, so the integral induces a mapping

∫
∗ : H

n
c (R

n)→ R. �

12.9. Example. We consider the open Möbius strip M in R3; see (1.22).
Open means without boundary. Then M is contractible onto S1; in fact M
is the total space of a real line bundle over S1. So from (11.12) we see that
Hk(M) ∼= Hk(S1) = R for k = 0, 1 and = 0 for k > 1.

Now we claim that Hk
c (M) = 0 for all k. For that we cut the Möbius strip

in two pieces which are glued at the end with one turn,

a

a

a

b
b

b

so that M = U ∪ V where U ∼= R2, V ∼= R2, and U ∩ V ∼= R2 ⊔ R2, the
disjoint union. We also know that H0

c (M) = 0 since M is not compact and
connected. Then the Mayer-Vietoris sequence (see (12.4)) is given by

H1
c (U)⊕H1

c (V ) // H1
c (M)

δ // H2
c (U ∩ V )

βc //

0 R⊕ R

βc // H2
c (U)⊕H2

c (V ) // H2
c (M) // H3

c (U ∩ V )

R⊕ R 0.

We shall show that the linear mapping βc has rank 2. So we read from
the sequence that H1

c (M) = 0 and H2
c (M) = 0. By reasons of dimension

Hk(M) = 0 for k > 2.

Let ϕ, ψ ∈ Ω2
c(U ∩ V ) be two forms, supported in the two connected com-

ponents, respectively, with integral 1 in the orientation induced from one
on U . Then

∫
U ϕ = 1,

∫
U ψ = 1, but for some orientation on V we have
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∫
V ϕ = 1 and

∫
V ψ = −1. So the matrix of the mapping βc in these bases is(

1 1
1 −1

)
, which has rank 2.

12.10. Mapping degree for proper mappings. Let f : Rn → Rn be a
smooth proper mapping; then f∗ : Ωkc (R

n) → Ωkc (R
n) is defined and is an

algebra homomorphism. So also the induced mapping in cohomology with
compact supports makes sense and by

Hn
c (R

n)
f∗ //

∼=
∫
∗
��

Hn
c (R

n)
∫
∗

∼=
��

R
deg f // R

a linear mapping R → R, i.e., multiplication by a real number, is defined.
This number deg f is called the mapping degree of f .

12.11. Lemma. The mapping degree of proper mappings has the following
properties:

(1) If f , g : Rn → Rn are proper, then deg(f ◦ g) = deg(f). deg(g).

(2) If f and g : Rn → Rn are proper homotopic (see (12.5)), then deg(f) =
deg(g).

(3) deg(IdRn) = 1.

(4) If f : Rn → Rn is proper and not surjective, then deg(f) = 0.

Proof. Only statement (4) needs a proof. Since f is proper, f(Rn) is closed
in Rn: For K compact in Rn the inverse image K1 = f−1(K) is compact, so
f(K1) = f(Rn)∩K is compact, thus closed. By local compactness f(Rn) is
closed.

Suppose that there exists x ∈ Rn\f(Rn); then there is an open neighborhood
U ⊂ Rn \ f(Rn). We choose a bump n-form α on Rn with support in U
and

∫
α = 1. Then f∗α = 0, so deg(f) = 0 since [α] is a generator of

Hn
c (R

n). �

12.12. Lemma. For a proper smooth mapping f : Rn → Rn the mapping
degree is an integer; in fact for any regular value y of f we have

deg(f) =
∑

x∈f−1(y)

sign(det(df(x))) ∈ Z.

Proof. By the Morse-Sard theorem, see (1.18), there exists a regular value
y of f . If f−1(y) = ∅, then f is not surjective, so deg(f) = 0 by (12.11.4)
and the formula holds. If f−1(y) 6= ∅, then for all x ∈ f−1(y) the tangent
mapping Txf is surjective, thus an isomorphism. By the inverse mapping
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theorem f is locally a diffeomorphism from an open neighborhood of x onto a
neighborhood of y. Thus f−1(y) is a discrete and compact set, say f−1(y) =
{x1, . . . , xk} ⊂ Rn.

Now we choose pairwise disjoint open neighborhoods Ui of xi and an open
neighborhood V of y such that f : Ui → V is a diffeomorphism for each
i. We choose an n-form α on Rn with support in V and

∫
α = 1. So

f∗α =
∑

i(f |Ui)∗α and moreover
∫

Ui

(f |Ui)∗α = sign(det(df(xi)))

∫

V
α = sign(det(df(xi))),

deg(f) =

∫

Rn

f∗α =
∑

i

∫

Ui

(f |Ui)∗α =
k∑

i

sign(det(df(xi))) ∈ Z. �

12.13. Example. The last result for a proper smooth mapping f : R→ R
can be interpreted as follows: Think of f as parametrizing the path of a car
on an (infinite) street. A regular value of f is then a position on the street
where the car never stops. Wait there and count the directions of the passes
of the car: The sum is the mapping degree, the number of journeys from
−∞ to ∞. In dimension 1 it can be only −1, 0, or +1 (why?).

12.14. Poincaré duality. Let M be an oriented smooth manifold of di-
mension m without boundary. By Stokes’s theorem (10.11), the integral
operator

∫
: Ωmc (M)→ R vanishes on exact forms and induces the cohomo-

logical integral

(1)

∫

∗
: Hm

c (M)→ R.

It is surjective (use a bump m-form with small support). The Poincaré
product is the bilinear form

P kM : Hk(M)×Hm−k
c (M)→ R,(2)

P kM ([α], [β]) =

∫

∗
[α] ∧ [β] =

∫

M
α ∧ β.

It is well defined since for β closed dγ ∧ β = d(γ ∧ β), etc. If j : U → M
is an orientation preserving embedding of an open submanifold, then for
[α] ∈ Hk(M) and for [β] ∈ Hm−k

c (U) we may compute as follows:

P kU (j
∗[α], [β]) =

∫

∗
(j∗[α]) ∧ [β] =

∫

U
j∗α ∧ β(3)

=

∫

U
j∗(α ∧ j∗β) =

∫

j(U)
α ∧ j∗β

=

∫

M
α ∧ j∗β = P kM ([α], j∗[β]).
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Now we define the Poincaré duality operator

Dk
M : Hk(M)→ (Hm−k

c (M))∗,(4)

〈[β], Dk
M [α]〉 = P kM ([α], [β]).

For example, we have

D0
Rn(1) = (

∫

Rn

)∗ ∈ (Hn
c (R

n))∗.

Let M = U ∪V with U , V open in M ; then we have the two Mayer-Vietoris
sequences from (11.10) and from (12.4)

· · ·→Hk(M)
α∗−−−→Hk(U)⊕Hk(V )

β∗−−−→Hk(U ∩ V )
δ−−→Hk+1(M)→ · · ·

Hm−k
c (M)←Hm−k

c (U)⊕Hm−k
c (V )←Hm−k

c (U ∩ V )
δc←−−− Hm−(k+1)

c (M).

We take dual spaces and dual mappings in the second sequence and we
replace δ in the first sequence by (−1)k−1δ and get the following diagram
which is commutative as we will see in a moment:

(5)
...

(−1)k−2δ

��

...

δ∗c

��
Hk(M)

(i∗U ,i
∗
V )

��

Dk
M // Hm−k

c (M)∗

((iU )∗,(iV )∗)∗

��
Hk(U)⊕Hk(V )

j∗U−j∗V
��

Dk
U⊕Dk

V// Hm−k
c (U)∗ ⊕Hm−k

c (V )∗

((jU )∗−(jV )∗)∗

��
Hk(U ∩ V )

(−1)k−1δ

��

DU∩V // Hm−k
c (U ∩ V )∗

δ∗c
��

Hk+1(M)

��

Dk+1
M // H

m−(k+1)
c (M)∗

��
...

...

12.15. Lemma. Diagram (12.14.5) commutes.

Proof. The first and the second square from the top commute by (12.14.3).
So we have to check that the bottom one commutes. Let [α] ∈ Hk(U ∩ V )
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and [β] ∈ Hm−(k+1)
c (M), and let (fU , fV ) be a partition of unity which is

subordinated to the open cover (U, V ) of M . Then we have

〈[β], Dk+1
M (−1)k−1δ[α]〉 = P k+1

M ((−1)k−1δ[α], [β])

= P k+1
M ((−1)k−1[dfV ∧ α], [β]) by (11.10)

= (−1)k−1

∫

M
dfV ∧ α ∧ β,

〈[β], δ∗cDk
U∩V [α]〉 = 〈δc[β], Dk

U∩V [α]〉 = P kU∩V ([α], δc[β])

= P kU∩V ([α], [dfU ∧ β] = −[dfV ∧ β]) by (12.4)

= −
∫

U∩V
α ∧ dfV ∧ β = −(−1)k

∫

M
dfV ∧ α ∧ β. �

12.16. Theorem. Poincaré duality. If M is an oriented manifold of
dimension m without boundary, then the Poincaré duality mapping

Dk
M : Hk(M)→ Hm−k

c (M)∗

is a linear isomorphism for each k.

Proof. Step 1. Let O be an i-base for the open sets of M , i.e., O is a basis
containing all finite intersections of sets in O. Let Of be the set of all open
sets in M which are finite unions of sets in O. Let Os be the set of all open
sets in M which are at most countable disjoint unions of sets in O. Then
obviously Of and Os are again i-bases.

Step 2. Let O be an i-base for M . If DO : H(O) → Hc(O)∗ is an isomor-
phism for all O ∈ O, then it is so also for all O ∈ Of .
Let U ∈ Of , U = O1 ∪ · · · ∪ Ok for Oi ∈ O. We consider O1 and V =
O2 ∪ · · · ∪ Ok. Then O1 ∩ V = (O1 ∩ O2) ∪ · · · ∪ (O1 ∩ Ok) is again a
union of elements of O since it is an i-base. Now we prove the claim by
induction on k. The case k = 1 is trivial. By induction DO1 , DV , and
DO1∩V are isomorphisms, so DU is also an isomorphism by the five-lemma
(11.9) applied to the diagram (12.14.5).

Step 3. If O is a basis of open sets in M such that DO is an isomorphism
for all O ∈ O, then it is so also for all O ∈ Os.
If U ∈ Os, we have U = O1 ⊔ O2 ⊔ . . . =

⊔∞
i=1Oi for Oi ∈ O. But then the

diagram

H(U)

DU

��

∏∞
i=1H(Oi)

∏
DOi

��
Hc(U)∗ (

⊕∞
i=1Hc(Oi))

∗ ∏∞
i=1Hc(Oi)

∗

commutes and implies that DU is an isomorphism.
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Step 4. If DO is an isomorphism for each O ∈ O where O is an i-base for
the open sets of M , then DU is an isomorphism for each open set U ⊂M .

Namely, ((Of )s)f contains all open sets of M ; then the result follows from
steps 2 and 3. Indeed, given an open U ⊂M , choose compact sets Ki ⊂M
with Ki ⊂ Ki+1 and U =

⋃∞
i=1Ki. Then we choose open sets Oi ∈ Of for

i = 1, 2, . . . of U such that Oi is compact,
⋃k
i=1Oi ⊃ Kk so that the Oi also

cover U ,
⋃k
i=1Oi ⊃

⋃k−1
i=1 Oi, and Oi ∩Oj = ∅ unless j = i− 1 or j = i+ 1.

Then let V1 =
⋃
i≥0O2i+1 and V2 =

⋃
i≥1O2i which are elements of (Of )s.

Hence U = V1 ∪ V2 is in ((Of )s)f .
Step 5. DRm : H(Rm)→ Hc(R

m)∗ is an isomorphism.

We have

Hk(Rm) =

{
R for k = 0,

0 for k > 0,
Hk
c (R

m) =

{
R for k = m,

0 for k 6= m.

The class [1] is a generator for H0(Rm), and [α] is a generator for Hm
c (Rm)

where α is any m-form with compact support and
∫
M α = 1. But then

P 0
Rm([1], [α]) =

∫
Rm 1.α = 1.

Step 6. For each open subset U ⊂ Rm the mapping DU is an isomorphism.

The set {{x ∈ Rm : ai < xi < bi for all i} : ai < bi} is an i-base of Rm. Each
element O in it is diffeomorphic (with orientation preserved) to Rm, so DO

is an isomorphism by step 5. From step 4 the result follows.

Step 7. DM is an isomorphism for each oriented manifold M .

Let O be the set of all open subsets ofM which are diffeomorphic to an open
subset of Rm, i.e., all charts of a maximal atlas. Then O is an i-base for M ,
and DO is an isomorphism for each O ∈ O. By step 4 the operator DU is an
isomorphism for each open U in M ; thus also DM is an isomorphism. �

12.17. Corollary. For each oriented manifold M without boundary the
bilinear pairings

PM : H∗(M)×H∗
c (M)→ R,

P kM : Hk(M)×Hm−k
c (M)→ R

are not degenerate.

12.18. Corollary. Let j : U →M be the embedding of an open submanifold
of an oriented manifold M of dimension m without boundary. Then of the
following two mappings one is an isomorphism if and only if the other one
is:

j∗ : Hk(U)← Hk(M),

j∗ : Hm−k
c (U)→ Hm−k

c (M).
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Proof. Use (12.14.3), P kU (j
∗[α], [β]) = P kM ([α], j∗[β]). �

12.19. Theorem. Let M be an oriented connected manifold of dimension
m without boundary. Then the integral∫

∗
: Hm

c (M)→ R

is an isomorphism. So ker
∫
M = d(Ωm−1

c (M)) ⊂ Ωmc (M).

Proof. Considering m-forms with small support shows that the integral is
surjective. By Poincaré duality (12.16), dimRH

m
c (M)∗ = dimRH

0(M) = 1
since M is connected. �

Definition. The uniquely defined cohomology class ωM ∈ Hm
c (M) with

integral
∫
M ωM = 1 is called the orientation class of the manifold M .

12.20. Relative cohomology with compact supports. Let M be a
smooth manifold and let N be a closed submanifold. Then the injection
i : N →M is a proper smooth mapping. We consider the spaces

Ωkc (M,N) := {ω ∈ Ωkc (M) : ω|N = i∗ω = 0}
whose direct sum (Ω∗

c(M,N), d) is a graded differential subalgebra of the
graded differential algebra (Ω∗

c(M), d). Its cohomology, H∗
c (M,N), is called

the relative de Rham cohomology with compact supports of the manifold pair
(M,N). The sequence of graded differential algebras

0→ Ω∗
c(M,N) →֒ Ω∗

c(M)
i∗−−−→ Ω∗

c(N)→ 0

is exact. This is seen by the same proof as of (11.16) with some obvious
changes. Thus by (11.8) we have the long exact sequence in cohomology

· · · → Hk
c (M,N)→ Hk

c (M)→ Hk
c (N)

δ−−→ Hk+1
c (M,N)→ . . .

which is natural in the manifold pair (M,N). It is called the long exact
cohomology sequence with compact supports of the pair (M,N).

12.21. Now let M be an oriented smooth manifold of dimension m with
boundary ∂M . Then ∂M is a closed submanifold of M . Since for ω ∈
Ωm−1
c (M,∂M) we have

∫
M dω =

∫
∂M ω =

∫
∂M 0 = 0, the integral of m-

forms factors as

Ωmc (M,∂M)

����

� � // Ωmc (M)

∫
M // R

Hm
c (M,∂M)

∫
∗

44

to the cohomological integral
∫
∗ : H

m
c (M,∂M)→ R.
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Example. Let I = [a, b] be a compact interval; then ∂I = {a, b}. We have

H1(I) = 0 since fdt = d
∫ t
a f(s)ds. The long exact sequence in cohomology

of the pair (I, ∂I) is

0 // H0(I, ∂I) // H0(I) // H0(∂I)
δ // H1(I, ∂I) //

∼=
∫
∗ ��

H1(I) // H1(∂I)

0 R R2 R 0 0.

The connecting homomorphism δ : H0(∂I) → H1(I, ∂I) is given by the
following procedure: Let (f(a), f(b)) ∈ H0(∂I), where f ∈ C∞(I). Then

δ(f(a), f(b)) = [df ] =

∫

∗
[df ] =

∫ b

a
df =

∫ b

a
f ′(t)dt = f(b)− f(a).

So the fundamental theorem of calculus can be interpreted as the connecting
homomorphism for the long exact sequence of the relative cohomology for
the pair (I, ∂I).

The general situation. Let M be an oriented smooth manifold with
boundary ∂M . We consider the following piece of the long exact sequence
in cohomology with compact supports of the pair (M,∂M):

Hm−1
c (M) // Hm−1

c (∂M)
δ //

∫
∗
��

Hm
c (M,∂M) //

∫
∗

��

Hm
c (M) // 0

R R.

The connecting homomorphism is given by

δ[ω|∂M ] = [dω]Hm
c (M,∂M), ω ∈ Ωm−1

c (M),

so commutation of the diagram above is equivalent to the validity of Stokes’s
theorem.

13. De Rham Cohomology of Compact Manifolds

13.1. The oriented double cover. Let M be a manifold. We consider
the orientation bundle Or(M) of M which we discussed in (10.6), and we
consider the subset or(M) := {v ∈ Or(M) : |v| = 1}; see (10.7) for the
modulus. We shall see shortly that it is a submanifold of the total space
Or(M), that it is orientable, and that πM : or(M) → M is a double cover
of M . The manifold or(M) is called the orientable double cover of M .

We first check that the total space Or(M) of the orientation bundle is ori-
entable. Let (Uα, uα) be an atlas for M . Then the orientation bundle is
given by the cocycle of transition functions

ταβ(x) = signϕαβ(x) = sign det d(uβ ◦ u−1
α )(uα(x)).
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Let (Uα, τα) be the induced vector bundle atlas for Or(M); see (8.3). We
consider the mappings

Or(M)|Uα
τα //

πM
$$❏

❏❏
❏❏

❏❏
❏❏

❏
Uα × R

uα×Id //

pr1{{✇✇
✇✇
✇✇
✇✇
✇

uα(Uα)× R ⊂ Rm+1

Uα

and we use them as charts for Or(M). The chart changes uβ(Uαβ) × R →
uα(Uαβ)× R are then given by

(y, t) 7→ (uα ◦ u−1
β (y), ταβ(u

−1
β (y))t)

= (uα ◦ u−1
β (y), sign det d(uβ ◦ u−1

α )((uα ◦ u−1
β )(y))t)

= (uα ◦ u−1
β (y), sign det d(uα ◦ u−1

β )(y)t).

The Jacobi matrix of this mapping is
(
d(uα ◦ u−1

β )(y) ∗
0 sign det d(uα ◦ u−1

β )(y)

)

which has positive determinant.

Now we let Z := {v ∈ Or(M) : |v| ≤ 1} which is a submanifold with
boundary in Or(M) of the same dimension and thus orientable. Its boundary
∂Z coincides with or(M), which is thus orientable.

Next we consider the diffeomorphism ϕ : or(M)→ or(M) which is induced
by the multiplication with −1 in Or(M). We have ϕ ◦ϕ = Id and π−1

M (x) =
{z, ϕ(z)} for z ∈ or(M) and πM (z) = x.

Suppose that the manifold M is connected. Then the oriented double cover
or(M) has at most two connected components, since πM is a two sheeted
covering map. If or(M) has two components, then ϕ restricts to a diffeo-
morphism between them. The projection πM , if restricted to one of the
components, becomes invertible, so Or(M) admits a section which vanishes
nowhere; thus M is orientable. So we see that or(M) is connected if and
only if M is not orientable.

The pullback mapping ϕ∗ : Ω(or(M))→ Ω(or(M)) also satisfies ϕ∗◦ϕ∗ = Id.
We put

Ω+(or(M)) : = {ω ∈ Ω(or(M)) : ϕ∗ω = ω},
Ω−(or(M)) : = {ω ∈ Ω(or(M)) : ϕ∗ω = −ω}.

For each ω ∈ Ω(or(M)) we have ω = 1
2(ω+ϕ

∗ω)+ 1
2(ω−ϕ∗ω) ∈ Ω+(or(M))⊕

Ω−(or(M)), so Ω(or(M)) = Ω+(or(M))⊕Ω−(or(M)). Since d ◦ϕ∗ = ϕ∗ ◦d,
these two subspaces are invariant under d; thus we conclude that

(1) Hk(or(M)) = Hk(Ω+(or(M)))⊕Hk(Ω−(or(M))).
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Since π∗M : Ω(M) → Ω(or(M)) is an embedding with image Ω+(or(M)),

we see that the induced mapping π∗M : Hk(M) → Hk(or(M)) is also an

embedding with image Hk(Ω+(or(M))).

13.2. Theorem. For a compact manifold M we have dimRH
∗(M) <∞.

Proof. Step 1. If M is orientable, we have by Poincaré duality (12.16)

Hk(M)
Dk

M−−−−→∼=
(Hm−k

c (M))∗ = (Hm−k(M))∗
(Dm−k

M )∗←−−−−−−−∼=
(Hk

c (M))∗∗,

soHk(M) is finite-dimensional since otherwise dim(Hk(M))∗ > dimHk(M).

Step 2. LetM be not orientable. Then from (13.1) we see that the oriented
double cover or(M) of M is compact, oriented, and connected, and we have
dimHk(M) = dimHk(Ω+(or(M))) ≤ dimHk(or(M)) <∞. �

13.3. Theorem. Let M be a connected manifold of dimension m. Then

Hm(M) ∼=
{
R if M is compact and orientable,

0 otherwise.

Proof. If M is compact and orientable, the integral
∫
∗ : H

m(M)→ R is an
isomorphism, by (12.19).

Next let M be compact but not orientable. Then the oriented double cover
or(M) is connected, compact and oriented. Let ω ∈ Ωm(or(M)) be an m-
form which vanishes nowhere. Then also ϕ∗ω is nowhere zero where ϕ :
or(M) → or(M) is the covering transformation from (13.1). So ϕ∗ω = fω
for a function f ∈ C∞(or(M)) which vanishes nowhere. So f > 0 or f < 0.
If f > 0, then α := ω + ϕ∗ω = (1 + f)ω is again nowhere 0 and ϕ∗α = α,
so α = π∗Mβ for an m-form β on M without zeros. So M is orientable, a
contradiction. Thus f < 0 and ϕ changes the orientation.

The m-form γ := ω − ϕ∗ω = (1 − f)ω has no zeros, so
∫
or(M) γ > 0 if we

orient or(M) using ω; thus the cohomology class [γ] ∈ Hm(or(M)) is not
zero. But ϕ∗γ = −γ so γ ∈ Ω−(or(M)); thus Hm(Ω−(or(M))) 6= 0. By
the first part of the proof we have Hm(or(M)) = R and from (13.1) we get
Hm(or(M)) = Hm(Ω−(or(M))), so Hm(M) = Hm(Ω+(or(M))) = 0.

Finally let us suppose that M is not compact. If M is orientable, we have
by Poincaré duality (12.16) and by (12.3.1) that Hm(M) ∼= H0

c (M)∗ = 0.

If M is not orientable, then or(M) is connected by (13.1) and not compact,
so Hm(M) = Hm(Ω+(or(M))) ⊂ Hm(or(M)) = 0. �
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13.4. Corollary. Let M be a connected manifold which is not orientable.
Then or(M) is orientable and the Poincaré duality pairing of or(M) satisfies

P kor(M)(H
k
+(or(M)), (Hm−k

c )+(or(M))) = 0,

P kor(M)(H
k
−(or(M)), (Hm−k

c )−(or(M))) = 0,

Hk
+(or(M)) ∼= (Hm−k

c )−(or(M))∗,

Hk
−(or(M)) ∼= (Hm−k

c )+(or(M))∗.

Proof. From (13.1) we know that or(M) is connected and orientable. So
R = H0(or(M)) ∼= Hm

c (or(M))∗.

Now we orient or(M) and choose a nonnegative bump m-form ω with com-
pact support on or(M) so that

∫
or(M) ω > 0. From the proof of (13.3)

we know that the covering transformation ϕ : or(M) → or(M) changes
the orientation, so ϕ∗ω is negatively oriented, i.e.,

∫
or(M) ϕ

∗ω < 0. Then

ω−ϕ∗ω ∈ Ωm− (or(M)) and
∫
or(M)(ω−ϕ∗ω) > 0, so (Hm

c )−(or(M)) = R and

(Hm
c )+(or(M)) = 0.

Since ϕ∗ is an algebra homomorphism, we have

Ωk+(or(M)) ∧ (Ωm−k
c )+(or(M)) ⊂ (Ωmc )+(or(M)),

Ωk−(or(M)) ∧ (Ωm−k
c )−(or(M)) ⊂ (Ωmc )+(or(M)).

From (Hm
c )+(or(M)) = 0 the first two results follows. The last two asser-

tions then follow from this and Hk(or(M)) = Hk
+(or(M))⊕Hk

−(or(M)) and

the analogous decomposition of Hk
c (or(M)). �

13.5. Theorem. For the real projective spaces we have

H0(RPn) = R,

Hk(RPn) = 0 for 1 ≤ k < n,

Hn(RPn) =

{
R for odd n,

0 for even n.

Proof. The projection π : Sn → RPn is a smooth covering mapping with
two sheets; the covering transformation is the antipodal mapping A : Sn →
Sn, x 7→ −x. We put Ω+(S

n) = {ω ∈ Ω(Sn) : A∗ω = ω} and Ω−(Sn) =
{ω ∈ Ω(Sn) : A∗ω = −ω}. The pullback π∗ : Ω(RPn) → Ω(Sn) is an
embedding onto Ω+(S

n).

Let ∆ be the determinant function on the oriented Euclidean space Rn+1.
We identify TxS

n with {x}⊥ in Rn+1 and we consider the n-form ωSn ∈
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Ωn(Sn) which is given by (ωSn)x(X1, . . . , Xn) = ∆(x,X1, . . . , Xn). Then we
have

(A∗ωSn)x(X1, . . . , Xn) = (ωSn)A(x)(TxA.X1, . . . , TxA.Xn)

= (ωSn)−x(−X1, . . . ,−Xn)

= ∆(−x,−X1, . . . ,−Xn)

= (−1)n+1∆(x,X1, . . . , Xn)

= (−1)n+1(ωSn)x(X1, . . . , Xn).

Since ωSn is invariant under the action of the group SO(n + 1,R), it must
be the Riemann volume form, so
∫

Sn

ωSn = vol(Sn) =
(n+ 1)π

n+1
2

Γ(n+3
2 )

=

{
2πk

(k−1)! for n = 2k − 1,
2kπk−1

1·3·5...(2k−3) for n = 2k − 2.

Thus [ωSn ] ∈ Hn(Sn) is a generator for the cohomology. We have A∗ωSn =
(−1)n+1ωSn , so

ωSn ∈
{
Ωn+(S

n) for odd n,

Ωn−(S
n) for even n.

Thus Hn(RPn) = Hn(Ω+(S
n)) equals Hn(Sn) = R for odd n and equals 0

for even n.

Since RPn is connected, we have H0(RPn) = R. For 1 ≤ k < n we have
Hk(RPn) = Hk(Ω+(S

n)) ⊂ Hk(Sn) = 0. �

13.6. Corollary. Let M be a compact manifold. Then for all Betti num-
bers, we have bk(M) := dimRH

k(M) <∞. If M is compact and orientable
of dimension m, we have bk(M) = bm−k(M).

Proof. This follows from (13.2) and from Poincaré duality (12.16). �

13.7. Euler-Poincaré characteristic. If M is compact, then all Betti
numbers are finite, so the Euler-Poincaré characteristic (see also (11.2))

χM =

dimM∑

k=0

(−1)kbk(M) = fM (−1)

is defined.

Theorem. Let M be a compact and orientable manifold of dimension m.
Then we have:

(1) If m is odd, then χM = 0.

(2) If m = 2n for odd n, then χM ≡ bn(M) ≡ 0 mod (2).

(3) If m = 4k, then χM ≡ b2k(M) ≡ signature(P 2k
M ) mod (2).



158 CHAPTER III. Differential Forms and de Rham Cohomology

Proof. From (13.6) we have bq(M) = bm−q(M). Thus the Euler-Poincaré
characteristic is χM =

∑m
q=0(−1)qbq =

∑m
q=0(−1)qbm−q = (−1)mχM which

implies (1).

If m = 2n, we have χM =
∑2n

q=0(−1)qbq = 2
∑n−1

q=0 (−1)qbq + (−1)nbn, so
χM ≡ bn mod (2). In general we have for a compact oriented manifold

P qM ([α], [β]) =

∫

M
α∧ β = (−1)q(m−q)

∫

M
β ∧α = (−1)q(m−q)Pm−q

M ([β], [α]).

For odd n and m = 2n we see that PnM is a skew-symmetric nondegenerate
bilinear form on Hn(M), so bn must be even (see (4.7) or (31.4) below)
which implies (2).

(3) If m = 4k, then P 2k
M is a nondegenerate symmetric bilinear form on

H2k(M), an inner product. By the signature of a nondegenerate symmetric
inner product one means the number of positive eigenvalues minus the num-
ber of negative eigenvalues, so the number dimH2k(M)+−dimH2k(M)− =:
a+−a−, but since H2k(M)+⊕H2k(M)− = H2k(M), we have a++a− = b2k,
so a+ − a− = b2k − 2a− ≡ b2k mod (2). �

13.8. The mapping degree. Let M and N be smooth compact oriented
manifolds, both of the same dimension m. Then for any smooth mapping
f : M → N there is a real number deg f , called the degree of f , which is
given in the bottom row of the diagram

Hm(M)

∼=
∫
∗
��

Hm(N)
Hm(f)
oo

∼=
∫
∗
��

R R
deg foo

where the vertical arrows are isomorphisms by (12.19) and where deg f is
the linear mapping given by multiplication with that number. So we also
have the defining relation

∫

M
f∗ω = deg f

∫

N
ω for all ω ∈ Ωm(N).

13.9. Lemma. The mapping degree deg has the following properties:

(1) deg(f ◦ g) = deg f · deg g, and deg(IdM ) = 1.

(2) If f , g :M → N are (smoothly) homotopic, then deg f = deg g.

(3) If deg f 6= 0, then f is surjective.

(4) If f : M → M is a diffeomorphism, then deg f = 1 if f respects the
orientation and deg f = −1 if f reverses the orientation.
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Proof. (1) and (2) are clear. (3) If f(M) 6= N , we choose a bump m-form
ω on N with support in the open set N \ f(M). Then f∗ω = 0 so we have
0 =

∫
M f∗ω = deg f

∫
N ω. Since

∫
N ω 6= 0, we get deg f = 0.

(4) follows either directly from the definition of the integral (10.7) or from
(13.11) below. �

13.10. Examples on spheres. Let f ∈ O(n + 1,R) and restrict it to
a mapping f : Sn → Sn. Then deg f = det f . This follows from the
description of the volume form on Sn given in the proof of (13.5).

Let f , g : Sn → Sn be smooth mappings. If f(x) 6= −g(x) for all x ∈ Sn,
then the mappings f and g are smoothly homotopic: The homotopy moves
f(x) along the shorter arc of the geodesic (big circle) to g(x). So deg f =
deg g.

If f(x) 6= −x for all x ∈ Sn, then f is homotopic to IdSn , so deg f = 1.

If f(x) 6= x for all x ∈ Sn, then f is homotopic to−IdSn , so deg f = (−1)n+1.

The hairy ball theorem says that on Sn for even n each vector field vanishes
somewhere. This can be seen as follows. The tangent bundle of the sphere
is

TSn = {(x, y) ∈ Rn+1 × Rn+1 : |x|2 = 1, 〈x, y〉 = 0},
so a vector field without zeros is a mapping x 7→ (x, g(x)) with g(x)⊥x; then
f(x) := g(x)/|g(x)| defines a smooth mapping f : Sn → Sn with f(x)⊥x
for all x. So f(x) 6= x for all x; thus deg f = (−1)n+1 = −1. But also
f(x) 6= −x for all x, so deg f = 1, a contradiction.

Finally we consider the unit circle S1 i−−→ C = R2. Its volume form is given

by ω := i∗(x dy− y dx) = i∗ x dy−y dx
x2+y2

; obviously we have
∫
S1 xdy− ydx = 2π.

Now let f : S1 → S1 be smooth, f(t) = (x(t), y(t)) for 0 ≤ t ≤ 2π. Then

deg f =
1

2π

∫

S1

f∗(xdy − ydx)

is the winding number about 0 from complex analysis.

13.11. The mapping degree is an integer. Let f : M → N be a
smooth mapping between compact oriented manifolds of dimension m. Let
b ∈ N be a regular value for f which exists by Sard’s theorem; see (1.18).
Then for each x ∈ f−1(b) the tangent mapping Txf is invertible, so f is a
diffeomorphism near x. Thus f−1(b) is a finite set, since M is compact. We
define the mapping ε :M → {−1, 0, 1} by

ε(x) =





0 if Txf is not invertible,

1 if Txf is invertible and respects orientations,

−1 if Txf is invertible and changes orientations.
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13.12. Theorem. In the setting of (13.11), if b ∈ N is a regular value for
f , then

deg f =
∑

x∈f−1(b)

ε(x).

In particular deg f is always an integer.

Proof. The proof is the same as for lemma (12.12) with obvious changes.
�

14. Lie Groups III. Analysis on Lie Groups

Invariant Integration on Lie Groups

14.1. Invariant differential forms on Lie groups. Let G be a real Lie
group of dimension n with Lie algebra g. Then the tangent bundle of G is
a trivial vector bundle, see (6.7), so G is orientable. Recall from section (4)
the notation:

µ : G×G→ G, multiplication, µ(x, y) = x.y.

µa : G→ G, left translation, µa(x) = a.x.

µa : G→ G, right translation, µa(x) = x.a.

ν : G→ G, inversion, ν(x) = x−1.

e ∈ G, the unit element.

A differential form ω ∈ Ωn(G) is called left invariant if

µ∗xω = ω for all x ∈ G.
Then ω is uniquely determined by its value

ωe ∈
n∧
T ∗G =

n∧
g∗.

For each determinant function ∆ on g there is a unique left invariant n-form
L∆ on G which is given by

(L∆)x(X1, . . . , Xn) := ∆(Tx(µx−1).X1, . . . , Tx(µx−1).Xn),(1)

(L∆)x = Tx(µx−1)∗∆.

Likewise there is a unique right invariant n-form R∆ which is given by

(2) (R∆)x(X1, . . . , Xn) := ∆(Tx(µ
x−1

).X1, . . . , Tx(µ
x−1

).Xn).

14.2. Lemma. We have for all a ∈ G
(µa)∗L∆ = det(Ad(a−1))L∆,(1)

(µa)
∗R∆ = det(Ad(a))R∆,(2)

(R∆)a = det(Ad(a))(L∆)a.(3)
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Proof. We compute as follows:

((µa)∗L∆)x(X1, . . . , Xn) = (L∆)xa(Tx(µ
a).X1, . . . , Tx(µ

a).Xn)

= ∆(Txa(µ(xa)−1).Tx(µ
a).X1, . . . , Txa(µ(xa)−1).Tx(µ

a).Xn)

= ∆(Ta(µa−1).Txa(µx−1).Tx(µ
a).X1, . . . , Ta(µa−1).Txa(µx−1).Tx(µ

a).Xn)

= ∆(Ta(µa−1).Te(µ
a).Tx(µx−1).X1, . . . , Ta(µa−1).Te(µ

a).Tx(µx−1).Xn)

= ∆(Ad(a−1).Tx(µx−1).X1, . . . ,Ad(a
−1).Tx(µx−1).Xn)

= det(Ad(a−1))∆(Tx(µx−1).X1, . . . , Tx(µx−1).Xn)

= det(Ad(a−1))(L∆)x(X1, . . . , Xn),

((µa)
∗R∆)x(X1, . . . , Xn) = (R∆)ax(Tx(µa).X1, . . . , Tx(µa).Xn)

= ∆(Tax(µ
(ax)−1

).Tx(µa).X1, . . . , Tax(µ
(ax)−1

).Tx(µa).Xn)

= ∆(Ta(µ
a−1

).Tax(µ
x−1

).Tx(µa).X1, . . . , Ta(µ
a−1

).Tax(µ
x−1

).Tx(µa).Xn)

= ∆(Ta(µ
a−1

).Te(µa).Tx(µ
x−1

).X1, . . . , Ta(µ
a−1

).Te(µa).Tx(µ
x−1

).Xn)

= ∆(Ad(a).Tx(µ
x−1

).X1, . . . ,Ad(a).Tx(µ
x−1

).Xn)

= det(Ad(a))∆(Tx(µ
x−1

).X1, . . . , Tx(µ
x−1

).Xn)

= det(Ad(a))(R∆)x(X1, . . . , Xn),

det(Ad(a))(L∆)a(X1, . . . , Xn)

= det(Ad(a))∆(Ta(µa−1).X1, . . . , Ta(µa−1).Xn)

= ∆(Ad(a).Ta(µa−1).X1, . . . ,Ad(a).Ta(µa−1).Xn)

= ∆(Ta(µ
a−1

).Te(µa).Ta(µa−1).X1, . . . , Ta(µ
a−1

).Te(µa).Ta(µa−1).Xn)

= ∆(Ta(µ
a−1

).X1, . . . , Ta(µ
a−1

).Xn) = (R∆)a(X1, . . . , Xn). �

14.3. Corollary and Definition. The Lie group G admits a bi-invariant
(i.e., left and right invariant) n-form if and only if det(Ad(a)) = 1 for all
a ∈ G.
The Lie group G is called unimodular if | det(Ad(a))| = 1 for all a ∈ G.
Note that det(Ad(a)) > 0 if G is connected.

Proof. This is obvious from lemma (14.2). �

14.4. Haar measure. We orient the Lie group G by a left invariant n-form
L∆ where n = dim(G). If f ∈ C∞

c (G,R) is a smooth function with compact
support on G, then the integral

∫
G fL∆ is defined and we have

∫

G
(µ∗af)L∆ =

∫

G
µ∗a(fL∆) =

∫

G
fL∆,
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because µa : G→ G is an orientation preserving diffeomorphism of G. Thus
f 7→

∫
G fL∆ is a left invariant integration on G, which is also denoted by∫

G f(x)dLx and which gives rise to a left invariant measure on G, the so-
called left Haar measure. It is unique up to a multiplicative constant, since
dim(

∧n g∗) = 1. In the other notation the left invariance looks like
∫

G
f(ax)dLx =

∫

G
f(x)dLx for all f ∈ C∞

c (G,R), a ∈ G.

From lemma (14.2.1) we have
∫

G
((µa)∗f)L∆ = det(Ad(a))

∫

G
(µa)∗(fL∆) = | det(Ad(a))|

∫

G
fL∆,

since the mapping µa is orientation preserving if and only if det(Ad(a)) > 0.
So a left invariant Haar measure is also a right invariant one if and only if
the Lie group G is unimodular.

14.5. Lemma. Each compact Lie group is unimodular.

Proof. The mapping det ◦Ad : G → GL(1,R) is a homomorphism of Lie
groups, so its image is a compact subgroup of GL(1,R). Thus det(Ad(G))
equals {1} or {1,−1}. In both cases we have | det(Ad(a))| = 1 for all
a ∈ G. �

Analysis for Mappings between Lie Groups

14.6. Definition. Let G and H be Lie groups with Lie algebras g and h,
respectively, and let f : G→ H be a smooth mapping. Then we define the
mapping Df : G→ L(g, h) by

Df(x) := Tf(x)((µ
f(x))−1).Txf.Te(µ

x) = δf(x).Te(µ
x),

and we call it the right trivialized derivative of f .

14.7. Lemma. The chain rule: For smooth g : K → G and f : G→ H we
have

D(f ◦ g)(x) = Df(g(x)) ◦Dg(x).
The product rule: For f, h ∈ C∞(G,H) we have

D(fh)(x) = Df(x) + Ad(f(x))Dh(x).

Proof. We compute as follows:

D(f ◦ g)(x) = T (µf(g(x))
−1
).Tx(f ◦ g).Te(µx)

= T (µf(g(x))
−1
).Tg(x)(f).Te(µ

g(x)).T (µg(x)
−1
).Tx(g).Te(µ

x)

= Df(g(x)).Dg(x),

D(fh)(x) = T (µ(f(x)h(x))
−1
).Tx(µ ◦ (f, h)).Te(µx)
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= T (µf(x)
−1
).T (µh(x)

−1
).Tf(x),h(x)µ.(Txf.Te(µ

x), Txh.Te(µ
x))

= T (µf(x)
−1
).T (µh(x)

−1
).
(
T (µh(x)).Txf.Te(µ

x) + T (µf(x)).Txh.Te(µ
x)
)

= T (µf(x)
−1
).Txf.Te(µ

x) + T (µf(x)
−1
).T (µf(x)).T (µ

h(x)−1
).Txh.Te(µ

x)

= Df(x) + Ad(f(x)).Dh(x). �

14.8. Inverse function theorem. Let f : G→ H be smooth and for some
x ∈ G let Df(x) : g → h be invertible. Then f is a diffeomorphism from a
suitable neighborhood of x in G onto a neighborhood of f(x) in H, and for
the derivative we have D(f−1)(f(x)) = (Df(x))−1.

Proof. This follows from the usual inverse function theorem. �

14.9. Lemma. Let f ∈ C∞(G,G) and let ∆ ∈ ∧dimG g∗ be a determinant
function on g. Then we have for all x ∈ G,

(f∗R∆)x = det(Df(x))(R∆)x.

Proof. Let dimG = n. We compute as follows:

(f∗R∆)x(X1, . . . , Xn) = (R∆)f(x)(Txf.X1, . . . , Txf.Xn)

= ∆(T (µf(x)
−1
).Txf.X1, . . . )

= ∆(T (µf(x)
−1
).Txf.T (µ

x).T (µx
−1
).X1, . . . )

= ∆(Df(x).T (µx
−1
).X1, . . . )

= det(Df(x))∆(T (µx
−1
).X1, . . . )

= det(Df(x))(R∆)x(X1, . . . , Xn). �

14.10. Theorem. Transformation formula for multiple integrals.

Let f : G → G be a diffeomorphism, and let ∆ ∈ ∧dimG g∗. Then for any
g ∈ C∞

c (G,R) we have
∫

G
g(f(x))| det(Df(x))|dRx =

∫

G
g(y)dRy,

where dRx is the right Haar measure, given by R∆.

Proof. We consider the locally constant function ε(x) = sign det(Df(x))
which is 1 on those connected components where f respects the orientation
and is −1 on the other components. Then the integral is the sum of all
integrals over the connected components and we may investigate each one
separately, so let us restrict attention to the component G0 of the identity.
By a right translation (which does not change the integrals) we may assume
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that f(G0) = G0. So finally let us assume without loss of generality that G
is connected, so that ε is constant. Then by lemma (14.9) we have

∫

G
gR∆ = ε

∫

G
f∗(gR∆) = ε

∫

G
f∗(g)f∗(R∆)

=

∫

G
(g ◦ f)ε det(Df)R∆ =

∫

G
(g ◦ f)| det(Df)|R∆. �

14.11. Theorem. Let G be a compact and connected Lie group, and let

f ∈ C∞(G,G) and ∆ ∈ ∧dimG g∗. Then we have for g ∈ C∞(G),

deg f

∫

G
gR∆ =

∫

G
(g ◦ f) det(Df)R∆, or

deg f

∫

G
g(y)dRy =

∫

G
g(f(x)) det(Df(x))dRx.

Here deg f , the mapping degree of f , see (13.8), is an integer.

Proof. From lemma (14.9) we have f∗R∆ = det(Df)R∆. Using this and
the defining relation from (13.8) for deg f , we may compute as follows:

deg f

∫

G
gR∆ =

∫

G
f∗(gR∆) =

∫

G
f∗(g)f∗(R∆)

=

∫

G
(g ◦ f) det(Df)R∆. �

14.12. Examples. Let G be a compact connected Lie group.

(1) If f = µa : G→ G, then D(µa)(x) = Idg. From theorem (14.11) we get∫
G gR∆ =

∫
G(g ◦ µa)R∆, the right invariance of the right Haar measure.

(2) If f = µa : G→ G, then D(µa)(x) = T (µ(ax)
−1
).Tx(µa).Te(µ

x) = Ad(a).
So the last two results give

∫
G gR∆ =

∫
G(g ◦ µa)| detAd(a)|R∆ which we

already know from (14.4).

(3) If f(x) = x2 = µ(x, x), we have

Df(x) = Tx2(µ
x−2

).T(x,x)µ.(Te(µ
x), Te(µ

x))

= Tx(µ
x−1

).Tx2(µ
x−1

) (Tx(µx).Te(µ
x) + Tx(µ

x).Te(µ
x))

= Ad(x) + Idg.

Let us now suppose that
∫
GR∆ = 1; then we get

deg(( )2) = deg(( )2)

∫

G
R∆ =

∫

G
det(Idg +Ad(x))dRx,

∫

G
g(x2) det(Idg +Ad(x))dRx =

∫

G
det(Idg +Ad(x))dRx

∫

G
g(x)dRx.
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(4) Let f(x) = xk for k ∈ N, and suppose that
∫
G dRx = 1. Then we claim

that

D(( )k)(x) =
k−1∑

i=0

Ad(xi).

This follows from induction, starting from example (3) above, since

D(( )k)(x) = D(IdG.( )k−1)(x)

= D(IdG)(x) + Ad(x).D(( )k−1)(x) by (14.7)

= Idg +Ad(x)(
k−2∑

i=0

Ad(xi)) =
k−1∑

i=0

Ad(xi).

We conclude that

deg( )k =

∫

G
det

(
k−1∑

i=0

Ad(xi)

)
dRx.

If G is abelian, we have deg( )k = k since then Ad(x) = Idg.

(5) Let f(x) = ν(x) = x−1. Then we have Dν(x) = Tµν(x)
−1
.Txν.Teµ

x =
−Ad(x−1). Using this, we see that the result in (4) holds also for negative
k if the summation is interpreted in the right way:

D(( )−k)(x) =
0∑

i=−k+1

Ad(xi) = −
k−1∑

i=0

Ad(x−i).

Cohomology of Compact Connected Lie Groups

14.13. Let G be a connected Lie group with Lie algebra g. The de Rham co-
homology of G is the cohomology of the graded differential algebra (Ω(G), d).
We will investigate now what is contributed by the subcomplex of the left
invariant differential forms.

Definition. A differential form ω ∈ Ω(G) is called left invariant if µ∗aω = ω
for all a ∈ G. We denote by ΩL(G) the subspace of all left invariant forms.
Clearly the mapping

L :
∧

g∗ → ΩL(G),

(Lω)x(X1, . . . , Xk) = ω(T (µx−1).X1, . . . , T (µx−1).Xk),

is a linear isomorphism. Since µ∗a ◦ d = d ◦ µ∗a, the space (ΩL(G), d) is a
graded differential subalgebra of (Ω(G), d).

We shall also need the representation Ãd : G→ GL(
∧
g∗) which is given by

Ãd(a) =
∧
(Ad(a−1)∗) or

(Ãd(a)ω)(X1, . . . , Xk) = ω(Ad(a−1).X1, . . . ,Ad(a
−1).Xk).
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14.14. Lemma. (1) Via the isomorphism L :
∧
g∗ → ΩL(G) the exterior

differential d has the following form on
∧
g∗:

dω(X0, . . . , Xk) =
∑

0≤i<j≤k
(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . X̂j , . . . , Xk),

where ω ∈ ∧k g∗ and Xi ∈ g.

(2) For X ∈ g we have i(LX)ΩL(G) ⊂ ΩL(G) and LLX
ΩL(G) ⊂ ΩL(G).

Thus we have induced mappings

iX :
k∧
g∗ →

k−1∧
g∗,

(iXω)(X1, . . . , Xk−1) = ω(X,X1, . . . , Xk−1);

LX :
k∧
g∗ →

k∧
g∗,

(LXω)(X1, . . . , Xk) =
k∑

i=1

(−1)iω([X,Xi], X1, . . . , X̂i, . . . Xk).

(3) These mappings satisfy all the properties from section (9), in particular

LX = iX ◦ d+ d ◦ iX , see (9.9.2),

LX ◦ d = d ◦ LX , see (9.9.5),

[LX ,LY ] = L[X,Y ], see (9.6.3).

[LX , iY ] = i[X,Y ], see (9.7.3).

(4) The representation Ãd : G→ GL(
∧

g∗) has derivative TeÃd.X = LX .

Proof. For ω ∈ ∧k g∗ and Xi ∈ g the function

(Lω)x(LX1(x), . . . , LXk
(x)) = ω(T (µx−1).LX1(x), . . . )

= ω(T (µx−1).T (µx).X1, . . . )

= ω(X1, . . . , Xk)

is constant in x. This implies already that i(LX)ΩL(G) ⊂ ΩL(G) and the
form of iX in (2). Then by (9.8.2) we have

(dω)(X0, . . . , Xk) = (dLω)(LX0 , . . . , LXk
)(e)

=
k∑

i=0

(−1)iLXi(e)(ω(X0, . . . X̂i, . . . Xk))

+
∑

0≤i<j≤k
(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . Xk),

from which assertion (1) follows since the first summand is 0. Similarly we
have
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(LXω)(X1, . . . , Xk) = (LLX
Lω)(LX1 , . . . , LXk

)(e)

= LX(e)(ω(X1, . . . , Xk)) +

k∑

i=1

(−1)iω([X,Xi], X1, . . . , X̂i, . . . Xk).

Again the first summand is 0 and the second result of (2) follows.

(3) This is obvious.

(4) For X and Xi ∈ g and for ω ∈ ∧k g∗ we have

((TeÃd.X)ω)(X1, . . . , Xk) = ∂|0(Ãd(exp(tX))ω)(X1, . . . , Xk)

= ∂|0ω(Ad(exp(−tX)).X1, . . . ,Ad(exp(−tX)).Xk)

=
k∑

i=1

ω(X1, . . . , Xi−1,− ad(X)Xi, Xi+1, . . . Xk)

=
k∑

i=1

(−1)iω([X,Xi], X1, . . . , X̂i, . . . Xk)

= (LXω)(X1, . . . , Xk). �

14.15. Lemma of Maschke. Let G be a compact Lie group, and let

(0→)V1
i−−→ V2

p−−→ V3 → 0

be an exact sequence of G-modules and module homomorphisms such that
each Vi is a complete locally convex vector space, i and p are continuous, and
the representation of G on each Vi consists of continuous linear mappings
with g 7→ g.v continuous G→ Vi for each v ∈ Vi. Then also the sequence

(0→)V G
1

i−−→ V G
2

pG−−−→ V G
3 → 0

is exact, where V G
i := {v ∈ Vi : g.v = v for all g ∈ G}.

Convenient vector spaces are sufficient for this lemma; see[113].

Proof. We prove first that pG is surjective. Let v3 ∈ V G
3 ⊂ V3. Since

p : V2 → V3 is surjective, there is a v2 ∈ V2 with p(v2) = v3. We consider
the element ṽ2 :=

∫
G x.v2dLx; the integral makes sense since x 7→ x.v2 is a

continuous mapping G→ V2, G is compact, and Riemann sums converge in
the locally convex topology of V2. We assume that

∫
G dLx = 1. Then we

have

a.ṽ2 = a.

∫

G
x.v2dLx =

∫

G
(ax).v2dLx =

∫

G
x.v2dLx = ṽ2

by the left invariance of the integral, see (14.4), where one uses continuous
linear functionals to reduce to the scalar valued case. So ṽ2 ∈ V G

2 and since
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p is a G-homomorphism, we get

pG(ṽ2) = p(ṽ2) = p(

∫

G
x.v2dLx)

=

∫

G
p(x.v2)dLx =

∫

G
x.p(v2)dLx

=

∫
x.v3dLx =

∫

G
v3dLx = v3.

So pG is surjective.

Now we prove that the sequence is exact at V G
2 . Clearly pG◦iG = (p◦i)|V G

1 =
0. Suppose conversely that v2 ∈ V G

2 with pG(v2) = p(v2) = 0. Then there is
a v1 ∈ V1 with i(v1) = v2. Consider ṽ1 :=

∫
G x.v1dLx. As above we see that

ṽ1 ∈ V G
1 and that iG(ṽ1) = v2. �

14.16. Theorem (Chevalley, Eilenberg). Let G be a compact connected
Lie group with Lie algebra g. Then we have:

(1) H∗(G) = H∗(
∧
g∗, d) =: H∗(g).

(2) H∗(g) = H∗(
∧
g∗, d) = (

∧
g∗)g = {ω ∈ ∧ g∗ : LXω = 0 for all X ∈

g}, the space of all g-invariant forms on g.

The algebra H∗(g) = H(
∧

g∗, d) is called the Chevalley cohomology of the
Lie algebra g. For the proof we follow [194].

Proof of (1). Let Zk(G) = ker(d : Ωk(G)→ Ωk+1(G)), and let us consider
the following exact sequence of vector spaces:

(3) Ωk−1(G)
d−−→ Zk(G)→ Hk(G)→ 0.

The group G acts on Ω(G) by a 7→ µ∗a−1 ; this action commutes with d and

induces thus an action of G on Zk(G) and also on Hk(G). On the space
Ω(G) we may consider the compact C∞-topology (uniform convergence on
the compact G, in all derivatives separately, in a fixed set of charts). In
this topology d is continuous, Zk(G) is closed, and the action of G is point-
wise continuous. So the assumptions of the lemma of Maschke (14.15) are
satisfied and we conclude that the following sequence is also exact:

(4) Ωp−1
L (G)

d−−→ Zk(G)G → Hk(G)G → 0.

Since G is connected, for each a ∈ G we may find a smooth curve c : [0, 1]→
G with c(0) = e and c(1) = a. Then (t, x) 7→ µc(t)−1(x) = c(t)−1x is a
smooth homotopy between IdG and µa−1 , so by (11.4) the two mappings
induce the same mapping in homology; we have

µ∗a−1 = Id : Hk(G)→ Hk(G) for each a ∈ G.
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Thus Hk(G)G = Hk(G). Moreover Zk(G)G = ker(d : ΩkL(G) → Ωk+1
L (G)),

so from the exact sequence (4) we may conclude that

Hk(G) = Hk(G)G =
ker(d : ΩkL(G)→ Ωk+1

L (G))

im(d : Ωk−1
L (G)→ ΩkL(G))

= Hk(
∧

g∗, d).

Proof of (2). From (14.14.3) we have LX ◦ d = d ◦ LX , so by (14.14.4) we

conclude that Ãd(a) ◦ d = d ◦ Ãd(a) :
∧
g∗ → ∧

g∗ since G is connected.
Thus the sequence

(5)
k−1∧

g∗
d−−→ Zk(g∗)→ Hk(

∧
g∗, d)→ 0

is an exact sequence of G-modules and G-homomorphisms, where Zk(g∗) =
ker(d :

∧k g∗ → ∧k+1 g∗). All spaces are finite-dimensional, so the lemma of
Maschke (14.15) is applicable and we may conclude that also the following
sequence is exact:

(6) (
k−1∧

g∗)G
d−−→ Zk(g∗)G → Hk(

∧
g∗, d)G → 0.

The space Hk(
∧
g∗, d)G consists of all cohomology classes α with Ãd(a)α =

α for all a ∈ G. Since G is connected, by (14.14.4) these are exactly the α
with LXα = 0 for all X ∈ g. For ω ∈ ∧ g∗ with dω = 0 we have by (14.14.3)
that LXω = iXdω+diXω = diXω, so that LXα = 0 for all α ∈ Hk(

∧
g∗, d).

Thus we get Hk(
∧

g∗, d) = Hk(
∧

g∗, d)G. Also we have (
∧

g∗)G = (
∧
g∗)g

so that the exact sequence (6) translates to

(7) Hk(g) = Hk(
∧

g∗, d) = Hk((
∧

g∗)g, d).

Now let ω ∈ (
∧k g∗)g = {ϕ : LXϕ = 0 for all X ∈ g} and consider the

inversion ν : G→ G. Then we have for ω ∈ ∧k g∗ and Xi ∈ g:

(ν∗Lω)a(Te(µa).X1, . . . , Te(µa).Xk)

= (Lω)a−1(Taν.Te(µa).X1, . . . , Taν.Te(µa).Xk)

= (Lω)a−1(−T (µa−1
).T (µa−1).Te(µa).X1, . . . )

= (Lω)a−1(−Te(µa
−1
).X1, . . . ,−Te(µa

−1
).Xk)

= (−1)kω(Tµa.Tµa
−1
.X1, . . . , Tµa.Tµ

a−1
.Xk)

= (−1)kω(Ad(a).X1, . . . ,Ad(a).Xk)

= (−1)k(Ãd(a−1)ω)(X1, . . . , Xk)

= (−1)kω(X1, . . . , Xk) since ω ∈ (
k∧
g∗)g

= (−1)k(Lω)a(Te(µa).X1, . . . , Te(µa).Xk).
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So for ω ∈ (
∧k g∗)g we have ν∗Lω = (−1)kLω and thus also (−1)k+1Ldω =

ν∗dLω = dν∗Lω = (−1)kdLω = (−1)kLdω which implies dω = 0. Hence we
have d|(∧ g∗)g = 0.

From (7) we now get Hk(g) = Hk((
∧

g∗)g, 0) = (
∧k g∗)g as required. �

14.17. Corollary. Let G be a compact connected Lie group. Then its
Poincaré polynomial is given by

fG(t) =

∫

G
det(Ad(x) + tIdg)dLx.

Proof. Let dimG = n. By (11.2) and (13.6) we have

fG(t) =
n∑

k=0

bk(G)t
k =

n∑

k=0

bk(G)t
n−k =

n∑

k=0

dimRH
k(G)tn−k.

On the other hand we have
∫

G
det(Ad(x) + tIdg)dLx =

∫

G
det(Ad(x−1)∗ + tIdg∗)dLx

=

∫

G

n∑

k=0

Trace(
k∧
Ad(x−1)∗) tn−kdLx by (14.19) below

=
n∑

k=0

∫

G
Trace(Ãd(x)|

k∧
g∗)dLx t

n−k.

If ρ : G → GL(V ) is a finite-dimensional representation of G, then the
operator

∫
G ρ(x)dLx : V → V is just a projection onto V G, the space of

fixed points of the representation; see the proof of the lemma of Maschke
(14.15). The trace of a projection is the dimension of the image. So

∫

G
Trace(Ãd(a)|

k∧
g∗)dLx = Trace

(∫

G
(Ãd(a)|

k∧
g∗)dLx

)

= dim(
k∧
g∗)G = dimHk(G). �

14.18. Let Tn = (S1)n be the n-dimensional torus, and let tn be its Lie
algebra. The Lie bracket is zero since the torus is an abelian group. From
theorem (14.16) we have then that H∗(Tn) = (

∧
(tn)∗)t

n
=
∧
(tn)∗, so the

Poincaré polynomial is fTn(t) = (1 + t)n.



15. Extensions of Lie Algebras and Lie Groups 171

14.19. Lemma. Let V be an n-dimensional vector space and let A : V → V
be a linear mapping. Then we have

det(A+ tIdV ) =
n∑

k=0

tn−k Trace(
k∧
A).

Proof. By
∧k A :

∧k V → ∧k V we mean the mapping v1 ∧ · · · ∧ vk 7→
Av1 ∧ · · · ∧ Avk. Let e1, . . . , en be a basis of V . By the definition of the
determinant we have

det(A+ tIdV )(e1 ∧ · · · ∧ en) = (Ae1 + te1) ∧ · · · ∧ (Aen + ten)

=

n∑

k=0

tn−k
∑

i1<···<ik
e1 ∧ · · · ∧Aei1 ∧ · · · ∧Aeik ∧ · · · ∧ en.

The multivectors (ei1 ∧· · ·∧ eik)i1<···<ik are a basis of
∧k V and we can thus

write

(
k∧
A)(ei1 ∧ · · · ∧ eik) = Aei1 ∧ · · · ∧Aeik =

∑

j1<···<jk
Aj1...jki1...ik

ej1 ∧ · · · ∧ ejk ,

where (Aj1...jki1...ik
) is the matrix of

∧k A in this basis. We see that

e1 ∧ · · · ∧Aei1 ∧ · · · ∧Aeik ∧ · · · ∧ en = Ai1...iki1...ik
e1 ∧ · · · ∧ en.

Consequently we have

det(A+ tIdV )e1 ∧ · · · ∧ en =
n∑

k=0

tn−k
∑

i1<···<ik
Ai1...iki1...ik

e1 ∧ · · · ∧ en

=
n∑

k=0

tn−k Trace(
k∧
A) e1 ∧ · · · ∧ en,

which implies the result. �

15. Extensions of Lie Algebras and Lie Groups

Extension of Lie Algebras

In this section we describe first the theory of semidirect products and central
extensions of Lie algebras, later the more involved theory of general exten-
sions with noncommutative kernels. For the latter we follow the presentation
from [6], with special emphasis on relations with the (algebraic) theory of
covariant exterior derivatives, curvature and the Bianchi identity in differen-
tial geometry (see section (15.3)). The results are due to [89], [164], [209],
and generalizations for Lie algebroids are in [127]. The analogous result for
Lie super-algebras are available in [7].
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15.1. Extensions. An extension of a Lie algebra g with kernel h is an
exact sequence of homomorphisms of Lie algebras:

0→ h
i−−→ e

p−−→ g→ 0.

(1) This extension is called a semidirect product if we can find a section s :
g→ e which is a Lie algebra homomorphism. Then we have a representation
of the Lie algebra α : g → L(h, h) which is given by αX(H) = [s(X), H]
where we suppress the injection i. It is a representation since α[X,Y ]H =
[s([X,Y ]), H] = [[s(X), s(Y )], H] = [s(X), [s(Y ), H]] − [s(Y ), [s(X,H)]] =
(αXαY −αY αX)H. This representation takes values in the Lie algebra der(h)
of derivations of h, so α : g→ der(h). From the data α, s we can reconstruct
the extension e since on h × g we have [H + s(X), H ′ + s(X ′)] = [H,H ′] +
[s(X), H ′]− [s(X ′), H] + [X,X ′] = [H,H ′] + αX(H

′)− αX′(H) + [X,X ′].

(2) The extension is called a central extension if h or rather i(h) is in the
center of e.

15.2. Describing extensions. Consider any exact sequence of homomor-
phisms of Lie algebras:

0→ h
i−−→ e

p−−→ g→ 0.

Consider a linear mapping s : g → e with p ◦ s = Idg. Then s induces
mappings

α : g→ der(h), αX(H) = [s(X), H],(1)

ρ :

2∧
g→ h, ρ(X,Y ) = [s(X), s(Y )]− s([X,Y ]),(2)

which are easily seen to satisfy

[αX , αY ]− α[X,Y ] = adρ(X,Y ),(3)
∑

cyclic{X,Y,Z}

(
αXρ(Y, Z)− ρ([X,Y ], Z)

)
= 0.(4)

We can completely describe the Lie algebra structure on e = h ⊕ s(g) in
terms of α and ρ :

(5) [H1 + s(X1), H2 + s(X2)]

= ([H1, H2] + αX1H2 − αX2H1 + ρ(X1, X2)) + s[X1, X2]

and one can check that formula (5) gives a Lie algebra structure on h⊕ s(g)
if α : g→ der(h) and ρ :

∧2 g→ h satisfy (3) and (4).
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15.3. Motivation: Lie algebra extensions associated to a principal
bundle. Let π : P →M = P/K be a principal bundle with structure group
K; see section (18): P is a manifold with a free right action of a Lie group K
and π is the projection on the orbit space M = P/K. Denote by g = X(M)
the Lie algebra of the vector fields on M , by e = X(P )K the Lie algebra
of K-invariant vector fields on P and by h = Xvert(P )

K the ideal of the
K-invariant vertical vector fields of e. Geometrically, e is the Lie algebra
of infinitesimal automorphisms of the principal bundle P and h is the ideal
of infinitesimal automorphisms acting trivially on M , i.e., the Lie algebra
of infinitesimal gauge transformations. We have a natural homomorphism
π∗ : e→ g with the kernel h, i.e., e is an extension of g by h.

Note that we have additional structures of C∞(M)-modules on g, h, e, such
that [X, fY ] = f [X,Y ] + (π∗X)fY , where X,Y ∈ e, f ∈ C∞(M). In
particular, h is a Lie algebra over C∞(M). The extension

0→ h→ e→ g→ 0

is also an extension of C∞(M)-modules.

Assume now that the section s : g → e is a homomorphism of C∞(M)-
modules. Then it can be considered as a connection in the principal bundle
π, see section (19), and the h-valued 2-form ρ as its curvature. In this sense
we interpret the constructions from section (15.1) as follows in (15.4) below.
The analogy with differential geometry has also been noticed by [117] and
[118].

15.4. Geometric interpretation. Note that (15.2.2) is similar to the
Maurer-Cartan formula for the curvature on principal bundles of differential
geometry (19.2.3)

ρ = ds+ 1
2 [s, s]∧,

where for an arbitrary vector space V the usual Chevalley differential, see
(14.14.2), is given by

d : Lpskew(g;V )→ Lp+1
skew(g;V ),

dϕ(X0, . . . , Xp) =
∑

i<j

(−1)i+jϕ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xp)

and where for a vector spaceW and a Lie algebra f the N0-graded Lie bracket
[ , ]∧ on L∗

skew(W, f), see (19.2), is given by

[ϕ, ψ]∧(X1, . . . , Xp+q) =
1

p! q!

∑

σ

sign(σ)[ϕ(Xσ1, . . . , Xσp), ψ(Xσ(p+1), . . . )]f.

Similarly formula (15.2.3) reads as

adρ = dα+ 1
2 [α, α]∧.
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Thus we view s as a connection in the sense of a horizontal lift of vector
fields on the base of a bundle and α as an induced connection; see (19.8).
Namely, for every der(h)-module V we put

α∧ : Lpskew(g;V )→ Lp+1
skew(g;V ),

α∧ϕ(X0, . . . , Xp) =

p∑

i=0

(−1)iαXi(ϕ(X0, . . . , X̂i, . . . , Xp)).

Then we have the covariant exterior differential (on the sections of an asso-
ciated vector bundle; see (19.12))

(1) δα : Lpskew(g;V )→ Lp+1
skew(g;V ), δαϕ = α∧ϕ+ dϕ,

for which formula (15.2.4) looks like the Bianchi identity, see (19.5.6), δαρ =
0. Moreover one can prove by direct evaluation that another well known
result from differential geometry holds, namely (19.5.9), i.e.,

(2) δαδα(ϕ) = [ρ, ϕ]∧, ϕ ∈ Lpskew(g; h).
If we change the linear section s to s′ = s + b for linear b : g → h, then we
get

α′
X = αX + adhb(X),(3)

ρ′(X,Y ) = ρ(X,Y ) + αXb(Y )− αY b(X)− b([X,Y ]) + [bX, bY ](4)

= ρ(X,Y ) + (δαb)(X,Y ) + [bX, bY ],

ρ′ = ρ+ δαb+
1
2 [b, b]∧.

15.5. Theorem. Let h and g be Lie algebras.

Then isomorphism classes of extensions of g over h, i.e., short exact se-
quences of Lie algebras 0 → h → e → g → 0, modulo the equivalence
described by the commutative diagram of Lie algebra homomorphisms

0 // h // e //

ϕ

��

g // 0

0 // h // e′ // g // 0,

correspond bijectively to equivalence classes of data of the following form:

a linear mapping α : g→ der(h),(1)

a skew-symmetric bilinear mapping ρ : g× g→ h(2)

such that

[αX , αY ]− α[X,Y ] = adρ(X,Y ),(3)
∑

cyclic

(
αXρ(Y, Z)− ρ([X,Y ], Z)

)
= 0, equivalently, δαρ = 0.(4)
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On the vector space e := h⊕ g a Lie algebra structure is given by

(5) [H1 +X1, H2 +X2]e

= [H1, H2]h + αX1H2 − αX2H1 + ρ(X1, X2) + [X1, X2]g,

and the associated exact sequence is

0→ h
i1−−→ h⊕ g = e

pr2−−−→ g→ 0.

Two data (α, ρ) and (α′, ρ′) are equivalent if there exists a linear mapping
b : g→ h such that

α′
X = αX + adhb(X),(6)

ρ′(X,Y ) = ρ(X,Y ) + αXb(Y )− αY b(X)− b([X,Y ]) + [b(X), b(Y )],(7)

ρ′ = ρ+ δαb+
1
2 [b, b]∧,

the corresponding isomorphism being

e = h⊕ g→ h⊕ g = e′, H +X 7→ H − b(X) +X.

Moreover, a datum (α, ρ) corresponds to a split extension (a semidirect prod-
uct) if and only if (α, ρ) is equivalent to a datum of the form (α′, 0) (then α′

is a homomorphism). This is the case if and only if there exists a mapping
b : g→ h such that

(8) ρ = −δαb− 1
2 [b, b]∧.

Proof. Straightforward computations. �

15.6. Corollary ([120]). Let g and h be Lie algebras such that h has
no center. Then isomorphism classes of extensions of g over h correspond
bijectively to Lie homomorphisms

ᾱ : g→ out(h) = der(h)/ ad(h).

Proof. If (α, ρ) is a datum, then the map ᾱ : g → der(h)/ ad(h) is a Lie
algebra homomorphism by (15.5.3). Conversely, let ᾱ be given. Choose a
linear lift α : g→ der(h) of ᾱ. Since ᾱ is a Lie algebra homomorphism and
h has no center, there is a uniquely defined skew-symmetric linear mapping
ρ : g× g → h such that [αX , αY ]− α[X,Y ] = adρ(X,Y ). Condition (15.5.4) is
then automatically satisfied. For later use also, we record the simple proof:

∑

cyclic X,Y,Z

[
αXρ(Y, Z)− ρ([X,Y ], Z), H

]

=
∑

cyclic X,Y,Z

(
αX [ρ(Y, Z), H]− [ρ(Y, Z), αXH]− [ρ([X,Y ], Z), H]

)
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=
∑

cyclic X,Y,Z

(
αX [αY , αZ ]− αXα[Y,Z] − [αY , αZ ]αX + α[Y,Z]αX

− [α[X,Y ], αZ ] + α[[X,Y ]Z]

)
H

=
∑

cyclic X,Y,Z

(
[αX , [αY , αZ ]]− [αX , α[Y,Z]]− [α[X,Y ], αZ ] + α[[X,Y ]Z]

)
H = 0.

Thus (α, ρ) describes an extension by theorem (15.5). The rest is clear. �

15.7. Remarks. If h has no center and ᾱ : g→ out(h) = der(h)/ ad(h) is a
given homomorphism, the extension corresponding to ᾱ can be constructed
in the following easy way: It is given by the pullback diagram

0 // h // der(h)×out(h) g
pr2 //

pr1
��

g //

ᾱ

��

0

0 // h // der(h)
π // out(h) // 0

where der(h)×out(h) g is the Lie subalgebra

der(h)×out(h) g := {(D,X) ∈ der(h)× g : π(D) = ᾱ(X)} ⊂ der(h)× g.

We owe this remark to E. Vinberg.

If h has no center and satisfies der(h) = h and if h is normal in a Lie algebra
e, then e ∼= h⊕ e/h, since Out(h) = 0.

15.8. Theorem. Let g and h be Lie algebras and let

ᾱ : g→ out(h) = der(h)/ ad(h)

be a Lie algebra homomorphism. For a linear lift α : g→ der(h) of ᾱ choose

ρ :
∧2 g→ h satisfying ([αX , αY ]− α[X,Y ]) = adρ(X,Y ). Then λ = λ(α, ρ) :=

δαρ :
∧3 g→ Z(h) is a cocycle for the cochain complex

δᾱ : Lkskew(g;Z(h))→ Lk+1
skew(g;Z(h)), δᾱ ◦ δᾱ = 0.

The cohomology class [λ] ∈ H3(g;Z(h)) depends only on ᾱ and not on the
choices of α and ρ. Then the following are equivalent:

(1) The δᾱ-cohomology class of λ vanishes: [λ] = 0 ∈ H3(g;Z(h)).

(2) There exists an extension 0→ h→ e→ g→ 0 inducing the homomor-
phism ᾱ.

If this is the case, then all extensions 0→ h→ e→ g→ 0 inducing the ho-
momorphism ᾱ are parameterized by H2(g, (Z(h), ᾱ)), the second Chevalley
cohomology space of g with values in the center Z(h), considered as g-module
via ᾱ.
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Proof. Using once more the computation in the proof of corollary (15.6), we
see that ad(λ(X,Y, Z)) = ad(δαρ(X,Y, Z)) = 0 so that λ(X,Y, Z) ∈ Z(h).
The Lie algebra out(h) = der(h)/ ad(h) acts on the center Z(h); thus Z(h)
is a g-module via ᾱ, and δᾱ is the differential of the Chevalley cohomology.
Using (15.4.2), we see that

δᾱλ = δαδαρ = [ρ, ρ]∧ = −(−1)2·2[ρ, ρ]∧ = 0,

so that [λ] ∈ H3(g;Z(h)).

Let us check next that the cohomology class [λ] does not depend on the
choices we made. If we are given a pair (α, ρ) as above and we take another
linear lift α′ : g→ der(h), then α′

X = αX + adb(X) for some linear b : g→ h.
We consider

ρ′ :
2∧
g→ h, ρ′(X,Y ) = ρ(X,Y ) + (δαb)(X,Y ) + [b(X), b(Y )].

Computations involving only the definitions and the Jacobi identity show
that

[α′
X , α

′
Y ]− α′

[X,Y ] = adρ′(X,Y ), λ(α, ρ) = δαρ = δα′ρ′ = λ(α′, ρ′),

so that even the cochain did not change. So let us consider for fixed α two
linear mappings

ρ, ρ′ :
2∧
g→ h, [αX , αY ]− α[X,Y ] = adρ(X,Y ) = adρ′(X,Y ) .

Then ρ− ρ′ =: µ :
∧2 g→ Z(h) and λ(α, ρ)− λ(α, ρ′) = δαρ− δαρ′ = δᾱµ.

If there exists an extension inducing ᾱ, then for any lift α we may find ρ as
in (15.5) such that λ(α, ρ) = 0. On the other hand, given a pair (α, ρ) as in

(1) such that [λ(α, ρ)] = 0 ∈ H3(g, (Z(h), ᾱ)), there exists µ :
∧2 g → Z(h)

such that δᾱµ = λ. But then

ad(ρ−µ)(X,Y ) = adρ(X,Y ), δα(ρ− µ) = 0,

so that (α, ρ − µ) satisfies the conditions of (15.5) and thus defines an ex-
tension which induces ᾱ.

Finally, suppose that (1) is satisfied, and let us determine how many ex-
tensions there exist which induce ᾱ. By (15.5) we have to determine all
equivalence classes of data (α, ρ) as in (15.5). We may fix the linear lift α

and one mapping ρ :
∧2 g→ h which satisfies (15.5.3) and (15.5.4), and we

have to find all ρ′ with this property. But then ρ − ρ′ = µ :
∧2 g → Z(h)

and

δᾱµ = δαρ− δαρ′ = 0− 0 = 0

so that µ is a 2-cocycle. We may still pass to equivalent data in the sense
of (15.5) using some b : g → h which does not change α, i.e., b : g → Z(h).
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The corresponding ρ′ is, by (15.5.7), ρ′ = ρ+ δαb+
1
2 [b, b]∧ = ρ+ δᾱb. Thus

only the cohomology class of µ matters. �

15.9. Corollary. Let g and h be Lie algebras such that h is abelian. Then
isomorphism classes of extensions of g over h correspond bijectively to the set
of all pairs (α, [ρ]), where α : g→ gl(h) = der(h) is a homomorphism of Lie
algebras and [ρ] ∈ H2(g, h) is a Chevalley cohomology class with coefficients
in the g-module h given by α.

Isomorphism classes of central extensions correspond bijectively to elements
[ρ] ∈ H2(g,R)⊗ h (0 action of g on h).

Proof. This is obvious from theorem (15.8). �

15.10. An interpretation of the class λ. Let h and g be Lie algebras
and let a homomorphism ᾱ : g → der(h)/ ad(h) be given. We consider the
extension

0→ ad(h)→ der(h)→ der(h)/ ad(h)→ 0

and the following diagram, where the bottom right hand square is a pullback
(compare with remark (15.7)):

0

��

0

��
Z(h)

��

Z(h)

��
0 // h //

��

e

��

// g // 0

0 // ad(h)
i //

③③
③③
③③
③③
③③
③③
③③
③③
③③
③

③③
③③
③③
③③
③③
③③
③③
③③
③③
③

��

e0

pull back

β

����
��
��
��
��
��
��
��
��

p //

��

g //

ᾱ

��☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞

0

0 0

0 // ad(h) // der(h) // der(h)/ ad(h) // 0.

The left hand vertical column describes h as a central extension of ad(h) with
abelian kernel Z(h) which is moreover killed under the action of g via ᾱ; it
is given by a cohomology class [ν] ∈ H2(ad(h);Z(h))g. In order to get an
extension e of g with kernel h as in the third row, we have to check that the
cohomology class [ν] is in the image of i∗ : H2(e0;Z(h))→ H2(ad(h);Z(h))g.
It would be interesting to express this in terms of the Hochschild-Serre exact
sequence; see [92].
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Extensions of Groups and Lie Groups

In this section we present a discussion and variants of cohomology results
going back to O. Schreier [201, 202], R. Baer [15], S. Eilenberg and S.
MacLane, [56], G. Hochschild [88, 89], and G. Hochschild and J.-P Serre
[91]. A convenient source for group cohomology is [74]. We have to be
careful when taking sections; see (15.12) for a discussion of this.

15.11. Describing extensions. Let G and N be Lie groups. An extension
of G over N is an exact sequence of homomorphism of groups:

e→ N
i−−→ E

p−−→ G→ e.

Two extensions are defined to be equivalent if there exists a homomorphism
ϕ fitting commutatively into the diagram

e // N
i // E

p //

ϕ
��

G // e

e // N
i′ // E′ p′ // G // e.

Note that if such a morphism ϕ exists, then it is an isomorphism.

For a given extension let us choose a section s : G → E of p with s(e) = e.
We may assume that s is smooth on an open e-neighborhood U in G. Then
s defines mappings

α : G→ Aut(N), αx(h) = s(x)hs(x)−1,

f : G×G→ N, f(x, y) = s(x)s(y)s(xy)−1,

which are smooth near e in G and, by the definition of α and by associativity,
have the following properties:

αx ◦ αy = conjf(x,y) ◦αxy,
αx(f(y, z))f(x, yz) = f(x, y)f(xy, z),

f(e, e) = f(x, e) = f(e, x) = e,

where conjh(n) = hnh−1 is conjugation by H, an inner automorphism. We
shall denote by Int(N) ⊆ Aut(N) the normal subgroup of all inner auto-
morphisms in the group of all automorphisms. If we choose another section
s′ : G → E which is smooth near e, then s′(x) = b(x)s(x) for a mapping
b : G→ N which is smooth near e in G. We have

α′
x = conjb(x) ◦αx,

f ′(x, y) = b(x)αx(b(y))f(x, y)b(xy)
−1.
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The group multiplication on E is then described in terms of α and f by

ms(x).ns(y) = ms(x)ns(x)−1s(x)s(y) = mαx(n)f(x, y).s(xy),

(ms(x))−1 = αx−1(f(x, x−1)−1m−1).s(x−1)

= (αx)
−1(m−1f(x, x−1)−1)s(x−1)

= f(x−1, x)−1αx−1(m−1) · s(x−1).

See (15.12) below for the reconstruction of the smooth structure.

15.12 Choosing sections smoothly or reconstructing the smooth
manifold structure. Let

e→ N
i−−→ E

p−−→ G→ e

be an exact sequence of smooth homomorphisms of Lie groups. In particular,
E is a principal fiber bundle over G with structure group N . If we are able
to choose a smooth section s : G → E of p as in (15.11), then this is a
trivial fiber bundle, so E ∼= N × G as a smooth manifold, and we can use
all constructions of (15.13)–(15.27) below to describe Lie group extensions
of G over N which are topologically trivial.

Let us look at the long exact sequence in homotopy:

· · · → π2(G)→ π1(N)→ π1(E)→ π1(G)→ π0(N)→ . . . .

We always have π2(N) = 0. So if N is connected and E is simply connected,
then both N and G are simply connected. Using structure theory of Lie
algebras and Lie groups, one can prove the following (see [90]): If E is
simply connected and N is connected, then there is a closed submanifold M
of E meeting N only in {e} transversally, such that E ∼= N×M . Thus there
exists a global smooth section s : G→ E.

For the topologically nontrivial case, we can find a global section s which is
smooth only on a neighborhood U of e in G which also satisfies U−1 = U .

Lemma. Then we can reconstruct the Lie group structure on E from the
extension data (which are all smooth near e on G) and the smooth manifold

structure on N × U ∼= Ũ := p−1(U) ⊂ E.

Proof. Choose e ∈ V ⊂ U open with V −1 = V and V.V ⊂ U , and let
Ṽ := p−1(V ). In the setting of (15.11) we then have: α : U → Aut(N) and
f : V ×V → N are smooth and the group multiplication (15.13.4) is smooth

on Ṽ × Ṽ → Ũ . We then use (x.Ṽ , µx−1 : x.Ṽ → Ṽ )x∈E as atlas for E. The

chart changes are µy−1 ◦ µx = µy−1.x : x−1.(x.Ṽ ∩ y.Ṽ ) = Ṽ ∩ (x−1.y.Ṽ ) →
(y−1.x.Ṽ )∩ Ṽ , so they are smooth. The resulting smooth manifold structure
on E has the property that p : E → G and i : N → E are smooth, and the
group structure maps µ and ν are smooth also. Moreover E is Hausdorff:
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Either p(x) = p(y) and then we can separate them already in one chart

x.Ṽ = p−1(p(x).V ), or we can separate them with open sets of the form
p−1(U1) and p

−1(U2). �

We shall use this lemma in all constructions below without mentioning it.
Note that a homomorphism between Lie groups which is smooth near e is
smooth everywhere.

15.13. Proposition ([201, 202]). Let G and N be Lie groups. We
consider pairs (α, f) of mappings which are smooth near e:

α : G→ Aut(N) and f : G×G→ N

with the properties

αx ◦ αy = conjf(x,y) ◦αxy,(1)

f(e, e) = f(x, e) = f(e, y) = e,(2)

e = αx(f(y, z))f(x, yz)f(xy, z)
−1f(x, y)−1.(3)

Then the following assertions hold:

(4) Every such pair (α, f) defines a Lie group extension of G over N , given
by the set E = N ×G, with the group structure

(m,x).(n, y) = (mαx(n)f(x, y), xy),

(n, x)−1 = (f(x−1, x)−1αx−1(n−1), x−1).

Up to isomorphism, every extension of G over N can be so obtained.

(5) Two data (α, f) and (α′, f ′) define equivalent extensions if there exists
a mapping b : G→ N (smooth near e) such that

α′
x = conjb(x) ◦αx,

f ′(x, y) = b(x)αx(b(y))f(x, y)b(xy)
−1.

The induced smooth isomorphism E → E′ between the extensions de-
fined by (α, f) and (α′, f ′) is given by (n, x) 7→ (nb(x)−1, x).

(6) A datum (α, f) describes a splitting extension (a semidirect product) if
and only if it is equivalent to a datum (α′, f ′), where f ′ is constant = e.
This is the case if and only if there exists a map b : G → N (smooth
near e) with

f(x, y) = b(x)αx(b(y))b(xy)
−1.

Note that for such a pair (α′, f ′ = e) the map α′ must be a homomor-
phism and thus is smooth everywhere.

Proof. (15.11) and routine calculations. �
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15.14. Remarks. (1) The center Z(N) of N is preserved by all automor-
phisms of N and pointwise fixed by all inner automorphisms, so the Lie
group Aut(N)/ Int(N) acts by automorphisms on Z(N). Every homomor-
phism ᾱ : G → Aut(N)/ Int(N) naturally induces a homomorphism G →
Aut(Z(N)) and therefore turns Z(N) into a smooth G-module (Z(N), ᾱ).

Condition (15.13.1) implies that every extension of G over N induces a
smooth homomorphism ᾱ : G→ Aut(N)/ Int(N), hence defines a G-module
structure on Z(N). Thus we have the following commutative diagram with
exact rows:

e // N
i //

conj
��

E
p //

conj |N
��

G //

ᾱ
��

e

e // Int(N) // Aut(N)
q // Aut(N)/ Int(N) // e.

Note that the commutativity of this diagram yields a surjective homomor-
phism E → Γ, where Γ is the pullback object of the morphisms q and ᾱ.
We shall exploit this fact later.

(2) Note that if (α, f) is the data of an extension then every lift α′ : G→ N
(smooth near e) of ᾱ shows up in a data pair (α′, f ′) equivalent to (α, f).
This is a consequence of (15.13.5).

(3) In [15] and [56] a triplet (N,G, ᾱ), where N and G are groups and ᾱ is
a homomorphism G→ Aut(N)/ Int(N), is usually called an abstract kernel
or kernel for short. The kernel (N,G, ᾱ) is said to be extendible if it can be
derived from an extension of G over N .

In the following we want to characterize those smooth homomorphisms ᾱ
for which (N,G, ᾱ) is an extendible kernel.

15.15. Notation. Let us fix a smooth homomorphism of Lie groups ᾱ :
G → Aut(N)/ Int(N) and consider all pairs (α, f) consisting of a lift α :
G→ Aut(N), x 7→ αx, of ᾱ, and of f : G×G→ N which are smooth near
e and satisfy conditions (15.13.1) and (15.13.2):

αx ◦ αy = conjf(x,y) ◦αxy(1)

f(e, e) = f(x, e) = f(e, x) = e, αe = IdN .(2)

For the sake of brevity, we call such a pair (α, f) an ᾱ-pair. We write

(3) λ(x, y, z) = αx(f(y, z))f(x, yz)f(xy, z)
−1f(x, y)−1

for the right side of equation (15.13.3). To avoid taking inverses it will be
often convenient to write (3) in the equivalent form

(3′) λ(x, y, z)f(x, y)f(xy, z) = αx(f(y, z))f(x, yz).



15. Extensions of Lie Algebras and Lie Groups 183

Note that the normalization condition (15.13.2) implies that λ is also nor-
malized, i.e.,

(4) λ(e, y, z) = λ(x, e, z) = λ(x, y, e) = e for all x, y, z ∈ G.

Two ᾱ-pairs (α, f) and (α′, f ′) are said to be equivalent if there exists a
mapping b : G→ N such that

α′
x = conjb(x) ◦αx,

f ′(x, y) = b(x)αx(b(y))f(x, y)b(xy)
−1.

Following [93], the function f is traditionally called a factor set, and λ is
called the obstruction of (α, f) to form an extension. We shall not use this
terminology here.

15.16. Nonabelian cohomology. Let (Z, β) be a smooth G-module, i.e.,
an abelian Lie group with a smooth G-action. The boundary operator of
group cohomology with values in (Z, β) is given by

δβ : Mape(G
k, Z)→ Mape(G

k+1, Z),

(δβf)(x0, x1, . . . , xk) = βx0(f(x1, . . . , xk)).f(x0x1, x2, . . . , xk)
−1

.f(x0, x1x2, x3, . . . , xk) . . . f(x0, . . . , xk−1xk)
(−1)k .f(x0, . . . , xk−1)

(−1)k+1

where Mape denotes the space of mappings which are smooth near e. This
gives rise to abelian group cohomology; here Z is abelian!

Now we discuss a nonabelian version. Inspired by condition (15.13.3) or by
(15.15.3), for every map α : G → Aut(N) and f : G × G → N which are
smooth near e we consider

δαf : G×G×G→ N,

(δαf)(x, y, z) = αx(f(y, z))f(x, yz)f(xy, z)
−1f(x, y)−1.

Then δα looks like the nonabelian version of a coboundary — except that

(a) α is not a homomorphism, and that

(b) in comparison with the above traditional definition the order of the two
middle terms of the expression for δαf is reversed.

Likewise assertion (15.13.6) suggests to consider for b : G → N (smooth
near e) the ‘nonabelian coboundary’

δαb : G×G→ N, (δαb)(x, y) = b(x)αx(b(y))b(xy)
−1.

Also in this case the terms in the expression on the right hand side do not
follow the traditional order.
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A straightforward computation shows that

δαδαb(x, y, z)

=αx(b(y)αy(b(z))b(yz)
−1)b(x)αx(b(yz))αxy(b(z))

−1αx(b(y))
−1b(x)−1.

If the image of b is central in N , then this reduces to

δαδαb(x, y, z) = αx ◦ αy(b(z))αxy(b(z))−1.

Thus we cannot expect δαδαb = e in general.

15.17. Remarks. By (15.13) an ᾱ-pair (α, f) is the data of an extension
if and only if the associated map λ = δαf is identically = e.

If α′ : G → Aut(N) is another lift (smooth near e) of ᾱ, then there exists
a map f ′ : G × G → N (smooth near e) such that (α′, f ′) is equivalent to
(α, f).

For fixed α the ᾱ-pairs (α, f) and (α, f ′) are equivalent if and only if there
exists a map b : G→ Z(N) which is smooth near e such that

f ′(x, y) = b(x)αx(b(y))f(x, y)b(xy)
−1,

that is, the maps f ′ and f differ only by the coboundary δᾱb with respect
to cohomology with values in the G-module (Z(N), ᾱ). Since α = α′, the
equation αx = conjb(x) ◦α′

x implies conjb(x) = id, so b(x) must be central.

15.18. Lemma.

(1) For any ᾱ-pair (α, f) the associated λ = δαf takes values in the center
of N .

(2) If the pairs (α, f) and (α′, f ′) are equivalent, then the associated maps
λ and λ′ coincide. In particular, if (α, f) is the data of an extension,
then so is every equivalent pair (α′, f ′).

Proof of (1). Applying condition (15.13.1), we find

conjλ(x,y,z) = conjαx(f(y,z)) conjf(x,yz) conjf(xy,z)−1 conjf(x,y)−1

= αxαyαzα
−1
yz α

−1
x αxαyzα

−1
xyzαxyzα

−1
z α−1

xy αxyα
−1
y α−1

x

= IdN ,

which means that λ(x, y, z) must lie in the center of N .

Proof of (2). Let (α′, f ′) be equivalent to (α, f). Then there exists a map
b : G→ N with

(3) α′
x = conjb(x) ◦αx, f ′(x, y) = b(x)αx(b(y))f(x, y)b(xy)

−1.

By definition we have

λ′(x, y, z)f ′(x, y)f ′(xy, z) = α′
x(f

′(y, z))f ′(x, yz).
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Inserting the identities (3), the left side of this equation reads

λ′(x, y, z) · f ′(x, y) · f ′(xy, z)
= λ′(x, y, z) · b(x)αx(b(y))f(x, y)b(xy)−1 · b(xy)αxy(b(z))f(xy, z)b(xyz)−1

= λ′(x, y, z) · b(x)αx(b(y))f(x, y)αxy(b(z))f(xy, z)b(xyz)−1.

Since conjf(x,y) ◦αxy = αx◦αy, we have f(x, y)αxy(b(z)) = αxαy(b(z))f(x, y)

and therefore (using also that λ′(x, y, z) is central in N):

λ′(x, y, z) · f ′(x, y) · f ′(xy, z)
= λ′(x, y, z) · b(x)αx(b(y))αxαy(b(z))f(x, y)f(xy, z)b(xyz)−1

= λ′(x, y, z) · b(x)αx(b(y)αy(b(z)))f(x, y)f(xy, z)b(xyz)−1

= b(x)αx(b(y)αy(b(z)))λ
′(x, y, z)f(x, y)f(xy, z)b(xyz)−1.

Similarly, the right side can be transformed into

α′
x(f

′(y, z)) · f ′(x, yz)
= conjb(x) αx(b(y)αy(b(z))f(y, z)b(yz)

−1) · b(x)αx(b(yz))f(x, yz)b(xyz)−1

= b(x)αx(b(y)αy(b(z))f(y, z)b(yz)
−1)b(x)−1b(x)αx(b(yz))f(x, yz)b(xyz)

−1

= b(x)αx(b(y)αy(b(z)))αx(f(y, z))f(x, yz)b(xyz)
−1.

Canceling the term b(x)αx(b(y)αy(b(z))) on the right and the term b(xyz)−1

on the left, we see that λ′(x, y, z) satisfies

λ′(x, y, z)f(x, y)f(xy, z) = αx(f(y, z))f(x, yz),

the defining equation for λ(x, y, z). Thus λ = λ′. �

15.19. Lemma. Let (α, f) be an ᾱ-pair and let λ = δαf .

(1) The map

λ : G×G×G→ Z(N), (x, y, z) 7→ λ(x, y, z),

is a normalized 3-cocycle with respect to δᾱ cohomology with values in
the G-module (Z(N), ᾱ) and is smooth near e.

(2) The cocycles (smooth near e) in the δᾱ cohomology class [λ] of λ are
exactly the maps λ′ = δαf

′ which are induced by an ᾱ-pair of the form
(α, f ′).

(3) An ᾱ-pair (α, f ′) induces the same cocycle λ ∈ [λ] as (α, f) if and only
if f = f ′ · c, where c : G × G → Z(N), is a 2-cocycle with respect to
δᾱ cohomology, normalized by the condition c(x, e) = c(e, y) = e, and
is smooth near e.
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Proof. (1) In order to show that λ is a 3-cocycle, we have to prove that,
for any quadruplet (x, y, z, u) of elements in G,

(δᾱλ)(x, y, z, u)

= αx(λ(y, z, u))λ(xy, z, u)
−1λ(x, yz, u)λ(x, y, zu)−1λ(x, y, z) = e,

or, equivalently, that

αx(λ(y, z, u))λ(x, yz, u)λ(x, y, z) = λ(xy, z, u)λ(x, y, zu).

By the definition of λ and the centrality of the λ’s, we have for the right
side R of this equation:

R = αxy(f(z, u))f(xy, zu)f(xyz, u)
−1f(xy, z)−1 · λ(x, y, zu)

= αxy(f(z, u)) · λ(x, y, zu) · f(xy, zu)f(xyz, u)−1f(xy, z)−1.

Applying the equation αxy = conjf(x,y)−1 ◦αx ◦ αy, we conclude

Rf(xy, z)f(xyz, u) = f(x, y)−1αxαy(f(z, u))f(x, y)λ(x, y, zu)f(xy, zu),

and, by the centrality of R and the λ’s,

Rf(x, y)f(xy, z)f(xyz, u) = αxαy(f(z, u)) · λ(x, y, zu)f(x, y)f(xy, zu)
= αxαy(f(z, u))αx(f(y, zu))f(x, yzu)f(xy, zu)

−1f(x, y)−1f(x, y)f(xy, zu)

= αxαy(f(z, u))αx(f(y, zu))f(x, yzu).

For the left side L = αx(λ(y, z, u))λ(x, yz, u)λ(x, y, z) we see

L = αx(λ(y, z, u)) · λ(x, yz, u) · λ(x, y, z)
= αx(λ(y, z, u)) · λ(x, yz, u) · αx(f(y, z))f(x, yz)f(xy, z)−1f(x, y)−1

= αx(λ(y, z, u) · f(y, z)) · λ(x, yz, u)f(x, yz)f(xy, z)−1f(x, y)−1

= αx(λ(y, z, u) · f(y, z)) · αx(f(yz, u))f(x, yzu)f(xyz, u)−1f(x, yz)−1

· f(x, yz)f(xy, z)−1f(x, y)−1

= αx(αy(f(z, u))f(y, zu)f(yz, u)
−1f(y, z)−1f(y, z)f(yz, u))

· f(x, yzu)f(xyz, u)−1f(xy, z)−1f(x, y)−1

= αx(αy(f(z, u))f(y, zu))f(x, yzu)f(xyz, u)
−1f(xy, z)−1f(x, y)−1.

Thus we conclude that

Lf(x, y)f(xy, z)f(xyz, u) = αx(αy(f(z, u))f(y, zu))f(x, yzu)

= Rf(x, y)f(xy, z)f(xyz, u)

and, upon cancellation, L = R. This finishes the proof of (1).

(2) Consider any mapping f ′ : G × G → N such that (α, f ′) is an ᾱ-pair.
Then

conjf(x,y) = conjf ′(x,y) = (αxy)
−1α−1

x αy,
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and therefore the element c(x, y) = f(x, y)−1f ′(x, y) lies in the center Z(N)
of N . Now

λ′(x, y, z)λ(x, y, z)−1

= αx(f(y, z)c(y, z))f(x, yz)c(x, yz)c(xy, z)
−1f(xy, z)−1c(x, y)−1f(x, y)−1

· f(x, y)f(xy, z)f(x, yz)−1αx(f(y, z)
−1)

= αx(c(y, z))c(x, yz)c(xy, z)
−1c(x, y)−1 = (δᾱc)(x, y, z)

so that [λ] = [λ′] ∈ H3(G, (Z(N), ᾱ)).

Reading the above calculations backwards, we see that, conversely, every
cochain λ′ lying in the cohomology class of λ is induced by some pair (α, f ′).

(3) We have seen in the proof of (2) that the cochains λ = δαf , λ
′ = δαf

′

induced, respectively, by the ᾱ-pairs (α, f) and (α, f ′) differ by the cocycle
δᾱc, where c(x, y) = f(x, y)−1f ′(x, y). Thus (α, f) and (α, f ′) induce the
same cocycle λ if and only if δᾱc vanishes. This implies that the cocycles
in the cohomology class [λ] are in 1-1 correspondence to the 2-cocycles with
respect to δᾱ-cohomology. This finishes the proof. �

15.20. Corollary. The cohomology class of λ = δαf depends only on ᾱ,
not on the particular choice of the ᾱ-pair (α, f).

Proof. Suppose that (α′, f ′) is another ᾱ-pair and let λ′ = δα′f ′. By
(15.17), the pair (α′, f ′) is equivalent to some pair (α, f ′′). Since by lemma
(15.18.2) equivalent pairs produce the same λ, we have λ′ = δαf

′′. By lemma
(15.19.2), δαf and δαf

′′ are in the same cohomology class. This proves the
assertion. �

Notation. For given ᾱ we henceforth write λᾱ for the cohomology class
[λ] ∈ H3(G; (Z(N), ᾱ)) (smooth near e). By the corollary above this nota-
tion is unambiguous.

15.21. Theorem ([56]). Let G and N be Lie groups and consider a smooth
homomorphism ᾱ : G → Aut(N)/ Int(N). Then the following assertions
hold:

(1) The homomorphism ᾱ is induced by a Lie group extension if and only
if the corresponding cohomology class λᾱ ∈ H3(G,Z(N)) vanishes.

(2) If ᾱ is induced by an extension, then all extensions inducing ᾱ are
parameterized by H2(G,Z(N)).

(3) The homomorphism ᾱ is induced by a splitting extension if and only if
it can be lifted to a (smooth) homomorphism α : G→ Aut(N).

Here Hk(G,Z(N))) denotes the group cohomology (smooth near e) of G with
values in the G-module (Z(N), ᾱ).
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Proof. (1) We know already from (15.13) that if (α, f) is the data associated
with an extension, then λᾱ = e.

Conversely, if λᾱ is trivial, then by (15.19) for any lift α : G→ Aut(N) of ᾱ
we can find a map f : G ×G → N such that (α, f) is a pair with δαf = e;
by (15.13) this pair (α, f) defines an extension inducing ᾱ.

(2) By (15.13) an ᾱ-pair (α, f) is the data of an extension if and only if
δαf = e. By (15.19.3) we know that if δαf = δαf

′, then f = f ′ · c, where
c : G × G → Z(N) is a 2-cocycle. Furthermore, by (15.15.2) two such ᾱ-
pairs are equivalent — and thus define equivalent extensions — if and only
if f = f ′ · c where c is the coboundary c = δᾱb for b : G → Z(N). Thus
we see that the extensions inducing ᾱ are in 1-1 correspondence with the
elements of H2(G; (Z(N), ᾱ)).

(3) By (15.13.6) we know that if (α, f) is an ᾱ-pair inducing a splitting
extension, then there exists a map b : G→ N such that the map α′ : G→ N ,
x 7→ conjb(x) ◦α is a homomorphism, so ᾱ has a homomorphic lift. The
converse is obvious. �

15.22. Corollary. Let G and N be Lie groups, N abelian. Then isomor-
phism classes of Lie group extensions of G over N correspond bijectively
to the set of pairs (α, [f ]) where α : G → Aut(N) is a smooth homomor-
phism and [f ] ∈ H2(G; (N,α)) is an element in the second group cohomology
(smooth near e) of G with values in the G-module (N,α).

Proof. Since N is abelian, Int(N) = e and therefore ᾱ can be considered
as a homomorphism α : G → Aut(N). Thus we can form the semidirect
productN⋊αG, so extensions inducing ᾱ exist. Now theorem (15.21) applies
and yields the assertion. �

15.23. Corollary ([15]). Let G and N be Lie groups, N without center.
Then isomorphism classes of Lie group extensions correspond bijectively to
smooth group homomorphisms ᾱ : G→ Aut(N)/ Int(N).

Proof. Since Z(N) = e, the cohomologies H3(G;Z(N)) and H2(G;Z(N))
obviously vanish; hence by theorem (15.21) every homomorphism ᾱ induces
a unique extension.

Conversely, every extension induces some ᾱ : G → Aut(N)/ Int(N) by the
construction in (15.11). �

Alternative proof of (15.23). For a given ᾱ consider the group

Γ = {(g, ϕ) ∈ G×Aut(N) | ϕ ∈ ᾱ(g)}



15. Extensions of Lie Algebras and Lie Groups 189

which is the pullback object of the diagram

G

ᾱ
��

Aut(N) // Aut(N)/ Int(N).

By assumption, N has no center. Therefore the map N → Aut(N), h 7→
conjh is injective and hence the map N → Γ, h 7→ (e, conjh) is a homo-
morphic injection. Moreover, its image N is the kernel of the quotient map
Γ→ G, (g, ϕ) 7→ g. Thus we have an extension

(1) e→ N −→ Γ −→ G→ e

of G by N which induces ᾱ. Conversely, let

(2) e→ N
i−−→ E

p−−→ G→ e

be an extension inducing ᾱ. Then the map ϑ : E → Γ, x 7→ (p(x), q(x)),
where q(x) denotes the automorphism of N induced by conjx, is a homo-
morphism. Thus (1) and (2) are equivalent extensions. �

15.24. In the general case this construction runs as follows: Define Γ and
ϑ as above. Then every extension

(1) e→ N
i−−→ E

p−−→ G→ e

gives rise to an extension of Γ over the center Z(N) of N :

(2) e→ Z(N)
i|Z(N)−−−−−−→ E

θ−−→ Γ→ e,

where Γ operates on Z(N) via z · (g, ϕ) = ϕ(z). These two extensions fit
into the commutative diagram

e // Z(N)
i|Z(N) //

incl
��

E
θ // Γ //

pr1
��

e

e // N
i // E

p // G // e.

Roughly speaking, E can be regarded both as an extension of G over N
and as an extension of Γ over Z(N). It can be shown that if ᾱ admits an
extension, then every extension inducing ᾱ is obtained in this way.

Note that for a given abstract kernel (N,G, ᾱ) there is always an extension
of Γ over Z(N), but if [λᾱ] ∈ H3(G,Z(N)) is nonzero, then the inclusion
Z(N)→ E does not extend to an inclusion N → E.
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15.25. In [56] a pair (K,ψ), with ψ : G → Aut(K)/ Int(K) a homomor-
phism (G being fixed), is called a kernel. As we have seen above, ψ induces
a homomorphism ψ0 : G → Aut(Z(K)). Consider all kernels (K,ψ), with
fixed center C = Z(K) and fixed restriction ψ0. Two such kernels are said
to be similar if they differ only by a kernel coming from a homomorphism.
One of the results in [56] is that the similarity classes of kernels form a group
under a multiplication which is defined using the amalgamated direct prod-
uct of two kernels with C as amalgamating subgroup and that this group
can be naturally identified with the third cohomology group H3(G, (C,ψ0)).
In the following we outline the arguments.

15.26. Proposition. Suppose that we are given an abelian group Z, a
homomorphism α0 : G → Aut(Z) and a normalized 3-cocycle λ : G × G ×
G → Z. Then there exists a group N containing Z as its center and a
homomorphism ᾱ : G→ Aut(N)/ Int(N) inducing both α0 and λ.

Proof. Let S be the free group generated by the symbols [x, y] with e 6=
x ∈ G and e 6= y ∈ G. For convenience the identity e of F is identified with
all symbols [x, y] such that either x = e or y = e. The group F is centerfree
except in the case where G is cyclic of order two. For the moment we set
aside the exceptional case.

We define N to be the direct product F ×Z and, for every g ∈ G, we define
a homomorphism αg : N → N by the formula

αg([x, y], z) = ([g, x][gx, y][g, xy]−1, λ(g, x, y)α0
g(z)).

Since λ is normalized, we see that αe is the identity. We claim that

(1) αxαy = conj([x,y],e) ◦αxy.

To see this, we apply the left side of this equation to an element ([u, v], z):

αxαy([u, v], z) = αx
(
[y, u][yu, v][y, uv]−1, λ(y, u, v)α0

y(z)
)

=
(
[x, y][xy, u][x, yu]−1 · [x, yu][xyu, v][x, yuv]−1

· [x, yuv][xy, uv]−1[x, y]−1,

λ(x, y, u)λ(x, yu, v)λ(x, y, uv)−1α0
x(λ(y, u, v))α

0
xy(z))

= conj([x,y],e)([xy, u][xyu, v][xy, uv]
−1[x, y]−1,

λ(x, y, u)λ(x, yu, v)λ(x, y, uv)−1α0
x(λ(y, u, v))α

0
xy(z)).

Since λ is a cocycle, we have

e = δα0λ(x, y, u, v)

= α0
x(λ(y, u, v))λ(xy, u, v)

−1λ(x, yu, v)λ(x, y, uv)−1λ(x, y, u)
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and therefore

α0
x(λ(y, u, v))λ(x, yu, v)λ(x, y, uv)

−1λ(x, y, u) = λ(xy, u, v).

Thus we find

αxαy([u, v], z)

= conj([x,y],e)([xy, u][xyu, v][xy, uv]
−1[x, y]−1, λ(xy, uv)α0

xy(z))

= conj([x,y],e)(αxy([u, v]))

which establishes our claim (1).

By (1) we have the equations αx−1 ◦ αx = conj[x−1,x] and αx ◦ αx−1 =
conj[x,x−1], so every homomorphism αx, x ∈ G, is injective as well as surjec-
tive, hence an automorphism.

If we assume that G is not cyclic of order two, then e×Z is exactly the center
of N and equation (1) defines a homomorphism ᾱ : G → Aut(N)/ Int(N)
which, by construction, induces both λ and α0. �

15.27. An interpretation of the class λ. Let N and G be Lie groups
and let a homomorphism α : G → Aut(N)/ Int(N) be given. We consider
the extension

e→ Int(N)→ Aut(N)→ Aut(N)/ Int(N)→ e

and the following diagram, where the bottom right hand square is a pullback
(compare with the alternative proof of (15.23)):

e

��

e

��
Z(N)

��

Z(N)

��
e // N //

��

E

��

// G // e

e // Int(N)
i //

⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥

⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥

��

E0

pull back

~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦

p //

��

G //

ᾱ

��✎✎
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎

e

e e

e // Int(N) // Aut(N) // Aut(N)/ Int(N) // e.

The left hand vertical column describes N as a central extension of Int(N)
with abelian kernel Z(N) which is moreover invariant under the action of
G via ᾱ; it is given by a cohomology class [ν] ∈ H2(N ;Z(N))G. In order



192 CHAPTER III. Differential Forms and de Rham Cohomology

to get an extension E of G with kernel N as in the third row, we have to
check that the cohomology class [ν] is in the image of i∗ : H2(E0;Z(N))→
H2(N ;Z(N))G.



CHAPTER IV.

Bundles and

Connections

16. Derivations on the Algebra of Differential Forms

16.1. Derivations. In this section let M be a smooth manifold. We
consider the graded commutative algebra

Ω(M) =

dimM⊕

k=0

Ωk(M) =

∞⊕

k=−∞
Ωk(M)

of differential forms on M , where we put Ωk(M) = 0 for k < 0 and k >
dimM . We denote by Derk Ω(M) the space of all (graded) derivations of
degree k, i.e., all linear mappings D : Ω(M) → Ω(M) with D(Ωℓ(M)) ⊂
Ωk+ℓ(M) and D(ϕ ∧ ψ) = D(ϕ) ∧ ψ + (−1)kℓϕ ∧D(ψ) for ϕ ∈ Ωℓ(M).

Lemma. Then the space DerΩ(M) =
⊕

k Derk Ω(M) is a graded Lie alge-

bra with the graded commutator [D1, D2] := D1 ◦D2 − (−1)k1k2D2 ◦D1 as
bracket. This means that the bracket is graded anticommutative and satisfies
the graded Jacobi identity

[D1, D2] = −(−1)k1k2 [D2, D1],

[D1, [D2, D3]] = [[D1, D2], D3] + (−1)k1k2 [D2, [D1, D3]]

(so that ad(D1) = [D1, ] is itself a derivation of degree k1).

Proof. Plug in the definition of the graded commutator and compute. �

193
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In section (9) we have already met some graded derivations: For a vector
field X onM the derivation iX is of degree −1, LX is of degree 0, and d is of
degree 1. Note also that the important formula LX = d iX + iX d translates
to LX = [iX , d].

16.2. Algebraic derivations. A derivation D ∈ Derk Ω(M) is called alge-
braic if D | Ω0(M) = 0. Then D(f.ω) = f.D(ω) for f ∈ C∞(M), so D is of
tensorial character by (9.3). So D induces a derivation Dx ∈ Derk

∧
T ∗
xM

for each x ∈ M . It is uniquely determined by its restriction to 1-forms

Dx|T ∗
xM : T ∗

xM → ∧k+1 T ∗M which we may view as an element Kx ∈∧k+1 T ∗
xM ⊗ TxM depending smoothly on x ∈ M . To express this de-

pendence, we write D = iK = i(K), where K ∈ Γ(
∧k+1 T ∗M ⊗ TM) =:

Ωk+1(M ;TM). Note the defining equation: iK(ω) = ω ◦K for ω ∈ Ω1(M).

We call Ω(M,TM) =
⊕dimM

k=0 Ωk(M,TM) the space of all vector valued
differential forms.

Theorem. (1) For K ∈ Ωk+1(M,TM) the formula

(iKω)(X1, . . . , Xk+ℓ)

= 1
(k+1)! (ℓ−1)!

∑

σ∈Sk+ℓ

signσ .ω(K(Xσ1, . . . , Xσ(k+1)), Xσ(k+2), . . .)

for ω ∈ Ωℓ(M), Xi ∈ X(M) (or TxM) defines an algebraic graded derivation
iK ∈ Derk Ω(M) and any algebraic derivation is of this form.

(2) By i([K,L]∧) := [iK , iL] we get a bracket [ , ]∧ on Ω∗+1(M,TM)
which defines a graded Lie algebra structure with the grading as indicated,
and for K ∈ Ωk+1(M,TM), L ∈ Ωℓ+1(M,TM) we have

[K,L]∧ = iKL− (−1)kℓiLK

where iK(ω ⊗X) := iK(ω)⊗X.

The bracket [ , ]∧ is called the algebraic bracket or the Nijenhuis-Richard-
son bracket; see [178].

Proof. Since
∧
T ∗
xM is the free graded commutative algebra generated

by the vector space T ∗
xM , any K ∈ Ωk+1(M,TM) extends to a graded

derivation. By applying it to an exterior product of 1-forms, one can derive
the formula in (1). The graded commutator of two algebraic derivations is
again algebraic, so the injection i : Ω∗+1(M,TM)→ Der∗(Ω(M)) induces a
graded Lie bracket on Ω∗+1(M,TM) whose form can be seen by applying it
to a 1-form. �
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16.3. Lie derivations. The exterior derivative d lies in Der1Ω(M). In
view of the formula LX = [iX , d] = iX d + d iX for vector fields X, we
define for K ∈ Ωk(M ;TM) the Lie derivative LK = L(K) ∈ Derk Ω(M) by
LK := [iK , d] = iK d− (−1)k−1d iK .

Then the mapping L : Ω(M,TM) → DerΩ(M) is injective, since LKf =
iKdf = df ◦K for f ∈ C∞(M).

Theorem. For any graded derivation D ∈ Derk Ω(M) there are unique
K ∈ Ωk(M ;TM) and L ∈ Ωk+1(M ;TM) such that

D = LK + iL.

We have L = 0 if and only if [D, d] = 0. The derivation D is algebraic if
and only if K = 0.

Proof. Let Xi ∈ X(M) be vector fields. Then f 7→ (Df)(X1, . . . , Xk) is a
derivation C∞(M)→ C∞(M), so there exists a vector fieldK(X1, . . . , Xk) ∈
X(M) by (3.3) such that

(Df)(X1, . . . , Xk) = K(X1, . . . , Xk)f = df(K(X1, . . . , Xk)).

Clearly K(X1, . . . , Xk) is C
∞(M)-linear in each Xi and alternating, so K is

tensorial by (9.3), K ∈ Ωk(M ;TM).

The defining equation for K is Df = df ◦K = iKdf = LKf for f ∈ C∞(M).
Thus D−LK is an algebraic derivation, so D−LK = iL by (16.2) for unique
L ∈ Ωk+1(M ;TM).

Since we have [d, d] = 2d2 = 0, by the graded Jacobi identity, we obtain
0 = [iK , [d, d]] = [[iK , d], d] + (−1)k−1[d, [iK , d]] = 2[LK , d]. The mapping
K 7→ [iK , d] = LK is injective, so the last assertions follow. �

16.4. Applying i(IdTM ) on a k-fold exterior product of 1-forms, we get
i(IdTM )ω = kω for ω ∈ Ωk(M). Thus we have L(IdTM )ω = i(IdTM )dω −
d i(IdTM )ω = (k + 1)dω − kdω = dω. Thus L(IdTM ) = d.

16.5. Let K ∈ Ωk(M ;TM) and L ∈ Ωℓ(M ;TM). Then [[LK ,LL], d] = 0,
so we have

[L(K),L(L)] = L([K,L])
for a uniquely defined [K,L] ∈ Ωk+ℓ(M ;TM). This vector valued form
[K,L] is called the Frölicher-Nijenhuis bracket of K and L.

Theorem. The space Ω(M ;TM) =
⊕dimM

k=0 Ωk(M ;TM) with its usual
grading is a graded Lie algebra for the Frölicher-Nijenhuis bracket. So we
have

[K,L] = −(−1)kℓ[L,K],

[K1, [K2,K3]] = [[K1,K2],K3] + (−1)k1k2 [K2, [K1,K3]].
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The 1-form IdTM ∈ Ω1(M ;TM) is in the center, i.e., [K, IdTM ] = 0 for all
K. The operator L : (Ω(M ;TM), [ , ]) → DerΩ(M) is an injective ho-
momorphism of graded Lie algebras. For vector fields the Frölicher-Nijenhuis
bracket coincides with the Lie bracket.

Proof. df ◦ [X,Y ] = L([X,Y ])f = [LX ,LY ]f . The rest is clear. �

16.6. Lemma. For K ∈ Ωk(M ;TM) and L ∈ Ωℓ+1(M ;TM) we have

[LK , iL] = i([K,L])− (−1)kℓL(iLK), or

[iL,LK ] = L(iLK)− (−1)k i([L,K]).

This generalizes (9.7.3).

Proof. For f ∈ C∞(M) we have [iL,LK ]f = iL iK df − 0 = iL(df ◦K) =
df ◦ (iLK) = L(iLK)f . So [iL,LK ]− L(iLK) is an algebraic derivation.

[[iL,LK ], d] = [iL, [LK , d]]− (−1)kℓ[LK , [iL, d]]
= 0− (−1)kℓL([K,L]) = (−1)k[i([L,K]), d].

Since [ , d] kills the ‘L’s’ and is injective on the ‘i’s’, the algebraic part of
[iL,LK ] is (−1)k i([L,K]). �

16.7. Module structure. The space DerΩ(M) is a graded module over
the graded algebra Ω(M) with the action (ω ∧ D)ϕ = ω ∧ D(ϕ), because
Ω(M) is graded commutative.

Theorem. Let the degree of ω be q, of ϕ be k, and of ψ be ℓ. Let the other
degrees be as indicated. Then we have:

[ω ∧D1, D2] = ω ∧ [D1, D2]− (−1)(q+k1)k2D2(ω) ∧D1.(1)

i(ω ∧ L) = ω ∧ i(L).(2)

ω ∧ LK = L(ω ∧K) + (−1)q+k−1i(dω ∧K).(3)

[ω ∧ L1, L2]
∧ = ω ∧ [L1, L2]

∧ − (−1)(q+ℓ1−1)(ℓ2−1)i(L2)ω ∧ L1.(4)

[ω ∧K1,K2] = ω ∧ [K1,K2]− (−1)(q+k1)k2L(K2)ω ∧K1(5)

+ (−1)q+k1dω ∧ i(K1)K2.

[ϕ⊗X,ψ ⊗ Y ] = ϕ ∧ ψ ⊗ [X,Y ](6)

−
(
iY dϕ ∧ ψ ⊗X − (−1)kℓiXdψ ∧ ϕ⊗ Y

)

−
(
d(iY ϕ ∧ ψ)⊗X − (−1)kℓd(iXψ ∧ ϕ)⊗ Y

)

= ϕ ∧ ψ ⊗ [X,Y ] + ϕ ∧ LXψ ⊗ Y − LY ϕ ∧ ψ ⊗X
+ (−1)k (dϕ ∧ iXψ ⊗ Y + iY ϕ ∧ dψ ⊗X) .
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Proof. For (1), (2), (3) write out the definitions. For (4) compute i([ω ∧
L1, L2]

∧). For (5) compute L([ω ∧K1,K2]). For (6) use (5). �

16.8. Theorem. For K ∈ Ωk(M ;TM) and ω ∈ Ωℓ(M) the Lie derivative
of ω along K is given by the following formula, where the Xi are vector fields
on M :

(LKω)(X1, . . . , Xk+ℓ)

= 1
k! ℓ!

∑

σ

signσ L(K(Xσ1, . . . , Xσk))(ω(Xσ(k+1), . . . , Xσ(k+ℓ)))

+ −1
k! (ℓ−1)!

∑

σ

signσ ω([K(Xσ1, . . . , Xσk), Xσ(k+1)], Xσ(k+2), . . .)

+ (−1)k−1

(k−1)! (ℓ−1)! 2!

∑

σ

signσ ω(K([Xσ1, Xσ2], Xσ3, . . .), Xσ(k+2), . . .).

Proof. It suffices to consider K = ϕ ⊗ X. Then by (16.7.3) we have
L(ϕ ⊗ X) = ϕ ∧ LX − (−1)k−1dϕ ∧ iX . Now use the global formulas of
section (9) to expand this. �

16.9. Theorem. For K ∈ Ωk(M ;TM) and L ∈ Ωℓ(M ;TM) we have for
the Frölicher-Nijenhuis bracket [K,L] the following formula, where the Xi

are vector fields on M :

[K,L](X1, . . . , Xk+ℓ)

= 1
k! ℓ!

∑

σ

signσ [K(Xσ1, . . . , Xσk), L(Xσ(k+1), . . . , Xσ(k+ℓ))]

+ −1
k! (ℓ−1)!

∑

σ

signσ L([K(Xσ1, . . . , Xσk), Xσ(k+1)], Xσ(k+2), . . .)

+ (−1)kℓ

(k−1)! ℓ!

∑

σ

signσ K([L(Xσ1, . . . , Xσℓ), Xσ(ℓ+1)], Xσ(ℓ+2), . . .)

+ (−1)k−1

(k−1)! (ℓ−1)! 2!

∑

σ

signσ L(K([Xσ1, Xσ2], Xσ3, . . .), Xσ(k+2), . . .)

+ (−1)(k−1)ℓ

(k−1)! (ℓ−1)! 2!

∑

σ

signσ K(L([Xσ1, Xσ2], Xσ3, . . .), Xσ(ℓ+2), . . .).

Proof. It suffices to consider K = ϕ ⊗ X and L = ψ ⊗ Y ; then for [ϕ ⊗
X,ψ ⊗ Y ] we may use (16.7.6) and evaluate that at (X1, . . . , Xk+ℓ). After
some combinatorial computation we get the right hand side of the above
formula for K = ϕ⊗X and L = ψ ⊗ Y . �

There are more illuminating ways to prove this formula; see [147].
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16.10. Local formulas. In a local chart (U, u) on the manifold M we

put K | U =
∑
Ki
αd

α ⊗ ∂i, L | U =
∑
Ljβd

β ⊗ ∂j , and ω | U =
∑
ωγd

γ ,

where α = (1 ≤ α1 < α2 < · · · < αk ≤ dimM) is a form index, dα =
duα1 ∧ . . . ∧ duαk , ∂i =

∂
∂ui

and so on.

Plugging Xj = ∂ij into the global formulas (16.2), (16.8), and (16.9), we get
the following local formulas:

iKω | U =
∑

Ki
α1...αk

ωiαk+1...αk+ℓ−1
dα,

[K,L]∧ | U =
∑(

Ki
α1...αk

Ljiαk+1...αk+ℓ

− (−1)(k−1)(ℓ−1)Liα1...αℓ
Kj
iαℓ+1...αk+ℓ

)
dα ⊗ ∂j ,

LKω | U =
∑(

Ki
α1...αk

∂iωαk+1...αk+ℓ

+ (−1)k(∂α1K
i
α2...αk+1

)ωiαk+2...αk+ℓ

)
dα,

[K,L] | U =
∑(

Ki
α1...αk

∂iL
j
αk+1...αk+ℓ

− (−1)kℓLiα1...αℓ
∂iK

j
αℓ+1...αk+ℓ

− kKj
α1...αk−1i

∂αk
Liαk+1...αk+ℓ

+ (−1)kℓℓLjα1...αℓ−1i
∂αℓ

Ki
αℓ+1...αk+ℓ

)
dα ⊗ ∂j .

16.11. Theorem. For Ki ∈ Ωki(M ;TM) and Li ∈ Ωki+1(M ;TM) we
have

(1) [LK1 + iL1 ,LK2 + iL2 ] = L
(
[K1,K2] + iL1K2 − (−1)k1k2iL2K1

)

+ i
(
[L1, L2]

∧ + [K1, L2]− (−1)k1k2 [K2, L1]
)
.

Each summand of this formula looks like a semidirect product of graded Lie
algebras, but the mappings

i : Ω(M ;TM)→ End(Ω(M ;TM), [ , ]),

ad : Ω(M ;TM)→ End(Ω(M ;TM), [ , ]∧)

do not take values in the subspaces of graded derivations. We have instead
for K ∈ Ωk(M ;TM) and L ∈ Ωℓ+1(M ;TM) the following relations:

iL[K1,K2] = [iLK1,K2] + (−1)k1ℓ[K1, iLK2],(2)

−
(
(−1)k1ℓi([K1, L])K2 − (−1)(k1+ℓ)k2i([K2, L])K1

)

[K, [L1, L2]
∧] = [[K,L1], L2]

∧ + (−1)kk1 [L1, [K,L2]]
∧(3)

−
(
(−1)kk1 [i(L1)K,L2]− (−1)(k+k1)k2 [i(L2)K,L1]

)
.
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The algebraic meaning of the relations of this theorem and its consequences
in group theory have been investigated in [150]. The corresponding product
of groups is well known to algebraists under the name Zappa-Szep product.

Proof. Equation (1) is an immediate consequence of (16.6). Equations
(2) and (3) follow from (1) by writing out the graded Jacobi identity or as
follows: Consider L(iL[K1,K2]) and use (16.6) repeatedly to obtain L of the
right hand side of (2). Then consider i([K, [L1, L2]

∧]) and use again (16.6)
several times to obtain i of the right hand side of (3). �

16.12. Corollary (of (16.9)). For K, L ∈ Ω1(M ;TM) we have

[K,L](X,Y ) = [KX,LY ]− [KY,LX]− L([KX,Y ]− [KY,X])

−K([LX, Y ]− [LY,X]) + (LK +KL)[X,Y ].

16.13. Curvature. Let P ∈ Ω1(M ;TM) be a fiber projection, i.e., P ◦P =
P . This is the most general case of a (first order) connection. We may call
kerP the horizontal space and imP the vertical space of the connection. If
P is of constant rank, then both are vector subbundles of TM . If imP is
some primarily fixed vector subbundle or (tangent bundle of) a foliation,
P can be called a connection for it. Special cases of this will be treated
extensively later on. The following result is immediate from (16.12).

Lemma. We have

[P, P ] = 2R+ 2R̄,

where R, R̄ ∈ Ω2(M ;TM) are given by R(X,Y ) = P [(Id−P )X, (Id−P )Y ]
and R̄(X,Y ) = (Id− P )[PX,PY ].

If P has constant rank, then R is the obstruction against integrability of the
horizontal bundle kerP , and R̄ is the obstruction against integrability of the
vertical bundle imP . Thus we call R the curvature and R̄ the cocurvature
of the connection P . We will see later that for a principal fiber bundle R is
just the negative of the usual curvature.

16.14. Lemma (Bianchi identity). If P ∈ Ω1(M ;TM) is a connection
(fiber projection) with curvature R and cocurvature R̄, then we have

[P,R+ R̄] = 0,

[R,P ] = iRR̄+ iR̄R.

Proof. We have [P, P ] = 2R + 2R̄ by (16.13) and [P, [P, P ]] = 0 by the
graded Jacobi identity. So the first formula follows. We have 2R = P ◦
[P, P ] = i[P,P ]P . By (16.11.2) we get i[P,P ][P, P ] = 2[i[P,P ]P, P ]−0 = 4[R,P ].
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Therefore [R,P ] = 1
4 i[P,P ][P, P ] = i(R + R̄)(R + R̄) = iRR̄ + iR̄R since R

has vertical values and kills vertical vectors, so iRR = 0; likewise for R̄. �

16.15. Naturality of the Frölicher-Nijenhuis bracket. Let f : M →
N be a smooth mapping between manifolds. Two vector valued forms K ∈
Ωk(M ;TM) and K ′ ∈ Ωk(N ;TN) are called f -related or f -dependent if for
all Xi ∈ TxM we have

(1) K ′
f(x)(Txf ·X1, . . . , Txf ·Xk) = Txf ·Kx(X1, . . . , Xk).

Theorem.

(2) If K and K ′ as above are f -related, then iK ◦ f∗ = f∗ ◦ iK′ : Ω(N)→
Ω(M).

(3) If iK ◦ f∗ | B1(N) = f∗ ◦ iK′ | B1(N), then K and K ′ are f -related,
where B1 denotes the space of exact 1-forms.

(4) If Kj and K ′
j are f -related for j = 1, 2, then iK1K2 and iK′

1
K ′

2 are

f -related, and also [K1,K2]
∧ and [K ′

1,K
′
2]
∧ are f -related.

(5) If K and K ′ are f -related, then LK ◦ f∗ = f∗ ◦ LK′ : Ω(N)→ Ω(M).

(6) If LK ◦ f∗ | Ω0(N) = f∗ ◦ LK′ | Ω0(N), then K and K ′ are f -related.

(7) If Kj and K ′
j are f -related for j = 1, 2, then their Frölicher-Nijenhuis

brackets [K1,K2] and [K ′
1,K

′
2] are also f -related.

Proof. (2) By (16.2) we have for ω ∈ Ωq(N) and Xi ∈ TxM :

(iKf
∗ω)x(X1, . . . , Xq+k−1)

= 1
k! (q−1)!

∑

σ

signσ (f∗ω)x(Kx(Xσ1, . . . , Xσk), Xσ(k+1), . . .)

= 1
k! (q−1)!

∑

σ

signσ ωf(x)(Txf ·Kx(Xσ1, . . .), Txf ·Xσ(k+1), . . .)

= 1
k! (q−1)!

∑

σ

signσ ωf(x)(K
′
f(x)(Txf ·Xσ1, . . .), Txf ·Xσ(k+1), . . .)

= (f∗iK′ω)x(X1, . . . , Xq+k−1).

(3) follows from this computation, since the df , f ∈ C∞(M), separate points.

(4) follows from the same computation for K2 instead of ω; the result for
the bracket then follows from (16.2.2).

(5) By (2) the algebra homomorphism f∗ intertwines the operators iK and
iK′ , and f∗ commutes with the exterior derivative d. Thus f∗ intertwines
the commutators [iK , d] = LK and [iK′ , d] = LK′ .

(6) For g ∈ Ω0(N) we have LK f∗ g = iK d f
∗ g = iK f

∗ dg and f∗ LK′ g =
f∗ iK′ dg. By (3) the result follows.
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(7) The algebra homomorphism f∗ intertwines LKj and LK′
j
, so also their

graded commutators which equal L([K1,K2]) and L([K ′
1,K

′
2]), respectively.

Now use (6). �

16.16. Let f : M → N be a local diffeomorphism. Then we can consider
the pullback operator f∗ : Ω(N ;TN)→ Ω(M ;TM), given by

(1) (f∗K)x(X1, . . . , Xk) = (Txf)
−1Kf(x)(Txf ·X1, . . . , Txf ·Xk).

Note that this is a special case of the pullback operator for sections of natural
vector bundles in (8.16). Clearly K and f∗K are then f -related.

Theorem. In this situation we have:

(2) f∗ [K,L] = [f∗K, f∗L].

(3) f∗ iKL = if∗Kf
∗L.

(4) f∗ [K,L]∧ = [f∗K, f∗L]∧.

(5) For a vector field X ∈ X(M) and K ∈ Ω(M ;TM) by (8.16) the Lie de-
rivative LXK = ∂|0(FlXt )∗K is defined. Then we have LXK = [X,K],
the Frölicher-Nijenhuis bracket.

We may say that the Frölicher-Nijenhuis bracket, [ , ]∧, etc., are natural
bilinear mappings.

Proof. (2) – (4) are obvious from (16.15). (5) Obviously LX is R-linear, so
it suffices to check this formula for K = ψ ⊗ Y , ψ ∈ Ω(M) and Y ∈ X(M).
But then

LX(ψ ⊗ Y ) = LXψ ⊗ Y + ψ ⊗ LXY by (8.17)

= LXψ ⊗ Y + ψ ⊗ [X,Y ]

= [X,ψ ⊗ Y ] by (16.7.6). �

16.17. Remark. At last we mention the best known application of the Frö-
licher-Nijenhuis bracket, which also led to its discovery. A vector valued 1-
form J ∈ Ω1(M ;TM) with J◦J = −Id is called an almost complex structure;
if it exists, dimM is even and J can be viewed as a fiber multiplication with√
−1 on TM . By (16.12) we have

[J, J ](X,Y ) = 2([JX, JY ]− [X,Y ]− J [X, JY ]− J [JX, Y ]).

The vector valued form 1
2 [J, J ] is also called the Nijenhuis tensor of J . For

it the following result is true:

A manifold M with an almost complex structure J is a complex
manifold (i.e., there exists an atlas forM with holomorphic chart-
change mappings) if and only if [J, J ] = 0. See [173].
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17. Fiber Bundles and Connections

17.1. Definition. A (fiber) bundle (E, p,M, S) consists of manifolds E,
M , S, and a smooth mapping p : E → M ; furthermore each x ∈ M has an
open neighborhood U such that E | U := p−1(U) is diffeomorphic to U × S
via a fiber respecting diffeomorphism:

E | U ψ //

p

""❊
❊❊

❊❊
❊❊

❊
U × S

pr1||①①
①①
①①
①①
①

U.

The manifold E is called the total space, M is called the base space or basis,
p is a surjective submersion, called the projection, S is called standard fiber,
and (U,ψ) as above is called a fiber chart.

A collection of fiber charts (Uα, ψα), such that (Uα) is an open cover of M ,
is called a fiber bundle atlas. If we fix such an atlas, then ψα ◦ ψβ−1(x, s) =
(x, ψαβ(x, s)), where ψαβ : (Uα ∩ Uβ) × S → S is smooth and ψαβ(x, ) is a
diffeomorphism of S for each x ∈ Uαβ := Uα ∩ Uβ. We may thus consider
the mappings ψαβ : Uαβ → Diff(S) with values in the group Diff(S) of all
diffeomorphisms of S; their differentiability is a subtle question, which will
not be discussed in this book, but see [148]. In either form these mappings
ψαβ are called the transition functions of the bundle. They satisfy the
cocycle condition: ψαβ(x)◦ψβγ(x) = ψαγ(x) for x ∈ Uαβγ and ψαα(x) = IdS
for x ∈ Uα. Therefore the collection (ψαβ) is called a cocycle of transition
functions.

Given an open cover (Uα) of a manifold M and a cocycle of transition
functions (ψαβ), we may construct a fiber bundle (E, p,M, S) in a similar
way as in (8.3).

17.2. Lemma. Let p : N → M be a surjective submersion (a fibered
manifold) which is proper, so that p−1(K) is compact in N for each compact
K ⊂M , and let M be connected. Then (N, p,M) is a fiber bundle.

Proof. We have to produce a fiber chart at each x0 ∈ M . So let (U, u)
be a chart centered at x0 on M such that u(U) ∼= Rm. For each x ∈ U let
ξx(y) := (Tyu)

−1.u(x); then we have ξx ∈ X(U) which depends smoothly on

x ∈ U , such that u(Flξxt u−1(z)) = z + t.u(x). Thus each ξx is a complete
vector field on U . Since p is a submersion, with the help of a partition
of unity on p−1(U) we may construct vector fields ηx ∈ X(p−1(U)) which
depend smoothly on x ∈ U and are p-related to ξx: Tp.ηx = ξx ◦ p. Thus

p ◦Flηxt = Flξxt ◦p by (3.14), so Flηxt is fiber respecting, and since p is proper
and ξx is complete, ηx has a global flow too. Denote p−1(x0) by S. Then
ϕ : U × S → p−1(U), defined by ϕ(x, y) = Flηx1 (y), is a diffeomorphism and
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is fiber respecting, so (U,ϕ−1) is a fiber chart. Since M is connected, the
fibers p−1(x) are all diffeomorphic.

17.3. Let (E, p,M, S) be a fiber bundle; we consider the fiber linear tangent
mapping Tp : TE → TM and its kernel ker Tp =: V E which is called the
vertical bundle of E. The following is a special case of (16.13).

Definition. A connection on the fiber bundle (E, p,M, S) is a vector valued
1-form Φ ∈ Ω1(E;V E) with values in the vertical bundle V E such that
Φ ◦ Φ = Φ and ImΦ = V E; so Φ is just a projection TE → V E.

Then kerΦ is of constant rank, so kerΦ is a vector subbundle of TE by (8.7),
it is called the space of horizontal vectors or the horizontal bundle and it is
denoted by HE = kerΦ. Clearly TE = HE ⊕ V E and TuE = HuE ⊕ VuE
for u ∈ E.

Now we consider the mapping (Tp, πE) : TE → TM ×M E. Then by
definition (Tp, πE)

−1(0p(u), u) = VuE, so (Tp, πE) | HE : HE → TM ×M E
is fiber linear over E and injective, so by reason of dimensions it is a fiber
linear isomorphism: Its inverse is denoted by

C := ((Tp, πE) | HE)−1 : TM ×M E → HE →֒ TE.

So C : TM ×M E → TE is fiber linear over E and is a right inverse for
(Tp, πE). The mapping C is called the horizontal lift associated to the
connection Φ.

Note the formula Φ(ξu) = ξu−C(Tp.ξu, u) for ξu ∈ TuE. So we can equally
well describe a connection Φ by specifying C. Then we call Φ the vertical
projection (no confusion with (8.12) will arise) and χ := idTE − Φ = C ◦
(Tp, πE) will be called the horizontal projection.

17.4. Curvature. If Φ : TE → V E is a connection on the bundle
(E, p,M, S), then as in (16.13) the curvature R of Φ is given by

2R = [Φ,Φ] = [Id− Φ, Id− Φ] = [χ, χ] ∈ Ω2(E;V E).

The cocurvature R̄ vanishes since the vertical bundle V E is integrable. We
have

R(X,Y ) = 1
2 [Φ,Φ](X,Y ) = Φ[χX,χY ],

so R is an obstruction against integrability of the horizontal subbundle. Note
that for vector fields ξ, η ∈ X(M) and their horizontal lifts Cξ,Cη ∈ X(E)
we have

R(Cξ,Cη) = [Cξ,Cη]− C([ξ, η]).
Since the vertical bundle V E is integrable, by (16.14) we have the Bianchi
identity [Φ, R] = 0.
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17.5. Pullback. Let (E, p,M, S) be a fiber bundle and consider a smooth
mapping f : N →M . Since p is a submersion, f and p are transversal in the
sense of (2.16) and thus the pullback N ×(f,M,p) E exists. It will be called
the pullback of the fiber bundle E by f and we will denote it by f∗E. The
following diagram sets up some further notation for it:

f∗E
p∗f //

f∗p
��

E

p

��
N

f // M.

Proposition. In the situation above we have:

(1) (f∗E, f∗p,N, S) is again a fiber bundle, and p∗f is a fiberwise diffeo-
morphism.

(2) If Φ ∈ Ω1(E;V E) ⊂ Ω1(E;TE) is a connection on E, then the vector
valued form f∗Φ, given by (f∗Φ)u(X) := Vu(p

∗f)−1.Φ.Tu(p
∗f).X for

X ∈ TuE, is a connection on the bundle f∗E. The forms f∗Φ and Φ
are p∗f -related in the sense of (16.15).

(3) The curvatures of f∗Φ and Φ are also p∗f -related.

Proof. (1) If (Uα, ψα) is a fiber bundle atlas of (E, p,M, S) in the sense
of (17.1), then (f−1(Uα), (f

∗p, pr2 ◦ψα ◦ p∗f)) is a fiber bundle atlas for
(f∗E, f∗p,N, S), by the formal universal properties of a pullback (2.17).
Part (2) is obvious. Part (3) follows from (2) and (16.15.7). �

17.6. Let us suppose that a connection Φ on the bundle (E, p,M, S) has zero
curvature. Then by (17.4) the horizontal bundle is integrable and gives rise
to the horizontal foliation by (3.28.2). Each point u ∈ E lies on a unique leaf
L(u) such that TvL(u) = HvE for each v ∈ L(u). The restriction p | L(u)
is locally a diffeomorphism, but in general it is neither surjective nor is
it a covering onto its image. This is seen by devising suitable horizontal
foliations on the trivial bundle pr2 : R × S1 → S1, or pr2R × R → R, like
L(0, t) = {(tan(s− t), s) : s ∈ R}.

17.7. Local description. Let Φ be a connection on (E, p,M, S). Let us fix
a fiber bundle atlas (Uα) with transition functions (ψαβ), and let us consider
the connection ((ψα)

−1)∗Φ ∈ Ω1(Uα × S;Uα × TS), which may be written
in the form
(
((ψα)

−1)∗Φ
)
(ξx, ηy) =: −Γα(ξx, y) + ηy for ξx ∈ TxUα and ηy ∈ TyS,

since it reproduces vertical vectors. The Γα are given by

(0x,Γ
α(ξx, y)) := −T (ψα).Φ.T (ψα)−1.(ξx, 0y).
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We consider Γα as an element of the space Ω1(Uα;X(S)), a 1-form on Uα

with values in the infinite-dimensional Lie algebra X(S) of all vector fields on
the standard fiber. The Γα are called the Christoffel forms of the connection
Φ with respect to the bundle atlas (Uα, ψα).

Lemma. The transformation law for the Christoffel forms is

Ty(ψαβ(x, )).Γβ(ξx, y) = Γα(ξx, ψαβ(x, y))− Tx(ψαβ( , y)).ξx.

The curvature R of Φ satisfies

(ψ−1
α )∗R = dΓα + [Γα,Γα]X(S).

Here dΓα is the exterior derivative of the 1-form Γα ∈ Ω1(Uα;X(S)) with
values in the complete locally convex space X(S). We will later also use the
Lie derivative of it and the usual formulas apply: Consult [113] for calculus
in infinite-dimensional spaces.

The formula for the curvature is the Maurer-Cartan formula which in this
general setting appears only in the level of local description.

Proof. From (ψα ◦ (ψβ)−1)(x, y) = (x, ψαβ(x, y)) we get that

T (ψα ◦ (ψβ)−1).(ξx, ηy) = (ξx, T(x,y)(ψαβ).(ξx, ηy))

and thus:

T (ψ−1
β ).(0x,Γ

β(ξx, y)) = −Φ(T (ψ−1
β )(ξx, 0y))

= −Φ(T (ψ−1
α ).T (ψα ◦ ψ−1

β ).(ξx, 0y))

= −Φ(T (ψ−1
α )(ξx, T(x,y)(ψαβ)(ξx, 0y)))

= −Φ(T (ψ−1
α )(ξx, 0ψαβ(x,y)))− Φ(T (ψ−1

α )(0x, T(x,y)ψαβ(ξx, 0y))

= T (ψ−1
α ).(0x,Γ

α(ξx, ψαβ(x, y)))− T (ψ−1
α )(0x, Tx(ψαβ( , y)).ξx).

This implies the transformation law.

For the curvature R of Φ we have by (17.4) and (17.5.3)

(ψ−1
α )∗R ((ξ1, η1), (ξ2, η2))

= (ψ−1
α )∗Φ [(Id− (ψ−1

α )∗Φ)(ξ1, η1), (Id− (ψ−1
α )∗Φ)(ξ2, η2)]

= (ψ−1
α )∗Φ[(ξ1,Γα(ξ1)), (ξ2,Γα(ξ2))]

= (ψ−1
α )∗Φ

(
[ξ1, ξ2], ξ1Γα(ξ2)− ξ2Γα(ξ1) + [Γα(ξ1),Γα(ξ2)]

)

= −Γα([ξ1, ξ2]) + ξ1Γα(ξ2)− ξ2Γα(ξ1) + [Γα(ξ1),Γα(ξ2)]

= dΓα(ξ1, ξ2) + [Γα(ξ1),Γα(ξ2)]X(S). �
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17.8. Theorem (Parallel transport). Let Φ be a connection on a bundle
(E, p,M, S) and let c : (a, b) → M be a smooth curve with 0 ∈ (a, b),
c(0) = x.

Then there is a neighborhood U of Ex × {0} in Ex × (a, b) and a smooth
mapping Ptc : U → E such that:

(1) p(Pt(c, ux, t)) = c(t) if defined, and Pt(c, ux, 0) = ux.

(2) Φ( ddt Pt(c, ux, t)) = 0 if defined.

(3) Reparameterization invariance: If f : (a′, b′) → (a, b) is smooth with
0 ∈ (a′, b′), then Pt(c, ux, f(t)) = Pt(c ◦ f,Pt(c, ux, f(0)), t) if defined.

(4) U is maximal for properties (1) and (2).

(5) In a certain sense Pt depends smoothly also on c.

First proof. In local bundle coordinates Φ( ddt Pt(c, ux, t)) = 0 is an or-
dinary differential equation of first order, nonlinear, with initial condition
Pt(c, ux, 0) = ux. So there is a maximally defined local solution curve which
is unique. All further properties are consequences of uniqueness.

Second proof. Consider the pullback bundle (c∗E, c∗p, (a, b), S) and the
pullback connection c∗Φ on it. It has zero curvature, since the horizontal
bundle is 1-dimensional. By (17.6) the horizontal foliation exists and the
parallel transport just follows a leaf and we may map it back to E, in detail:
Pt(c, ux, t) = p∗c((c∗p | L(ux))−1(t)).

Third proof. Consider a fiber bundle atlas (Uα, ψα) as in (17.7). Then we
have ψα(Pt(c, ψ

−1
α (x, y), t)) = (c(t), γ(y, t)), where

0 =
(
(ψ−1

α )∗Φ
) (

d
dtc(t),

d
dtγ(y, t)

)
= −Γα

(
d
dtc(t), γ(y, t)

)
+ d

dtγ(y, t),

so γ(y, t) is the integral curve (evolution line) through y ∈ S of the time
dependent vector field Γα

(
d
dtc(t)

)
on S. This vector field visibly depends

smoothly on c. Clearly local solutions exist and all properties follow, even
(5). For more detailed information on (5) we refer to [143] or [113]. �

17.9. A connection Φ on (E, p,M, S) is called a complete connection if the
parallel transport Ptc along any smooth curve c : (a, b) → M is defined on
the whole of Ec(0) × (a, b). The third proof of theorem (17.8) shows that on
a fiber bundle with compact standard fiber any connection is complete.

The following is a sufficient condition for a connection Φ to be complete:

There exists a fiber bundle atlas (Uα, ψα) and complete Riemann
metrics gα on the standard fiber S such that each Christoffel
form Γα ∈ Ω1(Uα,X(S)) takes values in the linear subspace of
gα-bounded vector fields on S.
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This is true because in the third proof of theorem (17.8) above the time
dependent vector field Γα( ddtc(t)) on S is gα-bounded for compact time in-
tervals. By (23.9) this vector field is complete. So by continuation the
solution exists globally.

A complete connection is called an Ehresmann connection in [80, I, p. 314],
where the following result is given as an exercise.

Theorem. Each fiber bundle admits complete connections.

Proof. Let dimM = m. Let (Uα, ψα) be a fiber bundle atlas as in (17.1).
By topological dimension theory [169] the open cover (Uα) of M admits a
refinement such that any m+ 2 members have empty intersection; see also
(1.1). Let (Uα) itself have this property. Choose a smooth partition of unity
(fα) subordinated to (Uα). Then the sets Vα := {x : fα(x) >

1
m+2 } ⊂ Uα

still form an open cover of M since
∑
fα(x) = 1 and at most m + 1 of

the fα(x) can be nonzero. By renaming, assume that each Vα is connected.
Then we choose an open cover (Wα) of M such that Wα ⊂ Vα.
Now let g1 and g2 be complete Riemann metrics on M and S, respectively
(see (23.8)). For not connected Riemann manifolds complete means that
each connected component is complete. Then g1|Uα × g2 is a Riemann
metric on Uα × S and we consider the metric g :=

∑
fαψ

∗
α(g1|Uα × g2) on

E. Obviously p : E →M is a Riemann submersion for the metrics g and g1:
This means that Tup : (Tu(Ep(u))

⊥, gu) → (Tp(u)M, (g1)p(u)) is an isometry
for each u ∈ E. We choose now the connection Φ : TE → V E as the
orthonormal projection with respect to the Riemann metric g.

Claim. Φ is a complete connection on E.
Let c : [0, 1] → M be a smooth curve. We choose a partition 0 = t0 <
t1 < · · · < tk = 1 such that c([ti, ti+1]) ⊂ Vαi for suitable αi. It suffices to
show that Pt(c(ti+ ), uc(ti), t) exists for all 0 ≤ t ≤ ti+1 − ti and all uc(ti),
for all i, since then we may piece them together. So we may assume that
c : [0, 1] → Vα for some α. Let us now assume that for x = c(0) and some
y ∈ S the parallel transport Pt(c, ψα(x, y), t) is defined only for t ∈ [0, t′)
for some 0 < t′ < 1. By the third proof of theorem (17.8) we have

Pt(c, ψ−1
α (x, y), t) = ψ−1

α (c(t), γ(t)),

where γ : [0, t′)→ S is the maximally defined integral curve through y ∈ S of
the time dependent vector field Γα( ddtc(t), ) on S. We put gα := (ψ−1

α )∗g;
then

(gα)(x,y) = (g1)x × (
∑

β

fβ(x)ψβα(x, )∗g2)y.

Since pr1 : (Vα × S, gα) → (Vα, g1|Vα) is a Riemann submersion and since
the connection (ψ−1

α )∗Φ is also given by orthonormal projection onto the
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vertical bundle, we get

∞ > g1-length
t′

0 (c) = gα-length(c, γ) =

∫ t′

0
|(c′(t), ddtγ(t))|gα dt

=

∫ t′

0

√
|c′(t)|2g1 +

∑
βfβ(c(t))(ψαβ(c(t),−)∗g2)( ddtγ(t), ddtγ(t)) dt

≥
∫ t′

0

√
fα(c(t)) | ddtγ(t)|g2 dt ≥

1√
m+ 2

∫ t′

0
| ddtγ(t)|g2dt.

So g2-length(γ) is finite and since the Riemann metric g2 on S is complete,
the limit limt→t′ γ(t) =: γ(t′) exists in S and the integral curve γ can be
continued. �

17.10. Holonomy groups and Lie algebras. Let (E, p,M, S) be a fiber
bundle with a complete connection Φ, and let us assume thatM is connected.
We choose a fixed base point x0 ∈M and we identify Ex0 with the standard
fiber S. For each closed piecewise smooth curve c : [0, 1] → M through
x0 the parallel transport Pt(c, , 1) =: Pt(c, 1) (pieced together over the
smooth parts of c) is a diffeomorphism of S. All these diffeomorphisms form
together the group Hol(Φ, x0), the holonomy group of Φ at x0, a subgroup
of the diffeomorphism group Diff(S). If we consider only those piecewise
smooth curves which are homotopic to zero, we get a subgroup Hol0(Φ, x0),
called the restricted holonomy group of the connection Φ at x0.

Now let C : TM ×M E → TE be the horizontal lifting as in (17.3), and
let R be the curvature (see (17.4)) of the connection Φ. For any x ∈ M
and Xx ∈ TxM the horizontal lift C(Xx) := C(Xx, ) : Ex → TE is a
vector field along Ex. For Xx and Yx ∈ TxM we consider R(CXx, CYx) ∈
X(Ex). Now we choose any piecewise smooth curve c from x0 to x and
consider the diffeomorphism Pt(c, t) : S = Ex0 → Ex and the pullback
Pt(c, 1)∗R(CXx, CYx) ∈ X(S). Let us denote by hol(Φ, x0) the closed linear
subspace, generated by all these vector fields (for all x ∈M , Xx, Yx ∈ TxM
and curves c from x0 to x) in X(S) with respect to the compact C∞-topology,
and let us call it the holonomy Lie algebra of Φ at x0.

Lemma. hol(Φ, x0) is a Lie subalgebra of X(S).

Proof. For X ∈ X(M) we consider the local flow FlCXt of the horizontal
lift of X. It restricts to parallel transport along any of the flow lines of X
in M . Then for vector fields on M the expression

d
dt |0(FlCXs )∗(FlCYt )∗(FlCX−s )

∗(FlCZz )∗R(CU,CV ) ↾ Ex0

= (FlCXs )∗[CY, (FlCX−s )
∗(FlCZz )∗R(CU,CV )] ↾ Ex0

= [(FlCXs )∗CY, (FlCZz )∗R(CU,CV )] ↾ Ex0
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is in hol(Φ, x0), since it is closed in the compact C∞-topology and the de-
rivative can be written as a limit. Thus

[(FlCXs )∗[CY1, CY2], (FlCZz )∗R(CU,CV )] ↾ Ex0 ∈ hol(Φ, x0)

by the Jacobi identity and

[(FlCXs )∗C[Y1, Y2], (Fl
CZ
z )∗R(CU,CV )] ↾ Ex0 ∈ hol(Φ, x0),

so also their difference

[(FlCXs )∗R(CY1, CY2), (Fl
CZ
z )∗R(CU,CV )] ↾ Ex0

is in hol(Φ, x0). �

17.11. The following theorem is a generalization of the theorem of [174,
175] and [9] on principal connections. The reader who does not know prin-
cipal connections is advised to read parts of sections (18) and (19) first. We
include this result here in order not to disturb the development in section
(19) later.

Theorem. Let Φ be a complete connection on the fiber bundle (E, p,M, S)
and let M be connected. Suppose that for some (hence any) x0 ∈M the ho-
lonomy Lie algebra hol(Φ, x0) is finite-dimensional and consists of complete
vector fields on the fiber Ex0.

Then there is a principal bundle (P, p,M,G) with finite-dimensional struc-
ture group G, a connection ω on it and a smooth action of G on S such
that the Lie algebra g of G equals the holonomy Lie algebra hol(Φ, x0), the
fiber bundle E is isomorphic to the associated bundle P [S], and Φ is the
connection induced by ω. The structure group G equals the holonomy group
Hol(Φ, x0).The principle bundle P and its connection ω are unique up to
isomorphism.

By a theorem of [186] a finite-dimensional Lie subalgebra of X(Ex0) like
hol(Φ, x0) consists of complete vector fields if and only if it is generated by
complete vector fields as a Lie algebra.

Proof. Let us again identify Ex0 and S. Then g := hol(Φ, x0) is a finite-
dimensional Lie subalgebra of X(S), and since each vector field in it is com-
plete, there is a finite-dimensional connected Lie group G0 of diffeomor-
phisms of S with Lie algebra g, by theorem (6.5).

Claim 1. G0 contains Hol0(Φ, x0), the restricted holonomy group.
Let f ∈ Hol0(Φ, x0); then f = Pt(c, 1) for a piecewise smooth closed curve
c through x0, which is nullhomotopic. Since the parallel transport is essen-
tially invariant under reparametrization, (17.8), we can replace c by c ◦ g,
where g is smooth and flat at each corner of c. So we may assume that c
itself is smooth. Since c is homotopic to zero, by approximation we may
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assume that there is a smooth homotopy H : R2 → M with H1|[0, 1] = c
and H0|[0, 1] = x0. Then ft := Pt(Ht, 1) is a curve in Hol0(Φ, x0) which is
smooth as a mapping R × S → S; this can be seen by using the proof of
claim 2 below or as in the proof of (19.7.4). We will continue the proof of
claim 1 below.

Claim 2. ( ddtft) ◦ f−1
t =: Zt is in g for all t.

To prove claim 2, we consider the pullback bundle H∗E → R2 with the
induced connection H∗Φ. It is sufficient to prove claim 2 there. Let X = d

ds

and Y = d
dt be constant vector fields on R2, so [X,Y ] = 0. Then Pt(c, s) =

FlCXs |S and so on. We put

ft,s = FlCX−s ◦FlCY−t ◦FlCXs ◦FlCYt : S → S,

so ft,1 = ft. Then we have in the vector space X(S)

( ddtft,s) ◦ f−1
t,s = −(FlCXs )∗CY + (FlCXs )∗(FlCYt )∗(FlCX−s )

∗CY,

( ddtft,1) ◦ f−1
t,1 =

∫ 1

0

d
ds

(
( ddtft,s) ◦ f−1

t,s

)
ds

=

∫ 1

0

(
−(FlCXs )∗[CX,CY ] + (FlCXs )∗[CX, (FlCYt )∗(FlCX−s )

∗CY ]

−(FlCXs )∗(FlCYt )∗(FlCX−s )
∗[CX,CY ]

)
ds.

Since [X,Y ] = 0, we have [CX,CY ] = Φ[CX,CY ] = R(CX,CY ) and
(FlXt )

∗Y = Y ; thus

( FlCXt )∗CY = C
(
(FlXt )

∗Y
)
+Φ

(
(FlCXt )∗CY

)

= CY +

∫ t

0

d
dtΦ(Fl

CX
t )∗CY dt = CY +

∫ t

0
Φ(FlCXt )∗[CX,CY ] dt

= CY +

∫ t

0
Φ(FlCXt )∗R(CX,CY ) dt = CY +

∫ t

0
(FlCXt )∗R(CX,CY ) dt.

The flows (FlCXs )∗ and their derivatives LCX = [CX, ] do not lead out of
g; thus all parts of the integrand above are in g and so ( ddtft,1) ◦ f−1

t,1 is in g

for all t and claim 2 follows.

Now claim 1 can be shown as follows. There is a unique smooth curve g(t)

in G0 satisfying Te(µ
g(t))Zt = Zt.g(t) =

d
dtg(t) and g(0) = e; via the action

of G0 on S the curve g(t) is a curve of diffeomorphisms on S, generated by
the time dependent vector field Zt, so g(t) = ft and f = f1 is in G0. So we
get Hol0(Φ, x0) ⊆ G0.

Claim 3. Hol0(Φ, x0) equals G0.
In the proof of claim 1 we have seen that Hol0(Φ, x0) is a smoothly arcwise
connected subgroup of G0, so it is a connected Lie subgroup by the theorem
(5.6). It suffices thus to show that the Lie algebra g of G0 is contained
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in the Lie algebra of Hol0(Φ, x0), and for that it is enough to show that
for each ξ in a linearly spanning subset of g there is a smooth mapping
f : [−1, 1]×S → S such that the associated curve f̌ lies in Hol0(Φ, x0) with
f̌ ′(0) = 0 and f̌ ′′(0) = ξ.

By definition we may assume ξ = Pt(c, 1)∗R(CXx, CYx) for Xx, Yx ∈ TxM
and a smooth curve c in M from x0 to x. We extend Xx and Yx to vector
fields X and Y ∈ X(M) with [X,Y ] = 0 near x. We may also suppose that
Z ∈ X(M) is a vector field which extends c′(t) along c(t): If c is simple, we
approximate it by an embedding and can consequently extend c′(t) to such
a vector field. If c is not simple, we do this for each simple piece of c, and
then have several vector fields Z instead of one below. So we have

ξ = (FlCZ1 )∗R(CX,CY ) = (FlCZ1 )∗[CX,CY ] since [X,Y ](x) = 0

= (FlCZ1 )∗ 12
d2

dt2
|t=0(Fl

CY
−t ◦FlCX−t ◦FlCYt ◦FlCXt ) by (3.16)

= 1
2
d2

dt2
|t=0(Fl

CZ
−1 ◦FlCY−t ◦FlCX−t ◦FlCYt ◦FlCXt ◦FlCZ1 ),

where the parallel transport in the last equation first follows c from x0 to
x, then follows a small closed parallelogram near x in M (since [X,Y ] = 0
near x) and then follows c back to x0. This curve is clearly nullhomotopic.

Step 4. Now we make Hol(Φ, x0) into a Lie group which we call G, by taking
Hol0(Φ, x0) = G0 as its connected component of the identity. Then the
quotient Hol(Φ, x0)/Hol0(Φ, x0) is a countable group, since the fundamental
group π1(M) is countable (by Morse theory M is homotopy equivalent to a
countable CW-complex).

Step 5. Construction of a cocycle of transition functions with values in G.
Let (Uα, uα : Uα → Rm) be a locally finite smooth atlas for M such that
each uα : Uα → Rm is surjective. Put xα := u−1

α (0) and choose smooth
curves cα : [0, 1] → M with cα(0) = x0 and cα(1) = xα. For each x ∈ Uα
let cxα : [0, 1]→M be the smooth curve t 7→ u−1

α (t.uα(x)); then c
x
α connects

xα and x and the mapping (x, t) 7→ cxα(t) is smooth Uα × [0, 1] → M . Now
we define a fiber bundle atlas (Uα, ψα : E|Uα → Uα × S) by ψ−1

α (x, s) =

Pt(cxα, 1) Pt(cα, 1) s. Then ψα is smooth since Pt(cxα, 1) = FlCXx
1 for a local

vector field Xx depending smoothly on x. Let us investigate the transition
functions:

ψαψ
−1
β (x, s) =

(
x,Pt(cα, 1)

−1 Pt(cxα, 1)
−1 Pt(cxβ, 1)Pt(cβ , 1) s

)

=
(
x,Pt(cβ .c

x
β.(c

x
α)

−1.(cα)
−1, 4) s

)

=: (x, ψαβ(x) s), where ψαβ : Uαβ → G.

Clearly ψβα : Uβα × S → S is smooth, which implies that ψβα : Uβα → G is
also smooth. (ψαβ) is a cocycle of transition functions and we use it to glue a
principal bundle with structure group G over M which we call (P, p,M,G).
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From its construction it is clear that the associated bundle P [S] = P ×G S
equals (E, p,M, S).

Step 6. Lifting the connection Φ to P .
For this we have to compute the Christoffel symbols of Φ with respect to
the atlas of step 5. To do this directly is quite difficult since we have to
differentiate the parallel transport with respect to the curve. Fortunately
there is another way. Let c : [0, 1]→ Uα be a smooth curve. Then we have

ψα(Pt(c, t)ψ
−1
α (c(0), s))

=
(
c(t),Pt((cα)

−1, 1)Pt((cc(0)α )−1, 1)Pt(c, t) Pt(cc(0)α , 1)Pt(cα, 1)s
)

= (c(t), γ(t).s),

where γ is a smooth curve in the holonomy group G. Let Γα ∈ Ω1(Uα,X(S))
be the Christoffel symbol of the connection Φ with respect to the chart
(Uα, ψα). From the third proof of theorem (17.8) we have

ψα(Pt(c, t)ψ
−1
α (c(0), s)) = (c(t), γ̄(t, s)),

where γ̄(t, s) is the integral curve through s of the time dependent vector
field Γα( ddtc(t)) on S. But then we get

Γα( ddtc(t))(γ̄(t, s)) =
d
dt γ̄(t, s) =

d
dt(γ(t).s) = ( ddtγ(t)).s,

Γα( ddtc(t)) = ( ddtγ(t)) ◦ γ(t)−1 ∈ g.

So Γα takes values in the Lie subalgebra of fundamental vector fields for the
action of G on S. By theorem (19.9) below the connection Φ is thus induced
by a principal connection ω on P . Since by (19.8) the principal connection
ω has the ‘same’ holonomy group as Φ and since this is also the structure
group of P , the principal connection ω is irreducible; see (19.7). �

18. Principal Fiber Bundles and G-Bundles

18.1. Definition. Let G be a Lie group and let (E, p,M, S) be a fiber
bundle as in (17.1). A G-bundle structure on the fiber bundle consists of the
following data:

(1) a left action ℓ : G× S → S of the Lie group on the standard fiber,

(2) a fiber bundle atlas (Uα, ψα) whose transition functions (ψαβ) act on S
via the G-action: There is a family of smooth mappings (ϕαβ : Uαβ →
G) which satisfies the cocycle condition ϕαβ(x)ϕβγ(x) = ϕαγ(x) for
x ∈ Uαβγ and ϕαα(x) = e, the unit in the group, such that ψαβ(x, s) =
ℓ(ϕαβ(x), s) = ϕαβ(x).s.
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A fiber bundle with a G-bundle structure is called a G-bundle. A fiber
bundle atlas as in (2) is called a G-atlas and the family (ϕαβ) is also called
a cocycle of transition functions, but now for the G-bundle.

To be more precise, two G-atlases are said to be equivalent (to describe
the same G-bundle) if their union is also a G-atlas. This translates as
follows to the two cocycles of transition functions, where we assume that
the two coverings of M are the same (by passing to the common refinement,
if necessary): (ϕαβ) and (ϕ′

αβ) are called cohomologous if there is a family

(τα : Uα → G) such that ϕαβ(x) = τα(x)
−1.ϕ′

αβ(x).τβ(x) holds for all x ∈
Uαβ; compare with (8.3).

In (2) one should specify only an equivalence class of G-bundle structures
or only a cohomology class of cocycles of G-valued transition functions.
The proof of (8.3) now shows that from any open cover (Uα) of M , some
cocycle of transition functions (ϕαβ : Uαβ → G) for it, and a left G-action
on a manifold S, we may construct a G-bundle, which depends only on
the cohomology class of the cocycle. By some abuse of notation we write
(E, p,M, S,G) for a fiber bundle with specified G-bundle structure.

Examples. The tangent bundle of a manifold M is a fiber bundle with
structure group GL(m). More generally, a vector bundle (E, p,M, V ) as
in (8.1) is a fiber bundle with standard fiber the vector space V and with
GL(V )-structure.

18.2. Definition. A principal (fiber) bundle (P, p,M,G) is a G-bundle
with typical fiber a Lie group G, where the left action of G on G is just the
left translation.

So by (18.1) we are given a bundle atlas (Uα, ϕα : P |Uα → Uα×G) such that
we have ϕαϕ

−1
β (x, a) = (x, ϕαβ(x).a) for the cocycle of transition functions

(ϕαβ : Uαβ → G). This is now called a principal bundle atlas. Clearly the
principal bundle is uniquely specified by the cohomology class of its cocycle
of transition functions.

Each principal bundle admits a unique right action r : P×G→ P , called the
principal right action, given by ϕα(r(ϕ

−1
α (x, a), g)) = (x, ag). Since left and

right translation on G commute, this is well defined. As in (6.1) we write
r(u, g) = u.g when the meaning is clear. The principal right action is visibly
free and for any ux ∈ Px the partial mapping rux = r(ux, ) : G→ Px is a
diffeomorphism onto the fiber through ux, whose inverse is denoted by τux :
Px → G. These inverses together give a smooth mapping τ : P ×M P → G,
whose local expression is τ(ϕ−1

α (x, a), ϕ−1
α (x, b)) = a−1.b. This mapping is

also uniquely determined by the implicit equation r(ux, τ(ux, vx)) = vx; thus
we also have τ(ux.g, u

′
x.g

′) = g−1.τ(ux, u
′
x).g

′ and τ(ux, ux) = e.
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When considering principal bundles, the reader should think of frame bun-
dles as the foremost examples for this book. They will be treated in (18.11)
below.

18.3. Lemma. Let p : P → M be a surjective submersion (a fibered
manifold), and let G be a Lie group which acts freely on P such that the
orbits of the action are exactly the fibers p−1(x) of p. Then (P, p,M,G) is
a principal fiber bundle.

Proof. Let the action be a right one by using the group inversion if nec-
essary. Let sα : Uα → P be local sections (right inverses) for p : P → M
such that (Uα) is an open cover of M . Let ϕ−1

α : Uα ×G → P |Uα be given
by ϕ−1

α (x, a) = sα(x).a, which is obviously injective with invertible tangent
mapping, so its inverse ϕα : P |Uα → Uα ×G is a fiber respecting diffeomor-
phism. So (Uα, ϕα) is already a fiber bundle atlas. Let τ : P ×M P → G
be given by the implicit equation r(ux, τ(ux, u

′
x)) = u′x, where r is the right

G-action. The mapping τ is smooth by the implicit function theorem and
clearly we have

τ(ux, u
′
x.g) = τ(ux, u

′
x).g and ϕα(ux) = (x, τ(sα(x), ux)).

Thus we have

ϕαϕ
−1
β (x, g) = ϕα(sβ(x).g) = (x, τ(sα(x), sβ(x).g))

= (x, τ(sα(x), sβ(x)).g)

and (Uα, ϕα) is a principal bundle atlas. �

18.4. Remarks. In the proof of lemma (18.3) we have seen that a principal
bundle atlas of a principal fiber bundle (P, p,M,G) is already determined
if we specify a family of smooth sections of P whose domains of definition
cover the base M .

Lemma (18.3) can serve as an equivalent definition for a principal bundle.
But this is true only if an implicit function theorem is available, so in topol-
ogy or in infinite-dimensional differential geometry one should stick to our
original definition.

From lemma (18.3) itself it follows that the pullback f∗P over a smooth
mapping f :M ′ →M is again a principal fiber bundle.

18.5. Homogeneous spaces. Let G be a Lie group with Lie algebra g.
Let K be a closed subgroup of G; then by theorem (5.5), K is a closed
Lie subgroup whose Lie algebra will be denoted by k. By theorem (5.11)
there is a unique structure of a smooth manifold on the quotient space G/K
such that the projection p : G → G/K is a submersion, so by the implicit
function theorem p admits local sections.
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Theorem. (G, p,G/K,K) is a principal fiber bundle.

Proof. The group multiplication of G restricts to a free right action µ :
G ×K → G whose orbits are exactly the fibers of p. By lemma (18.3) the
result follows. �

For the convenience of the reader we discuss now the best known homoge-
neous spaces.

The group SO(n) acts transitively on Sn−1 ⊂ Rn. The isotropy group of
the ‘north pole’ (1, 0, . . . , 0) is the subgroup

(
1 0
0 SO(n− 1)

)

which we identify with SO(n− 1). So

Sn−1 = SO(n)/SO(n− 1)

and we get a principal fiber bundle

(SO(n), p, Sn−1, SO(n− 1)).

Likewise the follwing are principal fiber bundles:

(O(n), p, Sn−1, O(n− 1)),

(SU(n), p, S2n−1, SU(n− 1)),

(U(n), p, S2n−1, U(n− 1)),

(Sp(n), p, S4n−1, Sp(n− 1)).

The Grassmann manifold G(k, n;R) is the space of all k-planes containing
0 in Rn. The group O(n) acts transitively on it and the isotropy group of
the k-plane Rk × {0} is the subgroup

(
O(k) 0
0 O(n− k)

)
;

therefore

G(k, n;R) = O(n)/O(k)×O(n− k)
is a compact manifold and we get the principal fiber bundle

(O(n), p,G(k, n;R), O(k)×O(n− k)).
Likewise the follwing are principal fiber bundles:

(SO(n), p,G(k, n;R), S(O(k)×O(n− k))),
(SO(n), p, G̃(k, n;R), SO(k)× SO(n− k)),
(U(n), p,G(k, n;C), U(k)× U(n− k)),
(Sp(n), p,G(k, n;H), Sp(k)× Sp(n− k)).
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The Stiefel manifold V (k, n;R) is the space of all orthonormal k-frames in
Rn. Clearly the group O(n) acts transitively on V (k, n;R) and the isotropy
subgroup of (e1, . . . , ek) is Ik ×O(n− k), so

V (k, n;R) = O(n)/O(n− k)
is a compact manifold, and

(O(n), p, V (k, n;R), O(n− k))
is a principal fiber bundle. But O(k) also acts from the right on V (k, n;R);
its orbits are exactly the fibers of the projection p : V (k, n;R)→ G(k, n;R).
So by lemma (18.3) we get a principal fiber bundle

(V (k, n,R), p,G(k, n;R), O(k)).

Indeed we have the following diagram where all arrows are projections of
principal fiber bundles and where the respective structure groups are written
on the arrows:

(1) O(n)
O(n−k)

//

O(k)

��

V (k, n;R)

O(k)

��
V (n− k, n;R) O(n−k)

// G(k, n;R).

The Stiefel manifold V (k, n;R) is also diffeomorphic to the space {A ∈
L(Rk,Rn) : A⊤.A = Ik}, i.e., the space of all linear isometries Rk → Rn.
There are furthermore complex and quaternionic versions of Stiefel manifolds
and flag manifolds.

18.6. Homomorphisms. Let χ : (P, p,M,G)→ (P ′, p′,M ′, G) be a prin-
cipal fiber bundle homomorphism, i.e., a smooth G-equivariant mapping
χ : P → P ′. Then obviously the diagram

(1) P
χ //

p

��

P ′

p′

��
M

χ
// M ′

commutes for a uniquely determined smooth mapping χ : M → M ′. For

each x ∈ M the mapping χx := χ|Px : Px → P ′
χ̄(x) is G-equivariant and

therefore a diffeomorphism, so diagram (1) is a pullback diagram.

But the most general notion of a homomorphism of principal bundles is
the following. Let Φ : G → G′ be a homomorphism of Lie groups. A
mapping χ : (P, p,M,G) → (P ′, p′,M ′, G′) is called a homomorphism over
Φ of principal bundles if χ : P → P ′ is smooth and χ(u.g) = χ(u).Φ(g) holds
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in general. Then χ is fiber respecting, so diagram (1) again makes sense,
but it is no longer a pullback diagram in general.

If χ covers the identity on the base, it is called a reduction of the structure
group G′ to G for the principal bundle (P ′, p′,M ′, G′) — the name comes
from the case when Φ is the embedding of a subgroup.

By the universal property of the pullback any general homomorphism χ of
principal fiber bundles over a group homomorphism can be written as the
composition of a reduction of structure groups and a pullback homomor-
phism as follows, where we also indicate the structure groups:

(2) (P,G) //

p

&&▲▲
▲▲

▲▲
▲▲

▲▲
▲

(χ̄∗P ′, G′) //

��

(P ′, G′)

p′

��
M

χ̄ // M ′.

18.7. Associated bundles. Let (P, p,M,G) be a principal bundle and
let ℓ : G × S → S be a left action of the structure group G on a manifold
S. We consider the right action R : (P × S) × G → P × S, given by
R((u, s), g) = (u.g, g−1.s).

Theorem. In this situation we have:

(1) The space P ×G S of orbits of the action R carries a unique smooth
manifold structure such that the quotient map q : P × S → P ×G S is
a submersion.

(2) (P ×G S, p̄,M, S,G) is a G-bundle in a canonical way, where p̄ : P ×G
S → M is given as in the following diagram, where qu : {u} × S →
(P ×G S)p(u) is a diffeomorphism for each u ∈ P :

(a) P × S q //

pr1
��

P ×G S
p̄
��

P
p // M.

(3) (P × S, q, P ×G S,G) is a principal fiber bundle with principal action
R.

(4) If (Uα, ϕα : P |Uα → Uα × G) is a principal bundle atlas with cocycle
of transition functions (ϕαβ : Uαβ → G), then together with the left
action ℓ : G × S → S this cocycle is also one for the G-bundle (P ×G
S, p̄,M, S,G).

Notation. (P×GS, p̄,M, S,G) is called the associated bundle for the action
ℓ : G × S → S. We will also denote it by P [S, ℓ] or simply P [S] and we
will write p for p̄ if no confusion is possible. We also define the smooth
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mapping τ = τS : P ×M P [S, ℓ]→ S by τ(ux, vx) := q−1
ux (vx) which satisfies

τ(u, q(u, s)) = s, q(ux, τ(ux, vx)) = vx, and τ(ux.g, vx) = g−1.τ(ux, vx). In
the special situation where S = G and the action is left translation, so that
P [G] = P , this mapping coincides with τ considered in (18.2).

Proof. In the setting of diagram (a) in (2) the mapping p ◦ pr1 is constant
on the R-orbits, so p̄ exists as a mapping. Let (Uα, ϕα : P |Uα → Uα × G)
be a principal bundle atlas with transition functions (ϕαβ : Uαβ → G). We
define ψ−1

α : Uα × S → p̄−1(Uα) ⊂ P ×G S by ψ−1
α (x, s) = q(ϕ−1

α (x, e), s),
which is fiber respecting. For each point in p̄−1(x) ⊂ P ×GS there is exactly
one s ∈ S such that the orbit corresponding to this point passes through
(ϕ−1

α (x, e), s), namely s = τG(ux, ϕ
−1
α (x, e))−1.s′ if (ux, s′) is the orbit, since

the principal right action is free. Thus ψ−1
α (x, ) : S → p̄−1(x) is bijective.

Furthermore

ψ−1
β (x, s) = q(ϕ−1

β (x, e), s)

= q(ϕ−1
α (x, ϕαβ(x).e), s) = q(ϕ−1

α (x, e).ϕαβ(x), s)

= q(ϕ−1
α (x, e), ϕαβ(x).s) = ψ−1

α (x, ϕαβ(x).s),

so ψαψ
−1
β (x, s) = (x, ϕαβ(x).s). So (Uα, ψα) is a G-atlas for P ×G S and

makes it into a smooth manifold and a G-bundle. The defining equation for
ψα shows that q is smooth and a submersion and consequently the smooth
structure on P ×G S is uniquely defined, and p̄ is smooth by the universal
properties of a submersion.

By the definition of ψα the diagram

(5) p−1(Uα)× S
ϕα×Id //

q

��

Uα ×G× S
Id×ℓ
��

p̄−1(Uα)
ψα // Uα × S

commutes; since its lines are diffeomorphisms, we conclude that qu : {u} ×
S → p̄−1(p(u)) is a diffeomorphism. So (1), (2), and (4) are checked.

(3) follows directly from lemma (18.3). We give below an explicit chart
construction. We rewrite the last diagram in the following form:

(6) p−1(Uα)× S = // q−1(Vα)
λα //

q

��

Vα ×G
pr1

��
p̄−1(Uα)

= // Vα.
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Here Vα := p̄−1(Uα) ⊂ P ×G S, and the diffeomorphism λα is given by the
expression λ−1

α (ψ−1
α (x, s), g) := (ϕ−1

α (x, g), g−1.s). Then we have

λ−1
β (ψ−1

α (x, s), g) = λ−1
β (ψ−1

β (x, ϕβα(x).s), g)

= (ϕ−1
β (x, g), g−1.ϕβα(x).s)

= (ϕ−1
α (x, ϕαβ(x).g), g

−1.ϕαβ(x)
−1.s)

= λ−1
α (ψ−1

α (x, s), ϕαβ(x).g),

so λαλ
−1
β (ψ−1

α (x, s), g) = (ψ−1
α (x, s), ϕαβ(x).g) and (P × S, q, P ×G S,G) is

a principal bundle with structure group G and the same cocycle (ϕαβ) we
started with. �

18.8. Corollary. Let (E, p,M, S,G) be a G-bundle, specified by a cocycle
of transition functions (ϕαβ) with values in G and a left action ℓ of G on S.
Then from the cocycle of transition functions we may glue a unique principal
bundle (P, p,M,G) such that E = P [S, ℓ]. �

This is the usual way a differential geometer thinks of an associated bundle.
He is given a bundle E and a principal bundle P , and the G-bundle structure
then is described with the help of the mappings τ and q.

18.9. Equivariant mappings and associated bundles.
(1) Let (P, p,M,G) be a principal fiber bundle and consider two left actions
of G, ℓ : G× S → S and ℓ′ : G× S′ → S′. Let furthermore f : S → S′ be a
G-equivariant smooth mapping, so f(g.s) = g.f(s) or f ◦ ℓg = ℓ′g ◦ f . Then
IdP×f : P×S → P×S′ is equivariant for the actions R : (P×S)×G→ P×S
and R′ : (P × S′) × G → P × S′ and is thus a homomorphism of principal
bundles, so there is an induced mapping

(2) P × S Id×f //

q

��

P × S′

q′

��
P ×G S

Id×Gf // P ×G S′,

which is fiber respecting over M , and a homomorphism of G-bundles in the
sense of the definition (18.10) below.

(3) Let χ : (P, p,M,G) → (P ′, p′,M ′, G) be a principal fiber bundle ho-
momorphism as in (18.6). Furthermore we consider a smooth left action
ℓ : G×S → S. Then χ× IdS : P ×S → P ′×S is G-equivariant and induces
a mapping χ×G IdS : P ×G S → P ′×G S, which is fiber respecting over M ,
fiberwise a diffeomorphism, and again a homomorphism of G-bundles in the
sense of definition (18.10) below.
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(4) We consider the situation of (1) and (2) at the same time. Given two
associated bundles P [S, ℓ] and P ′[S′, ℓ′], let

χ : (P, p,M,G)→ (P ′, p′,M ′, G)

be a principal fiber bundle homomorphism and let f : S → S′ be a G-
equivariant mapping. Then χ× f : P ×S → P ′×S′ is clearly G-equivariant
and therefore induces a mapping

χ×G f : P [S, ℓ]→ P ′[S′, ℓ′]

which again is a homomorphism of G-bundles.

(5) Let S be a point. Then P [S] = P ×G S =M . Furthermore let y ∈ S′ be
a fixed point of the action ℓ′ : G× S′ → S′; then the inclusion i : {y} →֒ S′

is G-equivariant. Thus IdP × i induces
IdP ×G i :M = P [{y}]→ P [S′],

which is a global section of the associated bundle P [S′].

If the action of G on S is trivial, so g.s = s for all s ∈ S, then the associated
bundle is trivial: P [S] = M × S. For a trivial principal fiber bundle any
associated bundle is trivial.

18.10. Definition. In the situation of (18.9), a smooth fiber respecting
mapping γ : P [S, ℓ] → P ′[S′, ℓ′] covering a smooth mapping γ̄ : M →
M ′ of the bases is called a homomorphism of G-bundles if the following
conditions are satisfied: P is isomorphic to the pullback γ̄∗P ′, and the local
representations of γ in pullback-related fiber bundle atlases belonging to the
two G-bundles are fiberwise G-equivariant.

Let us describe this in more detail now. Let (U ′
α, ψ

′
α) be a G-atlas for

P ′[S′, ℓ′] with cocycle of transition functions (ϕ′
αβ), belonging to the princi-

pal fiber bundle atlas (U ′
α, ϕ

′
α) of (P

′, p′,M ′, G). Then the pullback-related
principal fiber bundle atlas (Uα = γ̄−1(U ′

α), ϕα) for P = γ̄∗P ′ as described in
the proof of (17.5) has the cocycle of transition functions (ϕαβ = ϕ′

αβ ◦ γ̄);
it induces the G-atlas (Uα, ψα) for P [S, ℓ]. Then (ψ′

α ◦ γ ◦ ψ−1
α )(x, s) =

(γ̄(x), γα(x, s)) and γα(x, ) : S → S′ is required to be G-equivariant for
all α and all x ∈ Uα.

Lemma. Let γ : P [S, ℓ]→ P ′[S′, ℓ′] be a homomorphism of G-bundles as in
(18.9). Then there is a homomorphism

χ : (P, p,M,G)→ (P ′, p′,M ′, G)

of principal bundles and a G-equivariant mapping f : S → S′ such that

γ = χ×G f : P [S, ℓ]→ P ′[S′, ℓ′].
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Proof. The homomorphism χ : (P, p,M,G) → (P ′, p′,M ′, G) of principal
fiber bundles is already determined by the requirement that P = γ̄∗P ′, and
we have γ̄ = χ̄. The G-equivariant mapping f : S → S′ can be read off the
following diagram:

(1) P ×M P [S]
τS //

χ×Mγ

��

S

f
��

P ′ ×M ′ P ′[S′] τS
′

// S′,

which by the assumptions is seen to be well defined in the right column. �

So a homomorphism of G-bundles is described by the whole triple (χ : P →
P ′, f : S → S′ (G-equivariant), γ : P [S] → P ′[S′]), such that diagram (1)
commutes.

18.11. Associated vector bundles. Let (P, p,M,G) be a principal fiber
bundle, and consider a representation ρ : G → GL(V ) of G on a finite-
dimensional vector space V . Then P [V, ρ] is an associated fiber bundle
with structure group G, but also with structure group GL(V ), for in the
canonically associated fiber bundle atlas the transition functions also have
values in GL(V ). So by section (8), P [V, ρ] is a vector bundle.

Now let F be a covariant smooth functor from the category of finite-dimen-
sional vector spaces and linear mappings into itself, as considered in section
(8.8). Then clearly F ◦ ρ : G→ GL(V )→ GL(F(V )) is another representa-
tion of G and the associated bundle P [F(V ),F ◦ρ] coincides with the vector
bundle F(P [V, ρ]) constructed with the method of (8.8), but now it has an
extra G-bundle structure. For contravariant functors F we have to consider
the representation F ◦ ρ ◦ ν, where ν(g) = g−1. A similar choice works for
bifunctors. In particular the bifunctor L(V,W ) may be applied to two dif-
ferent representations of two structure groups of two principal bundles over
the same base M to construct a vector bundle

L(P [V, ρ], P ′[V ′, ρ′]) = (P ×M P ′)[L(V, V ′), L ◦ ((ρ ◦ ν)× ρ′)].

If (E, p,M) is a vector bundle with n-dimensional fibers, we may consider
the open subset GL(Rn, E) ⊂ L(M × Rn, E), a fiber bundle over the base
M , whose fiber over x ∈ M is the space GL(Rn, Ex) of all invertible linear
mappings. Composition from the right by elements of GL(n) gives a free
right action on GL(Rn, E) whose orbits are exactly the fibers, so by lemma
(18.3) we have a principal fiber bundle (GL(Rn, E), p,M,GL(n)). The as-
sociated bundle GL(Rn, E)[Rn] for the banal representation of GL(n) on
Rn is isomorphic to the vector bundle (E, p,M) we started with, for the
evaluation mapping ev : GL(Rn, E) × Rn → E is invariant under the right
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action R of GL(n), and locally in the image there are smooth sections to it,
so it factors to a fiber linear diffeomorphism

GL(Rn, E)[Rn] = GL(Rn, E)×GL(n) Rn → E.

The principal bundle GL(Rn, E) is called the linear frame bundle of E.
Note that local sections of GL(Rn, E) are exactly the local frame fields of
the vector bundle E as discussed in (8.5).

To illustrate the notion of reduction of structure groups, we consider now
a vector bundle (E, p,M,Rn) equipped with a Riemann metric g, that is,
a section g ∈ C∞(S2E∗) such that gx is a positive definite inner product
on Ex for each x ∈ M . Any vector bundle admits Riemann metrics: local
existence is clear and we may glue with the help of a partition of unity on
M , since the positive definite sections form an open convex subset. Now let

s′ = (s′1, . . . , s
′
n) ∈ C∞(GL(Rn, E)|U)

be a local frame field of the bundle E over U ⊂M . Now we may apply the
Gram-Schmidt orthonormalization procedure to the basis (s1(x), . . . , sn(x))
of Ex for each x ∈ U . Since this procedure is smooth (even real analytic),
we obtain a frame field s = (s1, . . . , sn) of E over U which is orthonormal
with respect to g. We call it an orthonormal frame field. Now let (Uα) be
an open cover of M with orthonormal frame fields sα = (sα1 , . . . , s

α
n), where

sα is defined on Uα. We consider the vector bundle charts

(Uα, ψα : E|Uα → Uα × Rn)

given by the orthonormal frame fields:

ψ−1
α (x, v1, . . . , vn) =

∑
sαi (x).v

i =: sα(x).v.

For x ∈ Uαβ we have sαi (x) =
∑
sβj (x).gβα

j
i (x) for C∞-functions gαβ

j
i :

Uαβ → R. Since sα(x) and sβ(x) are both orthonormal bases of Ex, the

matrix gαβ(x) = (gαβ
j
i (x)) is an element of O(n,R). We write sα = sβ .gβα

for short. Then we have

ψ−1
β (x, v) = sβ(x).v = sα(x).gαβ(x).v = ψ−1

α (x, gαβ(x).v)

and consequently ψαψ
−1
β (x, v) = (x, gαβ(x).v). So the (gαβ : Uαβ → O(n,R))

are the cocycle of transition functions for the vector bundle atlas (Uα, ψα).
So we have constructed an O(n,R)-structure on E. The corresponding prin-
cipal fiber bundle will be denoted by O(Rn, (E, g)); it is usually called the
orthonormal frame bundle of E. It is derived from the linear frame bundle
GL(Rn, E) by reduction of the structure group from GL(n) to O(n). The
phenomenon discussed here plays a prominent role in the theory of classify-
ing spaces.
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18.12. Sections of associated bundles. Let (P, p,M,G) be a principal
fiber bundle and ℓ : G × S → S a left action. Let C∞(P, S)G denote the
space of all smooth mappings f : P → S which are G-equivariant in the
sense that f(u.g) = g−1.f(u) holds for g ∈ G and u ∈ P .

Theorem. The sections of the associated bundle P [S, ℓ] correspond exactly
to the G-equivariant mappings P → S; we have a bijection

C∞(P, S)G ∼= Γ(P [S]).

This result follows from (18.9) and (18.10). Since it is very important, we
include a direct proof.

Proof. If f ∈ C∞(P, S)G, we construct sf ∈ Γ(P [S]) in the following
way: The mapping graph(f) = (Id, f) : P → P × S is G-equivariant, since
(Id, f)(u.g) = (u.g, f(u.g)) = (u.g, g−1.f(u)) = ((Id, f)(u)).g. So it induces
a smooth section sf ∈ Γ(P [S]) as seen from (18.9) and the diagram:

(1) P × {point}
∼= // P

(Id,f)
//

p

��

P × S
q

��
M

sf // P [S].

For s ∈ Γ(P [S]) we define fs ∈ C∞(P, S)G by

fs := τS ◦ (IdP ×M s) : P = P ×M M → P ×M P [S]→ S.

This is G-equivariant since we have by (18.7):

fs(ux.g) = τS(ux.g, s(x)) = g−1.τS(ux, s(x)) = g−1.fs(ux).

These constructions are inverse to each other since we have

fs(f)(u) = τS(u, sf (p(u))) = τS(u, q(u, f(u))) = f(u),

sf(s)(p(u)) = q(u, fs(u)) = q(u, τS(u, s(p(u)))) = s(p(u)). �

18.13. Induced representations. Let K be a closed subgroup of a Lie
group G. Let ρ : K → GL(V ) be a representation in a vector space V ,
which we assume to be finite-dimensional to begin with. Then we consider
the principal fiber bundle (G, p,G/K,K) and the associated vector bundle
(G[V ], p,G/K). The smooth (or even continuous) sections of G[V ] corre-
spond exactly to the K-equivariant mappings f : G → V , those satisfying
f(gk) = ρ(k−1)f(g), by lemma (18.12). Each g ∈ G acts as a principal
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bundle homomorphism by left translation:

G
µg //

p
��

G

p
��

G/K
µ̄g // G/K.

So by (18.9) we have an induced isomorphism of vector bundles

G× V µg×IdV //

q
��

G× V
q
��

G[V ]
µg×KV //

p
��

G[V ]

p
��

G/K
µ̄g // G/K

which gives rise to the representation ĩnd
G

Kρ of G in the space Γ(G[V ]),
defined by

(ĩnd
G

Kρ)(g)(s) := (µg ×K V ) ◦ s ◦ µ̄g−1 = (µg ×K V )∗(s).

Now let us assume that the original representation ρ is unitary, ρ : K →
U(V ) for a complex vector space V with inner product 〈 , 〉V . Then v 7→
‖v‖2 = 〈v, v〉 is an invariant symmetric homogeneous polynomial V → R of
degree 2, so it is equivariant where K acts trivially on R. By (18.9) again we
get an induced mapping G[V ]→ G[R] = G/K×R, which we can polarize to
a smooth fiberwise Hermitian form 〈 , 〉G[V ] on the vector bundle G[V ].
We may also express this by

〈vx, wx〉G[V ] = 〈τV (ux, vx), τV (ux, wx)〉V
= 〈k−1τV (ux, vx), k

−1τV (ux, wx)〉V
= 〈τV (ux.k, vx), τV (ux.k, wx)〉V

for some ux ∈ Gx, using the mapping τV : G ×G/M G[V ] → V from (18.7);
it does not depend on the choice of ux. Still another way to describe the
fiberwise Hermitian form is

(G× V )×G/K (G× V )
f

**❯❯❯
❯❯❯❯

❯❯❯❯
❯❯❯❯

❯❯

��
G[V ]×G/K G[V ]

��

〈 , 〉G[V ]

// C

G/K;

here f((g1, v1), (g2, v2)) := 〈v1, ρ(τK(g1, g2))v2〉V where we use the mapping
τK : G ×G/K G → K given by τK(g1, g2) = g−1

1 g2 from (18.2). From this
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last description it is also clear that each g ∈ G acts as an isometric vector
bundle homomorphism.

Now we consider the natural line bundle Vol1/2(G/K) of all 1
2 -densities on

the manifold G/K from (10.4). Then for 1
2 -densities µi ∈ Γ(Vol1/2(G/M))

and any diffeomorphism f : G/K → G/K the pushforward f∗µi is defined
and for those with compact support we have

∫

G/K
(f∗µ1.f∗µ2) =

∫

G/K
f∗(µ1.µ2) =

∫

G/K
µ1.µ2.

The Hermitian inner product on G[V ] now defines a fiberwise Hermitian
mapping

(G[V ]⊗Vol1/2(G/K))×G/K (G[V ]⊗Vol1/2(G/K))
〈 , 〉G[V ]−−−−−−−−−→ Vol1(G/L)

and on the space C∞
c (G[V ] ⊗ Vol1/2(G/K)) of all smooth sections with

compact support we have the following Hermitian inner product:

〈σ1, σ2〉 :=
∫

G/K
〈σ1, σ2〉G[V ].

For a decomposable section σi = si ⊗ αi (where si ∈ Γ(G[V ]) and where

αi ∈ C∞
c (Vol1/2(G/K))) we may consider (using (18.12)) the equivariant

lifts fsi : G→ V , their invariant inner product 〈fs1 , fs2〉V : G→ C, and its
factorization to 〈fs1 , fs2〉−V : G/K → C. Then

〈σ1, σ2〉 :=
∫

G/K
〈fs1 , fs2〉−V α1α2.

Obviously the resulting action of the group G on Γ(G[V ]⊗Vol1/2(G/K)) is
unitary with respect to the Hermitian inner product, and it can be extended
to the Hilbert space completion of this space of sections. The resulting
unitary representation is called the induced representation and is denoted
by indGK ρ.

If the original unitary representation ρ : K → U(V ) is in an infinite-
dimensional Hilbert space V , one can first restrict the representation ρ to
the subspace of smooth vectors, on which it is differentiable, and repeat the
above construction with some modifications. See [151] for more details on
this infinite-dimensional construction.

18.14. Theorem. Consider a principal fiber bundle (P, p,M,G) and a
closed subgroup K of G. Then the reductions of structure group from G
to K correspond bijectively to the global sections of the associated bundle
P [G/K, λ̄] in a canonical way, where λ̄ : G×G/K → G/K is the left action
on the homogeneous space from (5.11).
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Proof. By (18.12) the section s ∈ Γ(P [G/K]) corresponds to an equivariant
mapping fs ∈ C∞(P,G/K)G, which is a surjective submersion since the
action λ̄ : G×G/K → G/K is transitive. Thus Ps := f−1

s (ē) is a submanifold
of P which is stable under the right action of K on P . Furthermore the K-
orbits are exactly the fibers of the mapping p : Ps →M , so by lemma (18.3)
we get a principal fiber bundle (Ps, p,M,K). The embedding Ps →֒ P is
then a reduction of structure groups as required.

If conversely we have a principal fiber bundle (P ′, p′,M,K) and a reduction
of structure groups χ : P ′ → P , then χ is an embedding covering the identity
of M and is K-equivariant, so we may view P ′ as a fiber subbundle of P
which is stable under the right action of K. Now we consider the mapping
τ : P ×M P → G from (18.2) and restrict it to P ×M P ′. Since we have
τ(ux, vx.k) = τ(ux, vx).k for k ∈ K, this restriction induces f : P → G/K
by

P ×M P ′ τ //

��

G

p

��
P = P ×M P ′/K

f // G/K,

since P ′/K =M ; and from τ(ux.g, vx) = g−1.τ(ux, vx) it follows that f is G-
equivariant as required. Finally f−1(ē) = {u ∈ P : τ(u, P ′

p(u)) ⊆ K } = P ′,
so the two constructions are inverse to each other. �

18.15. The bundle of gauges. If (P, p,M,G) is a principal fiber bundle,
we denote by Aut(P ) the group of all G-equivariant diffeomorphisms χ :
P → P . Then p ◦ χ = χ̄ ◦ p for a unique diffeomorphism χ̄ of M , so
there is a group homomorphism from Aut(P ) into the group Diff(M) of all
diffeomorphisms of M . The kernel of this homomorphism is called Gau(P ),
the group of gauge transformations. So Gau(P ) is the space of all χ : P → P
which satisfy p ◦ χ = p and χ(u.g) = χ(u).g. A vector field ξ ∈ X(P )

is an infinitesimal gauge transformation if its flow Flξt consists of gauge
transformations, i.e., if ξ is vertical and G-invariant, (rg)∗ξ = ξ.

Theorem. The group Gau(P ) of gauge transformations is equal to the space

Gau(P ) ∼= C∞(P, (G, conj))G ∼= Γ(P [G, conj]).

The Lie algebra Xvert(P )
G of infinitesimal gauge transformations is equal to

the space

Xvert(P )
G ∼= C∞(P, (g,Ad))G ∼= Γ(P [g,Ad]).

Proof. We use again the mapping τ : P ×M P → G from (18.2). For
χ ∈ Gau(P ) we define fχ ∈ C∞(P, (G, conj))G by fχ := τ ◦ (Id, χ). Then
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fχ(u.g) = τ(u.g, χ(u.g)) = g−1.τ(u, χ(u)).g = conjg−1 fχ(u), so fχ is indeed
G-equivariant.

If conversely f ∈ C∞(P, (G, conj))G is given, we define χf : P → P by
χf (u) := u.f(u). It is easy to check that χf is indeed in Gau(P ) and that
the two constructions are inverse to each other, namely

χf (ug) = ugf(ug) = ugg−1f(u)g = χf (u)g,

fχf
(u) = τG(u, χf (u)) = τG(u, u.f(u)) = τG(u, u)f(u) = f(u),

χfχ(u) = ufχ(u) = uτG(u, χ(u)) = χ(u).

The isomorphism C∞(P, (G, conj))G ∼= Γ(P [G, conj]) is a special case of
theorem (18.12).

A vertical vector field ξ ∈ Xvert(P ) = Γ(V P ) is given uniquely by a mapping
fξ : P → g via ξ(u) = Te(ru).fξ(u), and it is G-equivariant if and only if

Te(ru).fξ(u) = ξ(u) = ((rg)∗ξ)(u) = T (rg
−1
).ξ(u.g)

= T (rg
−1
).Te(ru.g).fξ(u.g) = Te(r

g−1 ◦ ru.g).fξ(u.g)
= Te(ru ◦ conjg).fξ(u.g) = Te(ru).Adg .fξ(u.g).

The isomorphism C∞(P, (g,Ad))G ∼= Γ(P [g,Ad]) is again a special case of
theorem (18.12). �

18.16. The tangent bundles of homogeneous spaces. Let G be a
Lie group and K a closed subgroup, with Lie algebras g and k, respec-
tively. We recall the mapping AdG : G → AutLie(g) from (4.24) and put
AdG,K := AdG |K : K → AutLie(g). For X ∈ k and k ∈ K we have
AdG,K(k)X = AdG(k)X = AdK(k)X ∈ k, so k is an invariant subspace for
the representation AdG,K of K in g, and we have the factor representation

Ad⊥ : K → GL(g/k). Then

(1) 0→ k→ g→ g/k→ 0

is short exact and K-equivariant.

Now we consider the principal fiber bundle (G, p,G/K,K) and the associ-

ated vector bundles G[g/k,Ad⊥] and G[k,AdK ].

Theorem. In these circumstances we have
T (G/K) = G[g/k,Ad⊥] = (G×K g/k, p,G/K, g/k).

The left action g 7→ T (µ̄g) of G on T (G/K) corresponds to the canonical left

action of G on G×K g/k. Furthermore G[g/k,Ad⊥]⊕G[k,AdK ] is a trivial
vector bundle.

Proof. For p : G → G/K we consider the tangent mapping Tep : g →
Tē(G/K) which is linear and surjective and induces a linear isomorphism



228 CHAPTER IV. Bundles and Connections

Tep : g/k→ Tē(G/K). For k ∈ K we have p ◦ conjk = p ◦ µk ◦ µk
−1

= µ̄k ◦ p
and consequently Tep ◦ AdG,K(k) = Tep ◦ Te(conjk) = Tēµ̄k ◦ Tep. Thus the
isomorphism Tep : g/k→ Tē(G/K) is K-equivariant for the representations

Ad⊥ and Tēλ̄ : k 7→ Tēµ̄k, where, for the moment, we use the notation
λ̄ : G×G/K → G/K for the left action.

Let us now consider the associated vector bundle

G[Tē(G/K), Tēλ̄] = (G×K Tē(G/K), p,G/K, Tē(G/K)),

which is isomorphic to the vector bundle G[g/k,Ad⊥], since the representa-
tion spaces are isomorphic. The mapping T2λ̄ : G × Tē(G/K) → T (G/K)
(where T2 is the second partial tangent functor) is K-invariant, since

T2λ̄((g,X)k) = T2λ̄(gk, Tēµ̄k−1 .X) = T µ̄gk.T µ̄k−1 .X = T µ̄g.X.

Therefore it induces a mapping ψ as in the following diagram:

(2) G× Tē(G/K)
T2λ̄

''❖❖
❖❖❖

❖❖❖
❖❖❖q

vv❧❧❧
❧❧❧

❧❧❧
❧❧❧

❧

G×K Tē(G/K)
ψ //

p
((❘❘

❘❘❘
❘❘❘

❘❘❘
❘❘❘

T (G/K)

πG/Kww♦♦♦
♦♦♦

♦♦♦
♦♦♦

G/K.

This mapping ψ is an isomorphism of vector bundles.

It remains to show the last assertion. The short exact sequence (1) induces
a sequence of vector bundles over G/K:

G/K × 0→ G[k,AdK ]→ G[g,AdG,K ]→ G[g/k,Ad⊥]→ G/K × 0.

This sequence splits fiberwise thus also locally over G/K, so we get

G[g/k,Ad⊥]⊕G[k,AdK ] ∼= G[g,AdG,K ].

We have to show that G[g,AdG,K ] is a trivial vector bundle. Let ϕ : G×g→
G× g be given by ϕ(g,X) = (g,AdG(g)X). Then for k ∈ K we have

ϕ((g,X).k) = ϕ(gk,AdG,K(k−1)X)

= (gk,AdG(g.k.k
−1)X) = (gk,AdG(g)X).
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So ϕ is K-equivariant for the ‘joint’ K-action to the ‘on the left’ K-action
and therefore induces a mapping ϕ̄ as in the diagram:

(3) G× g
ϕ //

q

��

G× g

��
G×K g

ϕ̄ //

p

$$■
■■

■■
■■

■■
G/K × g

pr1

yyss
ss
ss
ss
s

G/K.

The map ϕ̄ is a vector bundle isomorphism. �

18.17. Tangent bundles of Grassmann manifolds. From (18.5) we
know that (V (k, n) = O(n)/O(n − k), p,G(k, n), O(k)) is a principal fiber
bundle. Using the standard representation of O(k), we consider the asso-
ciated vector bundle (Ek := V (k, n)[Rk], p,G(k, n)). Recall from (18.5) the
description of V (k, n) as the space of all linear isometries Rk → Rn; we
get from it the evaluation mapping ev : V (k, n) × Rk → Rn. The mapping
(p, ev) in the diagram

(1) V (k, n)× Rk

(p,ev)

((◗◗
◗◗◗

◗◗◗
◗◗◗

◗◗◗

q

��
Ek V (k, n)×O(k) R

k

ψ
// G(k, n)× Rn

is O(k)-invariant for the action R and factors therefore to an embedding of
vector bundles ψ : Ek → G(k, n)×Rn. So the fiber (Ek)W over the k-plane
W in Rn is just the linear subspace W . Note finally that the fiberwise or-
thogonal complement Ek

⊥ of Ek in the trivial vector bundle G(k, n) × Rn

with its standard Riemann metric is isomorphic to the universal vector bun-
dle En−k over G(n−k, n), where the isomorphism covers the diffeomorphism
G(k, n)→ G(n− k, n) given also by the orthogonal complement mapping.

Corollary. The tangent bundle of the Grassmann manifold is

TG(k, n) ∼= L(Ek, Ek
⊥).

Proof. We have G(k, n) = O(n)/(O(k)×O(n− k)), so by theorem (18.16)
we get

TG(k, n) = O(n) ×
O(k)×O(n−k)

(so(n)/(so(k)× so(n− k))).
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On the other hand we have V (k, n) = O(n)/O(n − k) and the right action
of O(k) commutes with the right action of O(n− k) on O(n); therefore

V (k, n)[Rk] = (O(n)/O(n− k)) ×
O(k)

Rk = O(n) ×
O(k)×O(n−k)

Rk,

where O(n− k) acts trivially on Rk. We have

L(Ek, Ek
⊥) = L

(
O(n) ×

O(k)×O(n−k)
Rk, O(n) ×

O(k)×O(n−k)
Rn−k

)

= O(n) ×
O(k)×O(n−k)

L(Rk,Rn−k),

where O(k) × O(n − k) acts on L(Rk,Rn−k) by (A,B)(C) = B.C.A−1.
Finally, we have an (O(k) × O(n − k))-equivariant linear isomorphism as
follows:

L(Rk,Rn−k)→ so(n)/(so(k)× so(n− k)),

so(n)/(so(k)× so(n− k)) =
(
skew

)/(skew 0
0 skew

)

=

{(
0 −A⊤

A 0

)
: A ∈ L(Rk,Rn−k)

}
. �

18.18. Tangent bundles and vertical bundles. Let (E, p,M, S) be a
fiber bundle. The vector subbundle V E = {ξ ∈ TE : Tp.ξ = 0} of TE is
called the vertical bundle and is denoted by (V E, πE , E).

Theorem. Let (P, p,M,G) be a principal fiber bundle with principal right
action r : P ×G→ P . Let ℓ : G×S → S be a left action. Then the following
assertions hold:

(1) (TP, Tp, TM, TG) is again a principal fiber bundle with principal right
action Tr : TP × TG → TP , where the structure group TG is the
tangent group of G; see (6.7).

(2) The vertical bundle (V P, π, P, g) of the principal bundle is trivial as a
vector bundle over P : V P ∼= P × g.

(3) The vertical bundle of the principal bundle as bundle over M is again
a principal bundle: (V P, p ◦ π,M, TG).

(4) The tangent bundle of the associated bundle P [S, ℓ] is given by
T (P [S, ℓ]) = TP [TS, Tℓ].

(5) The vertical bundle of the associated bundle P [S, ℓ] is given by
V (P [S, ℓ]) = P [TS, T2ℓ] = P ×G TS.

Proof. Let (Uα, ϕα : P |Uα → Uα×G) be a principal fiber bundle atlas with
cocycle of transition functions (ϕαβ : Uαβ → G). Since T is a functor which
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respects products, (TUα, Tϕα : TP |TUα → TUα × TG) is again a principal
fiber bundle atlas with cocycle of transition functions (Tϕαβ : TUαβ → TG),
describing the principal fiber bundle (TP, Tp, TM, TG). The assertion about
the principal action is obvious. So (1) follows. For completeness sake we
include here the transition formula for this atlas in the right trivialization
of TG:

T (ϕα ◦ϕ−1
β )(ξx, Te(µ

g).X) = (ξx, Te(µ
ϕαβ(x).g).(δrϕαβ(ξx)+Ad(ϕαβ(x))X)),

where δϕαβ ∈ Ω1(Uαβ ; g) is the right logarithmic derivative of ϕαβ ; see
(4.26).

(2) The mapping (u,X) 7→ Te(ru).X = T(u,e)r.(0u, X) is a vector bundle
isomorphism P × g→ V P over P .

(3) Obviously Tr : TP × TG→ TP is a free right action which acts transi-
tively on the fibers of Tp : TP → TM . Since V P = (Tp)−1(0M ), the bundle
V P → M is isomorphic to TP |0M and Tr restricts to a free right action,
which is transitive on the fibers, so by lemma (18.3) the result follows.

(4) The transition functions of the fiber bundle P [S, ℓ] are given by the
expression ℓ ◦ (ϕαβ × IdS) : Uαβ × S → G × S → S. Then the transition
functions of T (P [S, ℓ]) are T (ℓ◦(ϕαβ×IdS)) = Tℓ◦(Tϕαβ×IdTS) : TUαβ×
TS → TG× TS → TS, from which the result follows.

(5) Vertical vectors in T (P [S, ℓ]) have local representations (0x, ηs) ∈ TUαβ×
TS. Under the transition functions of T (P [S, ℓ]) they transform as T (ℓ ◦
(ϕαβ × IdS)).(0x, ηs) = Tℓ.(0ϕαβ(x), ηs) = T (ℓϕαβ(x)).ηs = T2ℓ.(ϕαβ(x), ηs)
and this implies the result �

19. Principal and Induced Connections

19.1. Principal connections. Let (P, p,M,G) be a principal fiber bundle.
Recall from (17.3) that a (general) connection on P is a fiber projection
Φ : TP → V P , viewed as a 1-form in Ω1(P, TP ). Such a connection Φ
is called a principal connection if it is G-equivariant for the principal right
action r : P × G → P , so that T (rg).Φ = Φ.T (rg) and Φ is rg-related to
itself, or (rg)∗Φ = Φ in the sense of (16.16), for all g ∈ G. By theorem
(16.15.6) the curvature R = 1

2 .[Φ,Φ] is then also rg-related to itself for all
g ∈ G.
Recall from (18.18.2) that the vertical bundle of P is trivialized as a vector
bundle over P by the principal action. So

(1) ω(Xu) := Te(ru)
−1.Φ(Xu) ∈ g

and in this way we get a g-valued 1-form ω ∈ Ω1(P, g), which is called
the (Lie algebra valued) connection form of the connection Φ. Recall from
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(6.3) the fundamental vector field mapping ζ : g → X(P ) for the princi-
pal right action given by ζX(u) = Te(ru)X which satisfies Tu(r

g)ζX(u) =
ζAd(g−1)X(u.g). The defining equation for ω can be written also as Φ(Xu) =
ζω(Xu)(u).

Lemma. If Φ ∈ Ω1(P, V P ) is a principal connection on the principal fiber
bundle (P, p,M,G), then the connection form has the following two proper-
ties:

(2) ω reproduces the generators of fundamental vector fields:

ω(ζX(u)) = X for all X ∈ g.

(3) ω is G-equivariant, i.e.,

((rg)∗ω)(Xu) = ω(Tu(r
g).Xu) = Ad(g−1).ω(Xu)

for all g ∈ G and Xu ∈ TuP . Consequently we have for the Lie deriv-
ative LζXω = − ad(X).ω.

Conversely a 1-form ω ∈ Ω1(P, g) satisfying (2) defines a connection Φ on
P by Φ(Xu) = Te(ru).ω(Xu), which is a principal connection if and only if
(3) is satisfied.

Proof. (2) Te(ru).ω(ζX(u)) = Φ(ζX(u)) = ζX(u) = Te(ru).X. Since
Te(ru) : g→ VuP is an isomorphism, the result follows.

(3) Both directions follow from

Te(rug).ω(Tu(r
g).Xu) = ζω(Tu(rg).Xu)(ug) = Φ(Tu(r

g).Xu),

Te(rug).Ad(g
−1).ω(Xu) = ζAd(g−1).ω(Xu)(ug) = Tu(r

g).ζω(Xu)(u)

= Tu(r
g).Φ(Xu). �

19.2. Curvature. Let Φ be a principal connection on the principal fiber
bundle (P, p,M,G) with connection form ω ∈ Ω1(P, g). We already noted in
(19.1) that the curvature R = 1

2 [Φ,Φ] is then also G-equivariant, (rg)∗R = R
for all g ∈ G. Since R has vertical values, we may again define a g-valued
2-form

Ω ∈ Ω2(P, g), Ω(Xu, Yu) := −Te(ru)−1.R(Xu, Yu),

which is called the (Lie algebra valued) curvature form of the connection.
We also have

R(Xu, Yu) = −ζΩ(Xu,Yu)(u).

We take the negative sign to get the usual curvature form as in [107, I].

We equip the space Ω(P, g) of all g-valued forms on P in a canonical way
with the structure of a graded Lie algebra by
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[Ψ,Θ]∧(X1, . . . , Xp+q)

=
1

p! q!

∑

σ

signσ [Ψ(Xσ1, . . . , Xσp),Θ(Xσ(p+1), . . . , Xσ(p+q))]g

or equivalently by

[ψ ⊗X,ϑ⊗ Y ]∧ := ψ ∧ ϑ⊗ [X,Y ]g.

From the latter description it is clear that

d[Ψ,Θ]∧ = [dΨ,Θ]∧ + (−1)degΨ[Ψ, dΘ]∧.

In particular for ω ∈ Ω1(P, g) we have

[ω, ω]∧(X,Y ) = 2[ω(X), ω(Y )]g.

Theorem. The curvature form Ω of a principal connection with connection
form ω has the following properties:

(1) Ω is horizontal, i.e., it kills vertical vectors.

(2) Ω is G-equivariant in the following sense: (rg)∗Ω = Ad(g−1).Ω. Con-
sequently LζXΩ = − ad(X).Ω.

(3) The Maurer-Cartan formula holds: Ω = dω + 1
2 [ω, ω]∧.

Proof. (1) is true for R by (17.4). For (2) we compute as follows:

Te(rug).((r
g)∗Ω)(Xu, Yu) = Te(rug).Ω(Tu(r

g).Xu, Tu(r
g).Yu)

= −Rug(Tu(rg).Xu, Tu(r
g).Yu) = −Tu(rg).((rg)∗R)(Xu, Yu)

= −Tu(rg).R(Xu, Yu) = Tu(r
g).ζΩ(Xu,Yu)(u)

= ζAd(g−1).Ω(Xu,Yu)(ug) = Te(rug).Ad(g
−1).Ω(Xu, Yu), by (6.3).

(3) For X ∈ g we have iζXR = 0 by (1), and using (19.1.2), we get

iζX (dω +
1

2
[ω, ω]∧) = iζXdω +

1

2
[iζXω, ω]∧ −

1

2
[ω, iζXω]∧

= LζXω + [X,ω]∧ = − ad(X)ω + ad(X)ω = 0.

So the formula holds for vertical vectors, and for horizontal vector fields
ξ, η ∈ Γ(H(P )) we have

R(ξ, η) = Φ[ξ − Φξ, η − Φη] = Φ[ξ, η] = ζω([ξ,η]),

(dω +
1

2
[ω, ω])(ξ, η) = ξω(η)− ηω(ξ)− ω([ξ, η]) + 0 = −ω([ξ, η]). �

19.3. Lemma. Any principal fiber bundle (P, p,M,G) (with paracompact
basis) admits principal connections.
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Proof. Let (Uα, ϕα : P |Uα → Uα × G)α be a principal fiber bundle atlas.
Let us define γα(Tϕ

−1
α (ξx, Teµg.X)) := X for ξx ∈ TxUα and X ∈ g. Using

lemma (6.3), we get

((rh)∗γα)(Tϕ
−1
α (ξx, Teµg.X)) = γα(Tr

h.Tϕ−1
α (ξx, Teµg.X))

= γα(Tϕ
−1
α (ξx, Tµ

h.Teµg.X))

= γα(Tϕ
−1
α (ξx, Teµgh.Ad(h

−1).X)) = Ad(h−1).X,

so that γα ∈ Ω1(P |Uα, g) satisfies the requirements of lemma (19.1) and
thus is a principal connection on P |Uα. Now let (fα) be a smooth partition
of unity on M which is subordinated to the open cover (Uα), and let ω :=∑

α(fα ◦ p)γα. Since both requirements of lemma (19.1) are invariant under
convex linear combinations, ω is a principal connection on P . �

19.4. Local descriptions of principal connections. We consider a
principal fiber bundle (P, p,M,G) with some principal fiber bundle atlas
(Uα, ϕα : P |Uα → Uα × G) and corresponding cocycle (ϕαβ : Uαβ → G) of
transition functions. We consider the sections sα ∈ Γ(P |Uα) which are given
by ϕα(sα(x)) = (x, e) and satisfy sα.ϕαβ = sβ , since we have in turn:

ϕα(sβ(x)) = ϕαϕ
−1
β (x, e) = (x, ϕαβ(x)),

sβ(x) = ϕ−1
α (x, e.ϕαβ(e)) = ϕ−1

α (x, e)ϕαβ(x) = sα(x)ϕαβ(x).

(1) Let κl ∈ Ω1(G, g) be the left logarithmic derivative of the identity, also
called the left Maurer-Cartan form, i.e., κl(ηg) := Tg(µg−1).ηg. We will

use the forms κlαβ := ϕαβ
∗κl ∈ Ω1(Uαβ , g).

Let Φ = ζ ◦ ω ∈ Ω1(P, V P ) be a principal connection with connection form
ω ∈ Ω1(P, g). We may associate the following local data to the connection:

(2) ωα := sα
∗ω ∈ Ω1(Uα, g), the physicists’ version or Cartan moving

frame version of the connection,

(3) the Christoffel forms Γα ∈ Ω1(Uα,X(G)) from (17.7), which are given
by (0x,Γ

α(ξx, g)) = −T (ϕα).Φ.T (ϕα)−1(ξx, 0g),

(4) γα := (ϕ−1
α )∗ω ∈ Ω1(Uα ×G, g), the local expressions of ω.

Lemma. These local data have the following properties and are related by
the following formulas.

(5) The forms ωα ∈ Ω1(Uα, g) satisfy the transition formulas

ωα = Ad(ϕ−1
βα)ωβ + κlβα,

and any set of forms like that with this transition behavior determines
a unique principal connection.

(6) We have γα(ξx, Tµg.X) = γα(ξx, 0g) +X = Ad(g−1)ωα(ξx) +X.
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(7) We have Γα(ξx) = −Rωα(ξx), a right invariant vector field, since

Γα(ξx, g) = −Te(µg).γα(ξx, 0g)
= −Te(µg).Ad(g−1)ωα(ξx) = −T (µg)ωα(ξx).

Proof. (7) From the definition of the Christoffel forms we have

(0x,Γ
α(ξx, g)) = −T (ϕα).Φ.T (ϕα)−1(ξx, 0g)

= −T (ϕα).Te(rϕ−1
α (x,g)).ω.T (ϕα)

−1(ξx, 0g) by (19.1.1)

= −Te(ϕα ◦ rϕ−1
α (x,g))ω.T (ϕα)

−1(ξx, 0g)

= −(0x, Te(µg)ω.T (ϕα)−1(ξx, 0g))

= −(0x, Te(µg)γα(ξx, 0g)), by (4),

where we also used ϕα(rϕ−1
α (x,g)h) = ϕα(ϕ

−1
α (x, g)h) = ϕα(ϕ

−1
α (x, gh)) =

(x, gh). This is the first part of (7). The second part follows from (6).

γα(ξx, Tµg.X) = γα(ξx, 0g) + γα(0x, Tµg.X)(6)

= γα(ξx, 0g) + ω(T (ϕα)
−1(0x, Tµg.X))

= γα(ξx, 0g) + ω(ζX(ϕ
−1
α (x, g)))

= γα(ξx, 0g) +X.

So the first part of (6) holds. The second part is seen from

γα(ξx, 0g) = γα(ξx, Te(µ
g)0e) = (ω ◦ T (ϕα)−1 ◦ T (IdX × µg))(ξx, 0e)

= (ω ◦ T (rg ◦ ϕ−1
α ))(ξx, 0e) = Ad(g−1)ω(T (ϕ−1

α )(ξx, 0e))

= Ad(g−1)(sα
∗ω)(ξx) = Ad(g−1)ωα(ξx).

(5) Via (7) the transition formulas for the ωα are easily seen to be equivalent
to the transition formulas for the Christoffel forms in lemma (17.7). A direct
proof goes as follows: We have sα(x) = sβ(x)ϕβα(x) = r(sβ(x), ϕβα(x)) and
thus

ωα(ξx) = ω(Tx(sα).ξx)

= (ω ◦ T(sβ(x),ϕβα(x))r)((Txsβ .ξx, 0ϕβα(x)) + (0sβ (x), Txϕβα.ξx))

= ω(T (rϕβα(x)).Tx(sβ).ξx) + ω(Tϕβα(x)(rsβ(x)).Tx(ϕβα).ξx)

= Ad(ϕβα(x)
−1)ω(Tx(sβ).ξx)

+ ω(Tϕβα(x)(rsβ(x)).T (µϕβα(x) ◦ µϕβα(x)−1)Tx(ϕβα).ξx)

= Ad(ϕβα(x)
−1)ωβ(ξx)

+ ω(Te(rsβ(x)ϕβα(x)).κ
l
βα.ξx)

= Ad(ϕβα(x)
−1)ωβ(ξx) + κlβα(ξx). �
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19.5. The covariant derivative. Let (P, p,M,G) be a principal fiber
bundle with principal connection Φ = ζ ◦ ω. We consider the horizontal
projection χ = IdTP − Φ : TP → HP , cf. (17.3), which satisfies

χ ◦ χ = χ, imχ = HP, kerχ = V P, χ ◦ T (rg) = T (rg) ◦ χ

for all g ∈ G.
If W is a finite-dimensional vector space, we consider the mapping χ∗ :
Ω(P,W )→ Ω(P,W ) which is given by

(χ∗ϕ)u(X1, . . . , Xk) = ϕu(χ(X1), . . . , χ(Xk)).

The mapping χ∗ is a projection onto the subspace of horizontal differential
forms, i.e., the space Ωhor(P,W ) := {ψ ∈ Ω(P,W ) : iXψ = 0 for X ∈ V P}.
The notion of horizontal form is independent of the choice of a connection.

The projection χ∗ has the following properties: χ∗(ϕ∧ψ) = χ∗ϕ∧χ∗ψ if one
of the two forms has values in R; χ∗ ◦χ∗ = χ∗; χ∗ ◦ (rg)∗ = (rg)∗ ◦χ∗ for all
g ∈ G; χ∗ω = 0; and χ∗ ◦ L(ζX) = L(ζX) ◦ χ∗. They follow easily from the

corresponding properties of χ; the last property uses that Fl
ζ(X)
t = rexp tX .

We define the covariant exterior derivative dω : Ωk(P,W )→ Ωk+1(P,W ) by
prescribing dω := χ∗ ◦ d.

Theorem. The covariant exterior derivative dω has the following properties.

(1) dω(ϕ∧ψ) = dω(ϕ)∧χ∗ψ+(−1)degϕχ∗ϕ∧dω(ψ) if ϕ or ψ is real valued.

(2) L(ζX) ◦ dω = dω ◦ L(ζX) for each X ∈ g.

(3) (rg)∗ ◦ dω = dω ◦ (rg)∗ for each g ∈ G.
(4) dω ◦ p∗ = d ◦ p∗ = p∗ ◦ d : Ω(M,W )→ Ωhor(P,W ).

(5) dωω = Ω, the curvature form.

(6) dωΩ = 0, the Bianchi identity.

(7) dω ◦ χ∗ − dω = χ∗ ◦ i(R), where R is the curvature.

(8) dω ◦ dω = χ∗ ◦ i(R) ◦ d.
(9) Let Ωhor(P, g)

G be the algebra of all horizontal G-equivariant g-valued
forms, i.e., (rg)∗ψ = Ad(g−1)ψ. Then for any ψ ∈ Ωhor(P, g)

G we
have dωψ = dψ + [ω, ψ]∧.

(10) The mapping ψ 7→ ζψ, where ζψ(X1, . . . , Xk)(u) = ζψ(X1,...,Xk)(u)(u),

is an isomorphism between Ωhor(P, g)
G and the algebra Ωhor(P, V P )

G

of all horizontal G-equivariant forms with values in the vertical bundle
V P . Then we have ζdωψ = −[Φ, ζψ].

Proof. Parts (1) through (4) follow from the properties of χ∗.
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(5) We have

(dωω)(ξ, η) = (χ∗dω)(ξ, η) = dω(χξ, χη)

= (χξ)ω(χη)− (χη)ω(χξ)− ω([χξ, χη])
= −ω([χξ, χη]),

−ζ(Ω(ξ, η)) = R(ξ, η) = Φ[χξ, χη] = ζω([χξ,χη]).

(6) Using (19.2), we have

dωΩ = dω(dω + 1
2 [ω, ω]∧)

= χ∗ddω + 1
2χ

∗d[ω, ω]∧

= 1
2χ

∗([dω, ω]∧ − [ω, dω]∧) = χ∗[dω, ω]∧

= [χ∗dω, χ∗ω]∧ = 0, since χ∗ω = 0.

(7) For ϕ ∈ Ω(P,W ) we have

(dωχ
∗ϕ)(X0, . . . , Xk) = (dχ∗ϕ)(χ(X0), . . . , χ(Xk))

=
∑

0≤i≤k
(−1)iχ(Xi)((χ

∗ϕ)(χ(X0), . . . , χ̂(Xi), . . . , χ(Xk)))

+
∑

i<j

(−1)i+j(χ∗ϕ)([χ(Xi), χ(Xj)], χ(X0), . . .

. . . , χ̂(Xi), . . . , χ̂(Xj), . . . )

=
∑

0≤i≤k
(−1)iχ(Xi)(ϕ(χ(X0), . . . , χ̂(Xi), . . . , χ(Xk)))

+
∑

i<j

(−1)i+jϕ([χ(Xi), χ(Xj)]− Φ[χ(Xi), χ(Xj)], χ(X0), . . .

. . . , χ̂(Xi), . . . , χ̂(Xj), . . . )

= (dϕ)(χ(X0), . . . , χ(Xk)) + (iRϕ)(χ(X0), . . . , χ(Xk))

= (dω + χ∗iR)(ϕ)(X0, . . . , Xk).

(8) dωdω = χ∗dχ∗d = (χ∗iR + χ∗d)d = χ∗iRd holds by (7).

(9) If we insert one vertical vector field, say ζX for X ∈ g, into dωψ, we
get 0 by definition. For the right hand side we use iζXψ = 0 and LζXψ =

∂|0(FlζXt )∗ψ = ∂|0(rexp tX) ∗ ψ = ∂|0Ad(exp(−tX))ψ = − ad(X)ψ to get

iζX (dψ + [ω, ψ]∧) = iζXdψ + diζXψ + [iζXω, ψ]− [ω, iζXψ]

= LζXψ + [X,ψ] = − ad(X)ψ + [X,ψ] = 0.

Now let all vector fields ξi be horizontal; then we get

(dωψ)(ξ0, . . . , ξk) = (χ∗dψ)(ξ0, . . . , ξk) = dψ(ξ0, . . . , ξk),

(dψ + [ω, ψ]∧)(ξ0, . . . , ξk) = dψ(ξ0, . . . , ξk).
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So the first formula holds.

(10) We proceed in a similar manner. Let Ψ be in the space Ωℓhor(P, V P )
G of

all horizontal G-equivariant forms with vertical values. Then for each X ∈ g

we have iζXΨ = 0; furthermore the G-equivariance (rg)∗Ψ = Ψ implies that
LζXΨ = [ζX ,Ψ] = 0 by (16.16.5). Using formula (16.11.2), we have

iζX [Φ,Ψ] = [iζXΦ,Ψ]− [Φ, iζXΨ] + i([Φ, ζX ])Ψ + i([Ψ, ζX ])Φ

= [ζX ,Ψ]− 0 + 0 + 0 = 0.

Now let all vector fields ξi again be horizontal; then from the huge formula
(16.9) for the Frölicher-Nijenhuis bracket only the following terms in the
third and fifth lines survive:

[Φ,Ψ](ξ1, . . . , ξℓ+1) =
(−1)ℓ

ℓ!

∑

σ

signσ Φ([Ψ(ξσ1, . . . , ξσℓ), ξσ(ℓ+1)])

+ 1
(ℓ−1)! 2!

∑

σ

signσ Φ(Ψ([ξσ1, ξσ2], ξσ3, . . . , ξσ(ℓ+1))).

For f : P → g and horizontal ξ we have Φ[ξ, ζf ] = ζξ(f) = ζdf(ξ): It is
C∞(P )-linear in ξ; or imagine it in local coordinates. So the last expression
becomes

−ζ(dωψ(ξ0, . . . , ξk)) = −ζ(dψ(ξ0, . . . , ξk)) = −ζ((dψ + [ω, ψ]∧)(ξ0, . . . , ξk))

as required. �

19.6. Theorem. Let (P, p,M,G) be a principal fiber bundle with principal
connection ω. Then the parallel transport for the principal connection is
globally defined and G-equivariant.

In detail: For each smooth curve c : R → M there is a smooth mapping
Ptc : R× Pc(0) → P such that the following hold:

(1) Pt(c, t, u) ∈ Pc(t), Pt(c, 0) = IdPc(0)
, and ω( ddt Pt(c, t, u)) = 0.

(2) Pt(c, t) : Pc(0) → Pc(t) is G-equivariant, i.e., Pt(c, t, u.g) = Pt(c, t, u).g
holds for all g ∈ G and u ∈ P . Moreover we have Pt(c, t)∗(ζX |Pc(t)) =
ζX |Pc(0) for all X ∈ g.

(3) For any smooth function f : R→ R we have
Pt(c, f(t), u) = Pt(c ◦ f, t,Pt(c, f(0), u)).

Proof. By (19.4) the Christoffel forms Γα ∈ Ω1(Uα,X(G)) of the connec-
tion ω with respect to a principal fiber bundle atlas (Uα, ϕα) are given by
Γα(ξx) = Rωα(ξx), so they take values in the Lie subalgebra XR(G) of all
right invariant vector fields on G, which are bounded with respect to any
right invariant Riemann metric on G. Each right invariant metric on a Lie
group is complete. So the connection is complete by proposition (23.9).
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Properties (1) and (3) follow from theorem (17.8), and (2) is seen as follows:
We have ω( ddt Pt(c, t, u).g) = Ad(g−1)ω( ddt Pt(c, t, u)) = 0, and this implies
Pt(c, t, u).g = Pt(c, t, u.g). For the second assertion we compute for u ∈
Pc(0):

Pt(c, t)∗(ζX |Pc(t))(u) = T Pt(c, t)−1ζX(Pt(c, t, u))

= T Pt(c, t)−1 d
ds |0 Pt(c, t, u). exp(sX)

= T Pt(c, t)−1 d
ds |0 Pt(c, t, u. exp(sX))

= d
ds |0 Pt(c, t)−1 Pt(c, t, u. exp(sX))

= d
ds |0u. exp(sX) = ζX(u). �

19.7. Holonomy groups. Let (P, p,M,G) be a principal fiber bundle with
principal connection Φ = ζ ◦ ω. We assume that M is connected and we fix
x0 ∈M .

In (17.10) we defined the holonomy group Hol(Φ, x0) ⊂ Diff(Px0) as the
group of all Pt(c, 1) : Px0 → Px0 for c any piecewise smooth closed loop
through x0. (Reparameterizing c by a function which is flat at each corner
of c, we may assume that any c is smooth.) If we consider only those
curves c which are nullhomotopic, we obtain the restricted holonomy group
Hol0(Φ, x0), a normal subgroup.

Now let us fix u0 ∈ Px0 . The elements τ(u0,Pt(c, 1, u0)) ∈ G (for c all
piecewise smooth closed loops through x0) form a subgroup of the structure
group G which is isomorphic to Hol(Φ, x0); we denote it by Hol(ω, u0) and
we call it again the holonomy group of the connection. Considering only
nullhomotopic curves, we get the restricted holonomy group Hol0(ω, u0), a
normal subgroup of Hol(ω, u0).

Theorem. Let (P, p,M,G) be a principal fiber bundle with principal con-
nection Φ = ζ ◦ ω. We assume that M is connected and we fix x0 ∈M and
u0 ∈ Px0.
(1) We have an isomorphism Hol(ω, u0)→ Hol(Φ, x0) given by

g 7→ (u 7→ fg(u) = u0.g.τ(u0, u)) with inverse gf := τ(u0, f(u0))← f .

(2) We have Hol(ω, u0.g) = conj(g−1)Hol(ω, u0) and
Hol0(ω, u0.g) = conj(g−1)Hol0(ω, u0).

(3) For any curve c with c(0) = x0 we have Hol(ω,Pt(c, t, u0)) = Hol(ω, u0)
and Hol0(ω,Pt(c, t, u0)) = Hol0(ω, u0).

(4) The restricted holonomy group Hol0(ω, u0) is a connected Lie subgroup
of G. The quotient group Hol(ω, u0)/Hol0(ω, u0) is at most countable,
so Hol(ω, u0) is also a Lie subgroup of G.
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(5) The Lie algebra hol(ω, u0) ⊂ g of Hol(ω, u0) is generated by
{Ω(Xu, Yu) : Xu, Yu ∈ TuP, u = Pt(c, 1, u0), c : [0, 1] → M, c(0) = x0}
as a vector space. It is isomorphic to the Lie algebra hol(Φ, x0) we
considered in (17.10).

(6) For u0 ∈ Px0 let P (ω, u0) be the set of all Pt(c, t, u0) for c any (piece-
wise) smooth curve in M with c(0) = x0 and for t ∈ R. Then P (ω, u0)
is a fiber subbundle of P which is invariant under the right action of
Hol(ω, u0); so it is itself a principal fiber bundle over M with struc-
ture group Hol(ω, u0) and we have a reduction of structure group; see
(18.6) and (18.14). The pullback of ω to P (ω, u0) is also a principal
connection form i∗ω ∈ Ω1(P (ω, u0); hol(ω, u0)).

(7) P is foliated by the leaves P (ω, u), u ∈ Px0.
(8) If the curvature Ω = 0, then Hol0(ω, u0) = {e} and each P (ω, u) is a

covering ofM . The leaves P (ω, u) are all isomorphic and are associated
to the universal covering of M , which is a principal fiber bundle with
structure group the fundamental group π1(M).

In view of assertion (6) a principal connection ω is called irreducible if
Hol(ω, u0) equals the structure group G for some (equivalently: any) u0 ∈
Px0 .

Proof. (1) follows from the definition of Hol(ω, u0).

(2) This follows from the properties of the mapping τ from (18.2) and from
the G-equivariance of the parallel transport:

τ(u0.g,Pt(c, 1, u0.g)) = τ(u0,Pt(c, 1, u0).g) = g−1.τ(u0,Pt(c, 1, u0)).g.

So via the diffeomorphism τ(u0, ) : Px0 → G the action of the holonomy
group Hol(Φ, u0) on Px0 is conjugate to the left translation of Hol(ω, u0) on
G.

(3) By reparameterizing the curve c, we may assume that t = 1, and we
put Pt(c, 1, u0) =: u1. Then by definition, for an element g ∈ G we have
g ∈ Hol(ω, u1) if and only if g = τ(u1,Pt(e, 1, u1)) for some closed smooth
loop e through x1 := c(1) = p(u1), i.e.,

Pt(c, 1)(u0.g) = Pt(c, 1)(rg(u0)) = rg(Pt(c, 1)(u0)) = u1g

= Pt(e, 1)(Pt(c, 1)(u0))

u0.g = Pt(c, 1)−1 Pt(e, 1)Pt(c, 1)(u0) = Pt(c.e.c−1, 3)(u0),

where c.e.c−1 is the curve traveling along c(t) for 0 ≤ t ≤ 1, along e(t − 1)
for 1 ≤ t ≤ 2, and along c(3 − t) for 2 ≤ t ≤ 3. This is equivalent to
g ∈ Hol(ω, u0). Furthermore e is nullhomotopic if and only if c.e.c−1 is
nullhomotopic, so we also have Hol0(ω, u1) = Hol0(ω, u0).
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(4) Let c : [0, 1]→M be a nullhomotopic curve through x0 and let h : R2 →
M be a smooth homotopy with h1|[0, 1] = c and h(0, s) = h(t, 0) = h(t, 1) =
x0. We consider the pullback bundle

h∗P
p∗h //

h∗p
��

P

p

��
R2 h // M.

Then for the parallel transport PtΦ on P and for the parallel transport Pth
∗Φ

of the pulled back connection we have

PtΦ(ht, 1, u0) = (p∗h) Pth
∗Φ((t, ), 1, u0) = (p∗h) FlC

h∗Φ∂s
1 (t, u0).

So t 7→ τ(u0,Pt
Φ(ht, 1, u0)) is a smooth curve in the Lie group G starting

from e, so Hol0(ω, u0) is a smoothly arcwise connected subgroup of G. By
theorem (5.6) the subgroup Hol0(ω, u0) is a Lie subgroup of G. The quotient
group Hol(ω, u0)/Hol0(ω, u0) is a countable group, since by Morse theory
M is homotopy equivalent to a countable CW-complex, so the fundamental
group π1(M) is countably generated, thus countable.

(5) Note first that for g ∈ G and X ∈ X(M) we have for the horizontal lift
(rg)∗CX = CX, since (rg)∗Φ = Φ implies Tu(r

g).HuP = Hu.gP and thus

Tu(r
g).C(X,u) = Tu(r

g).(Tup|HuP )
−1(X(p(u)))

= (Tu.gp|Hu.gP )
−1(X(p(u))) = C(X,u.g).

The vector space hol(ω) ⊂ g is normalized by the subgroup Hol(ω, u0) ⊆
G since for g = τ(u0,Pt(c, 1, u0)) (where c is a loop at x0) and for u =
Pt(c1, 1, u0) (where c1(0) = x0) we have

Ad(g−1)Ω(C(X,u), C(Y, u)) = Ω(Tu(r
g).C(X,u), Tu(r

g).C(Y, u))

= Ω(C(X,u.g), C(Y, u.g)) ∈ hol(ω),

u.g = Pt(c1, 1, u0).g = Pt(c1, 1, u0.g) = Pt(c1, 1,Pt(c, 1, u0))

= Pt(c1.c, 2, u0).

We consider now the mapping

ξu0 : hol(ω)→ X(Px0),

ξu0X (u) = ζAd(τ(u0,u)−1)X(u).

It turns out that ξu0X is related to the right invariant vector field RX on G
under the diffeomorphism τ(u0, ) = (ru0)

−1 : Px0 → G, since we have

Tg(ru0).RX(g) = Tg(ru0).Te(µ
g).X = Tu0(r

g).Te(ru0).X

= Tu0(r
g)ζX(u0) = ζAd(g−1)X(u0.g) = ξu0X (u0.g).
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Thus ξu0 is the restriction to hol(ω) ⊆ g of a Lie algebra antihomomorphism
g→ X(Px0), and each vector field ξu0X on Px0 is complete. The dependence
of ξu0 on u0 is explained by

ξu0gX (u) = ζAd(τ(u0g,u)−1)X(u) = ζAd(τ(u0,u)−1)Ad(g)X(u)

= ξu0Ad(g)X(u).

Recall now that the holonomy Lie algebra hol(Φ, x0) is the closed linear span
of all vector fields of the form Pt(c, 1)∗R(CX,CY ), where X,Y ∈ TxM and
c is a curve from x0 to x. Then we have for u = Pt(c, 1, u0)

R(C(X,u), C(Y, u)) = ζΩ(C(X,u),C(Y,u))(u),

R(CX,CY )(ug) = T (rg)R(CX,CY )(u) = T (rg)ζΩ(C(X,u),C(Y,u))(u)

= ζAd(g−1)Ω(C(X,u),C(Y,u))(ug) = ξuΩ(C(X,u),C(Y,u))(ug),

(Pt(c, 1)∗R(CX,CY ))(u0.g) =

= T (Pt(c, 1)−1)ζAd(g−1)Ω(C(X,u),C(Y,u))(Pt(c, 1, u0.g))

= (Pt(c, 1)∗ζAd(g−1)Ω(C(X,u),C(Y,u)))(u0.g)

= ζAd(g−1)Ω(C(X,u),C(Y,u))(u0.g) by (19.6.2)

= ξu0Ω(C(X,u),C(Y,u))(u0.g).

So ξu0 : hol(ω) → hol(Φ, x0) is a linear isomorphic. Since hol(Φ, x0) is a
Lie subalgebra of X(Px0) by (17.10) and ξu0 : g → X(Px0) is a Lie algebra
antihomomorphism, hol(ω) is a Lie subalgebra of g. Moreover hol(Φ, x0)
consists of complete vector fields and we may apply theorem (17.11) (only
claim 3) which tells us that the Lie algebra of the Lie group Hol(Φ, x0) is
hol(Φ, x0). The diffeomorphism τ(u0, ) : Px0 → G intertwines the actions
and the infinitesimal actions in the right way.

(6) We define the vector subbundle E ⊂ TP by Eu := HuP +Te(ru). hol(ω).
From the proof of (4) it follows that ξu0X are sections of E for eachX ∈ hol(ω);
thus E is a vector bundle. Any vector field η ∈ X(P ) with values in E is
a linear combination with coefficients in C∞(P ) of horizontal vector fields
CX for X ∈ X(M) and of ζZ for Z ∈ hol(ω). Their Lie brackets are in turn

[CX,CY ](u) = C[X,Y ](u) +R(CX,CY )(u)

= C[X,Y ](u) + ζΩ(C(X,u),C(Y,u))(u) ∈ Γ(E),

[ζZ , CX] = LζZCX = d
dt |0(Fl

ζZ
t )∗CX = 0,

since (rg)∗CX = CX; see step (5) above. So E is an integrable subbundle
and induces a foliation by (3.28.2). Let L(u0) be the leaf of the foliation
through u0. Since for a curve c in M the parallel transport Pt(c, t, u0) is
tangent to the leaf, we have P (ω, u0) ⊆ L(u0). By definition the holonomy
group Hol(Φ, x0) acts transitively and freely on P (ω, u0)∩Px0 , and by (5) the
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restricted holonomy group Hol0(Φ, x0) acts transitively on each connected
component of L(u0) ∩ Px0 , since the vertical part of E is spanned by the
generating vector fields of this action. This is true for any fiber since we may
conjugate the holonomy groups by a suitable parallel transport to each fiber.
Thus P (ω, u0) = L(u0) and by lemma (18.3) the fiber subbundle P (ω, x0) is
a principal fiber bundle with structure group Hol(ω, u0). Since all horizontal
spaces HuP with u ∈ P (ω, x0) are tangential to P (ω, x0), the connection Φ
restricts to a principal connection on P (ω, x0) and we obtain the reduction
we looked for of the structure group.

(7) This is obvious from the proof of (6).

(8) If the curvature Ω is everywhere 0, the holonomy Lie algebra is zero,
so P (ω, u) is a principal fiber bundle with discrete structure group; thus
p|P (ω, u) : P (ω, u)→M is a local diffeomorphism, since TuP (ω, u) = HuP
and Tp is invertible on it. By the right action of the structure group we may
translate each local section of p to any point of the fiber, so p is a covering
map. Parallel transport defines a group homomorphism ϕ : π1(M,x0) →
Hol(Φ, u0) ∼= Hol(ω, u0) (see the proof of (4)). Let M̃ be the universal

covering space of M ; then from topology one knows that M̃ → M is a
principal fiber bundle with discrete structure group π1(M,x0). Let π1(M)

act on Hol(ω, u0) by left translation via ϕ; then the mapping f : M̃ ×
Hol(ω, u0) → P (ω, u0) which is given by f([c], g) = Pt(c, 1, u0).g is π1(M)-
invariant and thus factors to a mapping

M̃ ×π1(M) Hol(ω, u0) = M̃ [Hol(ω, u0)]→ P (ω, u0)

which is an isomorphism of Hol(ω, u0)-bundles since the upper mapping
admits local sections by the curve lifting property of the universal cover. �

19.8. Inducing principal connections on associated bundles. We
consider a principal bundle (P, p,M,G) with principal right action r : P ×
G → P and let ℓ : G × S → S be a left action of the structure group G on
some manifold S. Then we consider the associated bundle P [S] = P [S, ℓ] =
P ×G S, constructed in (18.7). Recall from (18.18) that its tangent and
vertical bundle are given by T (P [S, ℓ]) = TP [TS, Tℓ] = TP ×TG TS and
V (P [S, ℓ]) = P [TS, T2ℓ] = P ×G TS.
Let Φ = ζ ◦ ω ∈ Ω1(P, TP ) be a principal connection on the principal
bundle P . We construct the induced connection Φ̄ ∈ Ω1(P [S], T (P [S])) by
factorizing as in the following diagram:

TP × TS Φ×Id //

Tq=q′

��

TP × TS = //

q′

��

T (P × S)
Tq

��
TP ×TG TS Φ̄ // TP ×TG TS = // T (P ×G S).
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Let us first check that the top mapping Φ × Id is TG-equivariant. For
g ∈ G and X ∈ g the inverse of Te(µg)X in the Lie group TG is denoted by
(Te(µg)X)−1; see lemma (6.7). Furthermore by (6.3) we have

Tr(ξu, Te(µg)X) = Tu(r
g)ξu + Tr((0P × LX)(u, g))

= Tu(r
g)ξu + Tg(ru)(Te(µg)X)

= Tu(r
g)ξu + ζX(ug).

We may compute

(Φ× Id)
(
Tr(ξu, Te(µg)X), T ℓ((Te(µg)X)−1, ηs)

)

=
(
Φ(Tu(r

g)ξu + ζX(ug)), T ℓ((Te(µg)X)−1, ηs)
)

=
(
Φ(Tu(r

g)ξu) + Φ(ζX(ug)), T ℓ((Te(µg)X)−1, ηs)
)

=
(
(Tu(r

g)Φξu) + ζX(ug), T ℓ((Te(µg)X)−1, ηs)
)

=
(
Tr(Φ(ξu), Te(µg)X), T ℓ((Te(µg)X)−1, ηs)

)
.

So the mapping Φ × Id factors to Φ̄ as indicated in the diagram, and we
have Φ̄ ◦ Φ̄ = Φ̄ from (Φ × Id) ◦ (Φ × Id) = Φ × Id. The mapping Φ̄ is
fiberwise linear, since Φ× Id and q′ = Tq are. The image of Φ̄ is

q′(V P × TS) = q′(ker(Tp : TP × TS → TM))

= ker(Tp : TP ×TG TS → TM) = V (P [S, ℓ]).

Thus Φ̄ is a connection on the associated bundle P [S]. We call it the induced
connection.

From the diagram it also follows that the vector valued forms

Φ× Id ∈ Ω1(P × S, TP × TS)
and Φ̄ ∈ Ω1(P [S], T (P [S]))

are (q : P × S → P [S])-related. So by (16.15) we have for the curvatures

RΦ×Id = 1
2 [Φ× Id,Φ× Id] = 1

2 [Φ,Φ]× 0

= RΦ × 0,

RΦ̄ = 1
2 [Φ̄, Φ̄]

that they are also q-related, i.e., Tq ◦ (RΦ × 0) = RΦ̄ ◦ (Tq ×M Tq).

By uniqueness of the solutions of the defining differential equation we also
get that

PtΦ̄(c, t, q(u, s)) = q(PtΦ(c, t, u), s).
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19.9. Recognizing induced connections. We consider again a princi-
pal fiber bundle (P, p,M,G) and a left action ℓ : G × S → S. Suppose
that we have a connection Ψ ∈ Ω1(P [S], T (P [S])) on the associated bundle
P [S] = P [S, ℓ]. Then the following question arises: When is the connection
Ψ induced from a principal connection on P? If this is the case, we say that
Ψ is compatible with the G-structure on P [S]. The answer is given in the
following

Theorem. Let Ψ be a (general) connection on the associated bundle P [S].
Let us suppose that the action ℓ is infinitesimally effective, i.e., the funda-
mental vector field mapping ζ : g→ X(S) is injective.

Then the connection Ψ is induced from a principal connection ω on P if and
only if the following condition is satisfied:

• In some (equivalently: any) fiber bundle atlas (Uα, ψα) of P [S] belong-
ing to the G-structure of the associated bundle the Christoffel forms
Γα ∈ Ω1(Uα,X(S)) have values in the Lie subalgebra Xfund(S) of fun-
damental vector fields for the action ℓ.

Proof. Let (Uα, ϕα : P |Uα → Uα ×G) be a principal fiber bundle atlas for
P . Then by the proof of theorem (18.7) the induced fiber bundle atlas

(Uα, ψα : P [S]|Uα → Uα × S)
is given by

ψ−1
α (x, s) = q(ϕ−1

α (x, e), s),(1)

(ψα ◦ q)(ϕ−1
α (x, g), s) = (x, g.s).(2)

Let Φ = ζ ◦ ω be a principal connection on P and let Φ̄ be the induced
connection on the associated bundle P [S]. By (17.7) its Christoffel symbols
are given by

(0x,Γ
α
Φ̄(ξx, s)) = −(T (ψα) ◦ Φ̄ ◦ T (ψ−1

α ))(ξx, 0s)

= −(T (ψα) ◦ Φ̄ ◦ Tq ◦ (T (ϕ−1
α )× Id))(ξx, 0e, 0s) by (1)

= −(T (ψα) ◦ Tq ◦ (Φ× Id))(T (ϕ−1
α )(ξx, 0e), 0s) by (19.8)

= −(T (ψα) ◦ Tq)(Φ(T (ϕ−1
α )(ξx, 0e)), 0s)

= (T (ψα) ◦ Tq)(T (ϕ−1
α )(0x,Γ

α
Φ(ξx, e)), 0s) by (19.4.3)

= −T (ψα ◦ q ◦ (ϕ−1
α × Id))(0x, ωα(ξx), 0s) by (19.4.7)

= −Te(ℓs)ωα(ξx) by (2)

= −ζωα(ξx)(s).

So the condition is necessary.
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Now let us conversely suppose that a connection Ψ on P [S] is given such
that the Christoffel forms ΓαΨ with respect to a fiber bundle atlas of the
G-structure have values in Xfund(S). Then unique g-valued forms ωα ∈
Ω1(Uα, g) are given by the equation

ΓαΨ(ξx) = −ζ(ωα(ξx)),
since the action is infinitesimally effective. From the transition formulas
(17.7) for the ΓαΨ follow the transition formulas (19.4.5) for the ωα, so that
they give a unique principal connection on P , which by the first part of the
proof induces the given connection Ψ on P [S]. �

19.10. Inducing principal connections on associated vector bun-
dles. Let (P, p,M,G) be a principal fiber bundle and let ρ : G → GL(W )
be a representation of the structure group G on a finite-dimensional vector
spaceW . We consider the associated vector bundle (E := P [W,ρ], p,M,W ),
which was treated in some detail in (18.11):

TP × TW Φ×Id //

Tq

��

π ((❘❘
❘❘❘

❘❘❘
❘❘❘

❘❘
TP × TW

Tq

��

πvv❧❧❧
❧❧❧

❧❧❧
❧❧❧

❧
TP ×W ×W

P ×W
q

��
P ×GW = E

TP ×TG TW

πE
66♠♠♠♠♠♠♠♠♠♠♠♠♠

Φ̄
//

Tp ((❘❘
❘❘❘

❘❘❘
❘❘❘

❘❘❘
TP ×TG TW

πE
hh◗◗◗◗◗◗◗◗◗◗◗◗◗

Tpvv❧❧❧
❧❧❧

❧❧❧
❧❧❧

❧❧
TE

TM.

Recall from (8.12) that T (E) = TP ×TG TW has two vector bundle struc-
tures with the projections

πE : T (E) = TP ×TG TW → P ×GW = E,

Tp ◦ pr1 : T (E) = TP ×TG TW → TM.

Now let Φ = ζ ◦ω ∈ Ω1(P, TP ) be a principal connection on P . We consider
the induced connection Φ̄ ∈ Ω1(E, T (E)) from (19.8).

A look at the diagram above shows that the induced connection is linear in
both vector bundle structures. We say that it is a linear connection on the
associated bundle.

Recall now from (8.12) the vertical lift vlE : E ×M E → V E, which is an
isomorphism, pr1-πE-fiberwise linear and also pr2-Tp-fiberwise linear.
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Now we define the connector K of the linear connection Φ̄ by

K := pr2 ◦(vlE)−1 ◦ Φ̄ : TE → V E → E ×M E → E.

Lemma. The connector K : TE → E is a vector bundle homomorphism
for both vector bundle structures on TE and satisfies

K ◦ vlE = pr2 : E ×M E → TE → E.

So K is πE-p-fiberwise linear and Tp-p-fiberwise linear.

Proof. This follows from the fiberwise linearity of the components of K
and from its definition. �

19.11. Linear connections. If (E, p,M) is a vector bundle, a connection
Ψ ∈ Ω1(E, TE) such that Ψ : TE → V E → TE is also Tp-Tp-fiberwise
linear is called a linear connection. An easy check with (19.9) or a direct
construction shows that Ψ is then induced from a unique principal con-
nection on the linear frame bundle GL(Rn, E) of E (where n is the fiber
dimension of E).

Equivalently, a linear connection may be specified by a connector

K : TE → E

with the three properties of lemma (19.10). For then

HE := {ξu : K(ξu) = 0p(u)}
is a complement to V E in TE which is Tp-fiberwise linearly chosen.

19.12. Covariant derivative on vector bundles. Let (E, p,M) be a
vector bundle with a linear connection, given by a connector K : TE → E
with the properties in lemma (19.10).

For any manifoldN , smooth mapping s : N → E, and vector fieldX ∈ X(N)
we define the covariant derivative of s along X by

(1) ∇Xs := K ◦ Ts ◦X : N → TN → TE → E.

If f : N → M is a fixed smooth mapping, let us denote by C∞
f (N,E) the

vector space of all smooth mappings s : N → E with p ◦ s = f — they are
called sections of E along f . From the universal property of the pullback
it follows that the vector space C∞

f (N,E) is canonically linearly isomorphic

to the space Γ(f∗E) of sections of the pullback bundle. Then the covariant
derivative may be viewed as a bilinear mapping

(2) ∇ : X(N)× C∞
f (N,E)→ C∞

f (N,E).

In particular for f = IdM we have

∇ : X(M)× Γ(E)→ Γ(E).
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Lemma. This covariant derivative has the following properties:

(3) ∇Xs is C∞(N)-linear in X ∈ X(N). So for a tangent vector Xx ∈
TxN the mapping ∇Xx : C∞

f (N,E)→ Ef(x) makes sense and we have

(∇Xs)(x) = ∇X(x)s.

(4) ∇Xs is R-linear in s ∈ C∞
f (N,E).

(5) ∇X(h.s) = dh(X).s + h.∇Xs for h ∈ C∞(N), the derivation property
of ∇X .

(6) For any manifold Q and smooth mapping g : Q→ N and Yy ∈ TyQ we
have ∇Tg.Yys = ∇Yy(s ◦ g). If Y ∈ X(Q) and X ∈ X(N) are g-related,
then we have ∇Y (s ◦ g) = (∇Xs) ◦ g.

Proof. All these properties follow easily from the definition (1). �

Property (6) is not well understood in some differential geometric literature.

For vector fields X, Y ∈ X(M) and a section s ∈ Γ(E) an easy computation
shows that

RE(X,Y )s : = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

= ([∇X ,∇Y ]−∇[X,Y ])s

is C∞(M)-linear in X, Y , and s. By the method of (9.3) it follows that
RE is a 2-form on M with values in the vector bundle L(E,E), i.e., RE ∈
Ω2(M,L(E,E)). It is called the curvature of the covariant derivative. See
(19.16) below for the relation to the principal curvature if E is an associated
bundle.

For f : N → M , vector fields X, Y ∈ X(N) and a section s ∈ C∞
f (N,E)

along f one may prove that

∇X∇Y s−∇Y∇Xs−∇[X,Y ]s = (f∗RE)(X,Y )s := RE(Tf.X, Tf.Y )s.

19.13. Covariant exterior derivative. Let (E, p,M) be a vector bundle
with a linear connection, given by a connector K : TE → E.

For a smooth mapping f : N →M let Ω(N, f∗E) be the vector space of all
forms on N with values in the vector bundle f∗E. We can also view them
as forms on N with values along f in E, but we do not introduce an extra
notation for this.

The graded space Ω(N, f∗E) is a graded Ω(N)-module via

(ϕ ∧ Φ)(X1, . . . , Xp+q)

= 1
p! q!

∑

σ

sign(σ) ϕ(Xσ1, . . . , Xσp)Φ(Xσ(p+1), . . . , Xσ(p+q)).
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The graded module homomorphisms H : Ω(N, f∗E) → Ω(N, f∗E) (so that
H(ϕ ∧ Φ) = (−1)degH. degϕϕ ∧ H(Φ)) are easily seen to coincide with the
mappings µ(A) for A ∈ Ωp(N, f∗L(E,E)), which are given by

(µ(A)Φ)(X1, . . . , Xp+q)

= 1
p! q!

∑

σ

sign(σ) A(Xσ1, . . . , Xσp)(Φ(Xσ(p+1), . . . , Xσ(p+q))).

The covariant exterior derivative d∇ : Ωp(N, f∗E) → Ωp+1(N, f∗E) is de-
fined by (where the Xi are vector fields on N)

(d∇Φ)(X0, . . . , Xp) =

p∑

i=0

(−1)i∇XiΦ(X0, . . . , X̂i, . . . , Xp)

+
∑

0≤i<j≤p
(−1)i+jΦ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xp).

Lemma. The covariant exterior derivative is well defined and has the fol-
lowing properties.

(1) For s ∈ Γ(f∗E) = Ω0(N, f∗E) we have (d∇s)(X) = ∇Xs.
(2) d∇(ϕ ∧ Φ) = dϕ ∧ Φ+ (−1)degϕϕ ∧ d∇Φ.
(3) For smooth g : Q → N and Φ ∈ Ω(N, f∗E) we have d∇(g∗Φ) =

g∗(d∇Φ).

(4) d∇d∇Φ = µ(f∗RE)Φ.

Proof. It suffices to investigate decomposable forms Φ = ϕ ⊗ s where
ϕ ∈ Ωp(N) and s ∈ Γ(f∗E). Then from the definition we have

d∇(ϕ⊗ s) = dϕ⊗ s+ (−1)pϕ ∧ d∇s.

Since d∇s ∈ Ω1(N, f∗E) by (19.12.3), the mapping d∇ is well defined. This
formula also implies (2) immediately. Part (3) follows from (19.12.6). Part
(4) is checked as follows:

d∇d∇(ϕ⊗ s) = d∇(dϕ⊗ s+ (−1)pϕ ∧ d∇s) by (2)

= 0 + (−1)2pϕ ∧ d∇d∇s
= ϕ ∧ µ(f∗RE)s by the definition of RE

= µ(f∗RE)(ϕ⊗ s). �
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19.14. Let (P, p,M,G) be a principal fiber bundle and let ρ : G→ GL(W )
be a representation of the structure group G on a finite-dimensional vector
space W .

Theorem. There is a canonical isomorphism from the space of P [W,ρ]-
valued differential forms on M onto the space of horizontal G-equivariant
W -valued differential forms on P :

q♯ : Ω(M,P [W,ρ])→ Ωhor(P,W )G = {ϕ ∈ Ω(P,W ) : iXϕ = 0

for all X ∈ V P, (rg)∗ϕ = ρ(g−1) ◦ ϕ for all g ∈ G}.
In particular for W = R with trivial representation we see that

p∗ : Ω(M)→ Ωhor(P )
G = {ϕ ∈ Ωhor(P ) : (r

g)∗ϕ = ϕ}
is also an isomorphism. The isomorphism

q♯ : Ω0(M,P [W ]) = Γ(P [W ])→ Ω0
hor(P,W )G = C∞(P,W )G

is a special case of the one from (18.12).

Proof. Recall the smooth mapping τG : P ×M P → G from (18.2) with

r(ux, τ
G(ux, vx)) = vx,

τG(ux.g, u
′
x.g

′) = g−1.τG(ux, u
′
x).g

′,

τG(ux, ux) = e.

Let ϕ ∈ Ωkhor(P,W )G, X1, . . . , Xk ∈ TuP , and X ′
1, . . . , X

′
k ∈ Tu′P such that

Tup.Xi = Tu′p.X
′
i for each i. For g = τG(u, u′), so that ug = u′, we then

have:

q(u, ϕu(X1, . . . , Xk)) = q(ug, ρ(g−1)ϕu(X1, . . . , Xk))

= q(u′, ((rg)∗ϕ)u(X1, . . . , Xk))

= q(u′, ϕug(Tu(r
g).X1, . . . , Tu(r

g).Xk))

= q(u′, ϕu′(X
′
1, . . . , X

′
k)), since Tu(r

g)Xi −X ′
i ∈ Vu′P.

By this a vector bundle valued form Φ ∈ Ωk(M,P [W ]) is uniquely deter-
mined.

For the converse recall the smooth mapping τW : P ×M P [W,ρ]→W from
(18.7), which satisfies

τW (u, q(u,w)) = w,

q(ux, τ
W (ux, vx)) = vx,

τW (uxg, vx) = ρ(g−1)τW (ux, vx).
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For Φ ∈ Ωk(M,P [W ]) we define q♯Φ ∈ Ωk(P,W ) as follows. For Xi ∈ TuP
we put

(q♯Φ)u(X1, . . . , Xk) := τW (u,Φp(u)(Tup.X1, . . . , Tup.Xk)).

Then q♯Φ is smooth and horizontal. For g ∈ G we have

((rg)∗(q♯Φ))u(X1, . . . , Xk) = (q♯Φ)ug(Tu(r
g).X1, . . . , Tu(r

g).Xk)

= τW (ug,Φp(ug)(Tugp.Tu(r
g).X1, . . . , Tugp.Tu(r

g).Xk))

= ρ(g−1)τW (u,Φp(u)(Tup.X1, . . . , Tup.Xk))

= ρ(g−1)(q♯Φ)u(X1, . . . , Xk).

Clearly the two constructions are inverse to each other. �

19.15. Let (P, p,M,G) be a principal fiber bundle with a principal connec-
tion Φ = ζ ◦ω, and let ρ : G→ GL(W ) be a representation of the structure
group G on a finite-dimensional vector spaceW . We consider the associated
vector bundle (E := P [W,ρ], p,M,W ), the induced connection Φ̄ on it and
the corresponding covariant derivative.

Theorem. The covariant exterior derivative dω from (19.5) on P and the
covariant exterior derivative for P [W ]-valued forms on M are connected by
the mapping q♯ from (19.14), as follows:

q♯ ◦ d∇ = dω ◦ q♯ : Ω(M,P [W ])→ Ωhor(P,W )G.

Proof. Let us consider first f ∈ Ω0
hor(P,W )G = C∞(P,W )G; then f = q♯s

for s ∈ Γ(P [W ]) and we have f(u) = τW (u, s(p(u))) and s(p(u)) = q(u, f(u))
by (19.14) and (18.12). Therefore we have Ts.Tp.Xu = Tq(Xu, T f.Xu),
where Tf.Xu = (f(u), df(Xu)) ∈ TW = W × W . If χ : TP → HP is
the horizontal projection as in (19.5), we have Ts.Tp.Xu = Ts.Tp.χ.Xu =
Tq(χ.Xu, T f.χ.Xu). So we get

(q♯d∇s)(Xu) = τW (u, (d∇s)(Tp.Xu))

= τW (u,∇Tp.Xus) by (19.13.1)

= τW (u,K.Ts.Tp.Xu) by (19.12.1)

= τW
(
u,K.Tq(χ.Xu, T f.χ.Xu)

)
from above

= τW
(
u, pr2 . vl

−1
P [W ] .Φ̄.T q(χ.Xu, T f.χ.Xu)

)
by (19.10)

= τW
(
u, pr2 . vl

−1
P [W ] .T q.(Φ× Id)(χ.Xu, T f.χ.Xu)

)
by (19.8)

= τW
(
u, pr2 . vl

−1
P [W ] .T q(0u, T f.χ.Xu)

)
since Φ.χ = 0

= τW
(
u, q. pr2 . vl

−1
P×W .(0u, T f.χ.Xu)

)
since q is fiber linear

= τW (u, q(u, df.χ.Xu)) = (χ∗df)(Xu) = (dωq
♯s)(Xu).
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Now we turn to the general case. It suffices to check the formula for a
decomposable P [W ]-valued form Ψ = ψ ⊗ s ∈ Ωk(M,P [W ]), where ψ ∈
Ωk(M) and s ∈ Γ(P [W ]). Then we have

dωq
♯(ψ ⊗ s) = dω(p

∗ψ · q♯s)
= dω(p

∗ψ) · q♯s+ (−1)kχ∗p∗ψ ∧ dωq♯s by (19.5.1)

= χ∗p∗dψ · q♯s+ (−1)kp∗ψ ∧ q♯d∇s from above and (19.5.4)

= p∗dψ · q♯s+ (−1)kp∗ψ ∧ q♯d∇s
= q♯(dψ ⊗ s+ (−1)kψ ∧ d∇s)
= q♯d∇(ψ ⊗ s). �

19.16. Corollary. In the situation of theorem (19.15), the curvature

RP [W ] ∈ Ω2(M,L(P [W ], P [W ])) is related to the Lie algebra valued cur-
vature form Ω ∈ Ω2

hor(P, g) by

q♯L(P [W ],P [W ])R
P [W ] = ρ′ ◦ Ω,

where ρ′ = Teρ : g→ L(W,W ) is the derivative of the representation ρ.

Proof. We use the notation of the proof of theorem (19.15). By this theorem
we have for X, Y ∈ TuP

(dωdωq
♯
P [W ]s)u(X,Y ) = (q♯d∇d∇s)u(X,Y )

= (q♯RP [W ]s)u(X,Y )

= τW (u,RP [W ](Tup.X, Tup.Y )s(p(u)))

= (q♯L(P [W ],P [W ])R
P [W ])u(X,Y )(q♯P [W ]s)(u).

On the other hand we have by theorem (19.5.8)

(dωdωq
♯s)u(X,Y ) = (χ∗iRdq

♯s)u(X,Y )

= (dq♯s)u(R(X,Y )) since R is horizontal

= (dq♯s)(−ζΩ(X,Y )(u)) by (19.2)

= ∂|0(q♯s)(Fl
ζΩ(X,Y )

−t (u))

= ∂|0τW (u. exp(−tΩ(X,Y )), s(p(u. exp(−tΩ(X,Y )))))

= ∂|0τW (u. exp(−tΩ(X,Y )), s(p(u)))

= ∂|0ρ(exp tΩ(X,Y ))τW (u, s(p(u))) by (18.7)

= ρ′(Ω(X,Y ))(q♯s)(u). �
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20. Characteristic Classes

20.1. Invariants of Lie algebras. LetG be a Lie group with Lie algebra g;
let
⊗

g∗ be the tensor algebra over the dual space g∗, the graded space of all
multilinear real (or complex) functionals on g. Let S(g∗) be the symmetric
algebra over g∗ which corresponds to the algebra of polynomial functions
on g. The adjoint representation Ad : G → L(g, g) induces representations
Ad∗ : G → L(

⊗
g∗,
⊗

g∗) and also Ad∗ : G → L(S(g∗), S(g∗)), which are
both given by Ad∗(g)f = f ◦ (Ad(g−1)⊗ · · ·⊗Ad(g−1)). A tensor f ∈⊗ g∗

(or a polynomial f ∈ S(g∗)) is called an invariant of the Lie algebra if
Ad∗(g)f = f for all g ∈ G. If the Lie group G is connected, f is an invariant
if and only if LXf = 0 for all X ∈ g, where LX is the restriction of the
Lie derivative to left invariant tensor fields on G, which coincides with the
unique extension of ad(X)∗ : g∗ → g∗ to a derivation on

⊗
g∗ or S(g∗),

respectively. Compare this with the proof of (14.16.2). Obviously the space
of all invariants is a graded subalgebra of

⊗
g∗ or S(g∗), respectively. The

usual notation for the algebra of invariant polynomials is

I(G) :=
⊕

k≥0

Ik(G) = S(g∗)G =
⊕

k≥0

Sk(g∗)G.

20.2. The Chern-Weil forms. Let (P, p,M,G) be a principal fiber bundle
with principal connection Φ = ζ ◦ ω and curvature R = ζ ◦ Ω. For ψi ∈
Ωpi(P, g) and f ∈ Sk(g∗) ⊂⊗k g∗ we have the differential forms

ψ1 ⊗∧ · · · ⊗∧ ψk ∈ Ωp1+···+pk(P, g⊗ · · · ⊗ g),

f ◦ (ψ1 ⊗∧ · · · ⊗∧ ψk) ∈ Ωp1+···+pk(P ).

The exterior derivative of the latter one is clearly given by

d(f ◦ (ψ1 ⊗∧ · · · ⊗∧ ψk)) = f ◦ d(ψ1 ⊗∧ · · · ⊗∧ ψk)

= f ◦
(∑k

i=1(−1)p1+···+pi−1ψ1 ⊗∧ · · · ⊗∧ dψi ⊗∧ · · · ⊗∧ ψk
)
.

Let us now consider an invariant polynomial f ∈ Ik(G) and the curvature
form Ω ∈ Ω2

hor(P, g)
G. Then the 2k-form f ◦ (Ω ⊗∧ · · · ⊗∧ Ω) is horizontal

since Ω is horizontal by (19.2.2). It is also G-invariant since by (19.2.2) we
have

(rg)∗(f ◦ (Ω⊗∧ · · · ⊗∧ Ω)) = f ◦ ((rg)∗Ω⊗∧ · · · ⊗∧ (rg)∗Ω)

= f ◦ (Ad(g−1)Ω⊗∧ · · · ⊗∧ Ad(g−1)Ω)

= f ◦ (Ω⊗∧ · · · ⊗∧ Ω).

So by theorem (19.14) there is a uniquely defined 2k-form cw(f, P, ω) ∈
Ω2k(M) with p∗ cw(f, P, ω) = f ◦ (Ω ⊗∧ · · · ⊗∧ Ω), which we will call the
Chern-Weil form of f .
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If h : N → M is a smooth mapping, then for the pullback bundle h∗P the
Chern-Weil form is given by cw(f, h∗P, h∗ω) = h∗ cw(f, P, ω), which is easily
seen by applying p∗.

20.3. Theorem (Chern-Weil homomorphism). In the setting of (20.2)
we have:

(1) For f ∈ Ik(G) the Chern-Weil form cw(f, P, ω) is a closed differential
form: d cw(f, P, ω) = 0. So there is a well defined cohomology class
Cw(f, P ) = [cw(f, P, ω)] ∈ H2k(M), called the characteristic class of
the invariant polynomial f .

(2) The characteristic class Cw(f, P ) does not depend on the choice of the
principal connection ω.

(3) The mapping CwP : I∗(G)→ H2∗(M) is a homomorphism of commu-
tative algebras, and it is called the Chern-Weil homomorphism.

(4) If h : N → M is a smooth mapping, then the Chern-Weil homomor-
phism for the pullback bundle h∗P is given by

Cwh∗P = h∗ ◦ CwP : I∗(G)→ H2∗(N).

Proof. (1) Since f ∈ Ik(G) is invariant, we have for any X ∈ g

0 = d
dt |0Ad(exp(tX0))

∗f(X1, . . . , Xk)

= d
dt |0f(Ad(exp(tX0))X1, . . . ,Ad(exp(tX0))Xk)

=
∑k

i=1f(X1, . . . , [X0, Xi], . . . , Xk)

=
∑k

i=1f([X0, Xi], X1, . . . , X̂i . . . , Xk).

This implies that

d(f ◦ (Ω⊗∧ . . .⊗∧ Ω)) = f ◦
(∑k

i=1Ω⊗∧ · · · ⊗∧ dΩ⊗∧ · · · ⊗∧ Ω
)

= k f ◦ (dΩ⊗∧ · · · ⊗∧ Ω) + k f ◦ ([ω,Ω]∧ ⊗∧ · · · ⊗∧ Ω)

= k f ◦ (dωΩ⊗∧ Ω⊗∧ · · · ⊗∧ Ω) = 0 by (19.5.6),

p∗d cw(f, P, ω) = d p∗ cw(f, P, ω)

= d (f ◦ (Ω⊗∧ · · · ⊗∧ Ω)) = 0,

and thus d cw(f, P, ω) = 0 since p∗ is injective.

(2) Let ω0, ω1 ∈ Ω1(P, g)G be two principal connections. Then we consider
the principal bundle (P ×R, p× Id,M ×R, G) and the principal connection
ω̃ = (1 − t)ω0 + tω1 = (1 − t)(pr1)

∗ω0 + t(pr1)
∗ω1 on it, where t is the

coordinate function on R. Let Ω̃ be the curvature form of ω̃. Let inss : P →
P × R be the embedding at level s, inss(u) = (u, s). Then we have in turn
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by (19.2.3) for s = 0, 1

ωs = (inss)
∗ω̃,

Ωs = dωs +
1
2 [ωs, ωs]∧

= d(inss)
∗ω̃ + 1

2 [(inss)
∗ω̃, (inss)∗ω̃]∧

= (inss)
∗(dω̃ + 1

2 [ω̃, ω̃]∧)

= (inss)
∗Ω̃.

So we get for s = 0, 1

p∗(inss)∗ cw(f, P × R, ω̃) = (inss)
∗(p× IdR)∗ cw(f, P × R, ω̃)

= (inss)
∗(f ◦ (Ω̃⊗∧ · · · ⊗∧ Ω̃))

= f ◦ ((inss)∗Ω̃⊗∧ · · · ⊗∧ (inss)
∗Ω̃)

= f ◦ (Ωs ⊗∧ · · · ⊗∧ Ωs)

= p∗ cw(f, P, ωs).

Since p∗ is injective, we get (inss)∗ cw(f, P×R, ω̃) = cw(f, P, ωs) for s = 0, 1,
and since ins0 and ins1 are smoothly homotopic, the cohomology classes
coincide.

(3) and (4) are obvious. �

20.4. Local description of characteristic classes. Let (P, p,M,G) be
a principal fiber bundle with a principal connection ω ∈ Ω1(P, g)G. Let
sα ∈ Γ(P |Uα) be a collection of local smooth sections of the bundle such that
(Uα) is an open cover of M . Recall (from the proof of (18.3) for example)
that then ϕα = (p, τG(sα ◦ p, )) : P |Uα → Uα × G is a principal fiber
bundle atlas with transition functions ϕαβ(x) = τG(sα(x), sβ(x)).

Then we consider the physicists’ version from (19.4) of the connection ω
which is described by the forms ωα := s∗αω ∈ Ω1(Uα, g). They transform
according to ωα = Ad(ϕ−1

βα)ωβ + Θβα, where Θβα = ϕ−1
βαdϕαβ if G is a

matrix group; see lemma (19.4). This affine transformation law is due to
the fact that ω is not horizontal. Let Ω = dω + 1

2 [ω, ω]∧ ∈ Ω2
hor(P, g)

G be
the curvature of ω; then we consider again the local forms of the curvature:

Ωα : = s∗αΩ = s∗α(dω + 1
2 [ω, ω]∧)

= d(s∗αω) +
1
2 [s

∗
αω, s

∗
αω]∧

= dωα + 1
2 [ωα, ωα]∧.

Recall from theorem (19.14) that we have an isomorphism

q♯ : Ω(M,P [g,Ad])→ Ωhor(P, g)
G.
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Then Ωα = s∗αΩ is the local frame expression of (q♯)−1(Ω) for the induced
chart P [g]|Uα → Uα×g; thus we have the the simple transformation formula
Ωα = Ad(ϕαβ)Ωβ .

If now f ∈ Ik(G) is an invariant of G, for the Chern-Weil form cw(f, P, ω)
we have

cw(f, P, ω)|Uα : = s∗α(p
∗ cw(f, P, ω)) = s∗α(f ◦ (Ω⊗∧ · · · ⊗∧ Ω))

= f ◦ (s∗αΩ⊗∧ · · · ⊗∧ s
∗
αΩ)

= f ◦ (Ωα ⊗∧ · · · ⊗∧ Ωα),

where Ωα ⊗∧ · · · ⊗∧ Ωα ∈ Ω2k(Uα, g⊗ · · · ⊗ g).

20.5. Characteristic classes for vector bundles. For a real vector
bundle (E, p,M,Rn) the characteristic classes are by definition the charac-
teristic classes of the linear frame bundle (GL(Rn, E), p,M,GL(n,R)). We
write Cw(f,E) := Cw(f,GL(Rn, E)) for short and likewise for complex
vector bundles.

Let (P, p,M,G) be a principal bundle and let ρ : G → GL(V ) be a repre-
sentation in a finite-dimensional vector space. If ω is a principal connection
form on P with curvature form Ω, then for the induced covariant derivative
∇ on the associated vector bundle P [V ] and its curvature RP [V ] we have

q♯RP [V ] = ρ′ ◦Ω by corollary (19.16). So if the representation ρ is infinitesi-
mally effective, i.e., if ρ′ : g→ L(V, V ) is injective, then we see that actually

RP [V ] ∈ Ω2(M,P [g]). If f ∈ Ik(G) is an invariant, then we have the induced
mapping

P × (
⊗k g)

IdP×f //

q
��

P × R

q

��
P [
⊗k g]

P [f ]
// M × R.

So the Chern-Weil form can also be written as (omitting P [(ρ′)−1])

cw(f, P, ω) = P [f ] ◦ (RP [V ] ⊗∧ · · · ⊗∧ R
P [V ]).

Sometimes we will make use of this expression.

All characteristic classes for a trivial vector bundle are zero, since the frame
bundle is then trivial and admits a principal connection with curvature 0.

We will determine the classical bases for the algebra of invariants for the
matrix groups GL(n,R), GL(n,C), O(n,R), SO(n,R), U(n), and we will
discuss the resulting characteristic classes for vector bundles.
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20.6. The characteristic coefficients. . For a matrix A ∈ gl(n,R) =
L(Rn,Rn) we consider the characteristic coefficients cnk(A) which are given
by the implicit equation

(1) det(A+ tI) =
n∑

k=0

cnk(A).t
n−k.

From lemma (14.19) we have

cnk(A) = Trace(
k∧
A :

k∧
Rn →

k∧
Rn).

The characteristic coefficient cnk is a homogeneous invariant polynomial of
degree k, since we have

det(Ad(g)A+ tI) = det(gAg−1 + tI) = det(g(A+ tI)g−1) = det(A+ tI).

Lemma. We have

cn+mk

((
A 0
0 B

))
=

k∑

j=0

cnj (A)c
m
k−j(B).

Proof. We have

det

((
A 0
0 B

)
+ tIn+m

)
= det(A+ tIn) det(B + tIm)

=

(
n∑

k=0

cnk(A)t
n−k
)


m∑

j=0

cmj (A)t
m−l




=

n+m∑

k=0




k∑

j=0

cnj (A)c
m
k−j(B)


 tn+m−k. �

20.7. Pontryagin classes. Let (E, p,M) be a real vector bundle. Then
the Pontryagin classes are given by

pk(E) :=

( −1
2π
√
−1

)2k

Cw(cdimE
2k , E) ∈ H4k(M ;R),

p0(E) := 1 ∈ H0(M ;R).

The factor −1
2π

√
−1

makes this class to be an integer class (in H4k(M,Z))

and makes several integral formulas (like the Gauß-Bonnet-Chern formula)
more beautiful. In principle one should always replace the curvature Ω by

−1
2π

√
−1

Ω. The inhomogeneous cohomology class

p(E) :=
∑

k≥0

pk(E) ∈ H4∗(M,R)
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is called the total Pontryagin class.

Theorem. For the Pontryagin classes we have:

(1) If E1 and E2 are two real vector bundles over a manifold M , then for
the fiberwise direct sum we have

p(E1 ⊕ E2) = p(E1) ∧ p(E2) ∈ H4∗(M,R).

(2) For the pullback of a vector bundle along f : N →M we have

p(f∗E) = f∗p(E).

(3) For a real vector bundle and an invariant f ∈ Ik(GL(n,R)) for odd
k we have Cw(f,E) = 0. Thus the Pontryagin classes exist only in
dimension 0, 4, 8, 12, . . ..

Proof. (1) If ωi ∈ Ω1(GL(Rni , Ei), gl(ni))
GL(ni) are principal connection

forms for the frame bundles of the two vector bundles, then for local frames
of the two bundles siα ∈ Γ(GL(Rni , Ei|Uα), the forms

ωα :=

(
ω1
α 0
0 ω2

α

)
∈ Ω1(Uα, gl(n1 + n2))

are exactly the local expressions of the direct sum connection, and from

lemma (20.6) we see that pk(E1⊕E2) =
∑k

j=0 pj(E1)pk−j(E2) holds, which
implies the desired result.

(2) This follows from (20.3.4).

(3) Choose a fiber Riemann metric g on E, consider the corresponding or-
thonormal frame bundle (O(Rn, E), p,M,O(n,R)), and choose a principal
connection ω for it. Then the local expression with respect to local orthonor-
mal frame fields sα are skew-symmetric matrices of 1-forms. So the local
curvature forms are also skew-symmetric. As we will show shortly, there
exists a matrix C ∈ O(n,R) such that CAC−1 = A⊤ = −A for any real
skew-symmetric matrix; thus CΩαC

−1 = −Ωα. But then
f ◦ (Ωα ⊗∧ · · · ⊗∧ Ωα) = f ◦ (gαΩαg−1

α ⊗∧ · · · ⊗∧ gαΩαg−1
α )

= f ◦ ((−Ωα)⊗∧ · · · ⊗∧ (−Ωα))
= (−1)kf ◦ (Ωα ⊗∧ · · · ⊗∧ Ωα).

This implies that Cw(f,E) = 0 if k is odd.

Claim. There exists a matrix C ∈ O(n,R) such that CAC−1 = A⊤ for each
real matrix with 0’s on the main diagonal.

Note first that (
0 1
1 0

)(
a b
c d

)(
0 1
1 0

)
=

(
d b
c a

)
.
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Let Eij be the matrix which has 1 in the position (i, j) in the i-th row and j-
th column. Then the (ij)-transposition matrix Pij = In−Eii−Ejj+Eij+Eji
acts by conjugation on an arbitrary matrix A by exchanging the pair Aij
and Aji and also exchanging the pair Aii and Ajj on the main diagonal. So
the product C =

∏
i<j Pij has the required effect on a matrix with zeros on

the main diagonal.

By the way, Ad(C) acts on the main diagonal via the longest element in the
permutation group, with respect to the canonical system of positive roots
in sl(n): (

1 2 . . . n− 1 n
n n− 1 . . . 2 1

)
. �

20.8. Remarks. (1) If two vector bundles E and F are stably equivalent,
i.e., E ⊕ (M × Rm) ∼= F ⊕ (M × Rn) for some m and n, then p(E) = p(F ).
This follows from (20.7.1) and (20.7.2).

(2) If for a vector bundle E for some k the bundle

k︷ ︸︸ ︷
E ⊕ · · · ⊕ E⊕(M × Rl)

is trivial, then p(E) = 1 since p(E)k = 1.

(3) Let (E, p,M) be a vector bundle over a compact oriented manifold M .
For ji ∈ N0 we put

λj1,...,jr(E) :=

∫

M
p1(E)j1 . . . pr(E)jr ∈ R,

where the integral is set to be 0 on each degree which is not equal to dimM .
Then these Pontryagin numbers are indeed integers; see [158]. For example
we have

λj1,...,jr(T (CP
n)) =

(
2n+ 1

j1

)
. . .

(
2n+ 1

jr

)
.

20.9. The trace coefficients. For a matrix A ∈ gl(n,R) = L(Rn,Rn) the
trace coefficients are given by

trnk(A) := Trace(Ak) = Trace(

k︷ ︸︸ ︷
A ◦ . . . ◦A).

Obviously trnk is an invariant polynomial, homogeneous of degree k. To a
direct sum of two matrices A ∈ gl(n) and B ∈ gl(m) it reacts clearly by

trn+mk

(
A 0
0 B

)
= Trace

(
Ak 0
0 Bk

)
= trnk(A) + trmk (B).

The tensor product (sometimes also called the Kronecker product) of A and
B is given by A⊗B = (AijB

k
l )(i,k),(j,l)∈n×m in terms of the canonical bases.
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Since we have Trace(A⊗B) =
∑

i,k A
i
iB

k
k = Trace(A) Trace(B), we also get

trnmk (A⊗B) = Trace((A⊗B)k) = Trace(Ak ⊗Bk) = Trace(Ak) Trace(Bk)

= trnk(A) tr
m
k (B).

Lemma. The trace coefficients and the characteristic coefficients are con-
nected by the following recursive equation:

cnk(A) =
1
k

k−1∑

j=0

(−1)k−j−1cnj (A) tr
n
k−j(A).

Proof. For a matrix A ∈ gl(n) let us denote by C(A) the matrix of the
signed algebraic complements of A (also called the classical adjoint) as in
(4.33). Then Cramer’s rule reads

(1) A.C(A) = C(A).A = det(A).I,

and the derivative of the determinant is given by (4.33):

(2) d det(A)X = Trace(C(A)X).

Note that C(A) is a homogeneous matrix valued polynomial of degree n− 1
in A. We define now matrix valued polynomials ak(A) by

(3) C(A+ tI) =
n−1∑

k=0

ak(A)t
n−k−1.

We claim that for A ∈ gl(n) and k = 0, 1, . . . , n− 1 we have

(4) ak(A) =

k∑

j=0

(−1)jcnk−j(A)Aj .

We prove this in the following way: From (1) we have

(A+ tI)C(A+ tI) = det(A+ tI)I,

and we insert (3) and (20.6.1) to get in turn

(A+ tI)
n−1∑

k=0

ak(A)t
n−k−1 =

n∑

j=0

cnj (A)t
n−jI,

n−1∑

k=0

A.ak(A)t
n−k−1 +

n−1∑

k=0

ak(A)t
n−k =

n∑

j=0

cnj (A)t
n−jI.

We put a−1(A) := 0 =: an(A) and compare coefficients of tn−k in the last
equation to get the recursion formula

A.ak−1(A) + ak(A) = cnk(A).I
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which immediately leads to the desired formula (4), even for k = 0, 1, . . . , n.
If we start this computation with the two factors in (1) reversed, we get
A.ak(A) = ak(A).A. Note that (4) for k = n is exactly the Caley-Hamilton
equation

0 = an(A) =
n∑

j=0

cnn−j(A)A
j .

We claim that

(5) Trace(ak(A)) = (n− k)cnk(A).

We use (2) for the proof:

∂|0(det(A+ tI)) = d det(A+ tI)∂|0(A+ tI) = Trace(C(A+ tI)I)

= Trace

(
n−1∑

k=0

ak(A)t
n−k−1

)
=

n−1∑

k=0

Trace(ak(A))t
n−k−1,

∂|0(det(A+ tI)) = ∂|0
(

n∑

k=0

cnk(A)t
n−k
)

=
n∑

k=0

(n− k)cnk(A)tn−k−1.

Comparing coefficients leads to the result (5).

Now we may prove the lemma itself by the following computation:

(n− k)cnk(A) = Trace(ak(A)) by (5)

= Trace




k∑

j=0

(−1)jcnk−j(A)Aj

 by (4)

=
k∑

j=0

(−1)jcnk−j(A) Trace(Aj)

= n cnk(A) +
k∑

j=1

(−1)jcnk−j(A) trnj (A),

cnk(A) = − 1
k

k∑

j=1

(−1)jcnk−j(A) trnj (A)

= 1
k

k−1∑

j=0

(−1)k−j−1cnj (A) tr
n
k−j(A). �
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20.10. The trace classes. Let (E, p,M) be a real vector bundle. Then
the trace classes are given by

(1) trk(E) :=

( −1
2π
√
−1

)2k

Cw(trdimE
2k , E) ∈ H4k(M,R).

Between the trace classes and the Pontryagin classes there are the following
relations for k ≥ 1

(2) pk(E) =
−1
2k

k−1∑

j=0

pj(E) ∧ trk−j(E),

which follows directly from lemma (20.9) above.

The inhomogeneous cohomology class

(3) tr(E) =
∞∑

k=0

1

(2k)!
trk(E) = Cw(Trace ◦ exp, E)

is called the Pontryagin character of E. In the second expression we use the
smooth invariant function Trace ◦ exp : gl(n)→ R which is given by

Trace(exp(A)) = Trace


∑

k≥0

Ak

k!


 =

∑

k≥0

1

k!
Trace(Ak).

Of course one should first take the Taylor series at 0 of Trace ◦ exp and then
take the Chern-Weil class of each homogeneous part separately.

Theorem. Let (Ei, p,M) be vector bundles over the same base manifold
M . Then we have:

(4) tr(E1 ⊕ E2) = tr(E1) + tr(E2).

(5) tr(E1 ⊗ E2) = tr(E1) ∧ tr(E2).

(6) tr(g∗E) = g∗ tr(E) for any smooth mapping g : N →M .

Clearly stably equivalent vector bundles have equal Pontryagin characters.
Statements (4) and (5) say that one may view the Pontryagin character as
a ring homomorphism from the real K-theory into cohomology,

tr : KR(M)→ H4∗(M ;R).

Statement (6) says that it is even a natural transformation.

Proof. (4) This can be proved in the same way as (20.7.1), but we indicate
another method which will be used also in the proof of (5) below. Covari-
ant derivatives for E1 and E2 induce a covariant derivative on E1 ⊕ E2 by
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∇E1⊕E2
X (s1, s2) = (∇E1

X s1,∇E2
X , s2). For the curvature operators we clearly

have

RE1⊕E2 = RE1 ⊕RE2 =

(
RE1 0
0 RE2

)
.

So the result follows from (20.9) with the help of (20.5).

(5) We have an induced covariant derivative on E1⊗E2 given by ∇E1⊗E2
X s1⊗

s2 = (∇E1
X s1)⊗ s2+ s1⊗ (∇E2

X s2). Then for the curvatures we get obviously

RE1⊗E2(X,Y ) = RE1(X,Y )⊗IdE2+IdE1⊗RE2(X,Y ). The two summands
of the last expression commute, so we get

(RE1 ⊗ IdE2 + IdE1 ⊗RE2)◦∧,k =
k∑

j=0

(
k

j

)
(RE1)◦∧,j ⊗∧ (RE2)◦∧,k−j ,

where the product involved is given as in

(RE ◦∧ RE)(X1, . . . , X4) =
1

2!2!

∑

σ

sign(σ)RE(Xσ1, Xσ2) ◦RE(Xσ3, Xσ4),

which makes (Ω(M,L(E,E)), ◦∧) into a graded associative algebra. The
next computation takes place in a commutative subalgebra of it:

tr(E1 ⊗ E2) = [Trace exp(RE1 ⊗ IdE2 + IdE1 ⊗RE2)]H(M)

= [Trace(exp(RE1)⊗∧ exp(RE2))]H(M)

= [Trace(exp(RE1)) ∧ Trace(exp(RE2))]H(M)

= tr(E1) ∧ tr(E2).

(6) This is a general fact. �

20.11. The Pfaffian. Let (V, g) be a real Euclidian vector space of dimen-
sion n, with a positive definite inner product g. Then for each p we have an
induced inner product on

∧p V , see also (25.11), which is given by

〈x1 ∧ · · · ∧ xp, y1 ∧ · · · ∧ yp〉g = det(g(xi, yj)i,j).

The inner product g, when viewed as a linear isomorphism g : V → V ∗,
induces an isomorphism β :

∧2 V → Lg,skew(V, V ) which is given on decom-
posable forms by β(x ∧ y)(z) = g(x, z)y − g(y, z)x. We also have

β−1(A) = A ◦ g−1 ∈ Lskew(V
∗, V ) = {B ∈ L(V ∗, V ) : B⊤ = −B} ∼=

2∧
V,

where B⊤ : V ∗ B∗

−−−→ V ∗∗ ∼=−−→ V.

Now we assume that V is of even dimension n and is oriented. Then there
is a unique element e ∈ ∧n V which is positive and normed: 〈e, e〉g = 1. We
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define the Pfaffian of a skew-symmetric matrix A by:

Pfg(A) :=
1

n!
〈e,

n/2︷ ︸︸ ︷
β−1(A) ∧ · · · ∧ β−1(A)〉g, A ∈ so(n,R).

This is a homogeneous polynomial of degree n/2 on so(n,R). Its polarization
is the n/2-linear symmetric functional

Pfg(A1, . . . , An/2) =
1

n!
〈e, β−1(A1) ∧ · · · ∧ β−1(An/2)〉g.

Lemma. For an even-dimensional oriented Euclidean vector space (V, g)
and skew-symmetric A we have:

(1) For B ∈ L(V, V ) we have Pfg(B.A.B⊤) = det(B) Pf(A) where B⊤ is
the transpose with respect to g.

(2) If U ∈ O(V, g), then Pfg(U.A.U−1) = det(U) Pfg(A), so Pfg is invari-
ant under the adjoint action of SO(V, g).

(3) If X ∈ Lg,skew(V, V ) = o(V, g), then we have

n/2∑

i=1

Pfg(A1, . . . , [X,Ai], . . . , An/2) = 0.

(4) Pf(rA) = rn/2 Pf(A) for r ∈ R and thus also Pf(A⊤) = (−1)n/2 Pf(A).
(5) Pf(A)2 = det(A).

(6) We have

Pf(A) =
1

2n/2(n/2)!

∑

σ∈Sn

sign(σ)

n/2∏

i=1

Aσ(2i−1),σ(2i).

(7) ([191], [57])

Pf(A) =
∑

i<j

Ai,j(−1)i+j sign(i− j) Pf(A(ij, ij))

where A(ij, ij) is the matrix obtained from A by deleting the lines and
columns numbered i and j.

Proof. (1) The transposed B⊤ is given by g(Bx, z) = g(x,B⊤z). So β(Bx∧
By) = B.β(x∧y).B⊤ and thus β−1(B.A.B⊤) =

∧2Bβ−1(A). Then we have:

Pfg(B.A.B⊤) =
1

n!
〈e,

n∧
(B)(β−1(A) ∧ · · · ∧ β−1(A))〉g

=
1

n!
det(B)〈

n∧
(U)e,

n∧
(U)(β−1(A) ∧ · · · ∧ β−1(A))〉g

=
1

n!
det(B)〈e, β−1(A) ∧ · · · ∧ β−1(A)〉g



20. Characteristic Classes 265

= det(B) Pfg(A).

(2) We have U ∈ O(V, g) if and only if U⊤ = U−1. So this follows from (1).

(3) This follows from (2) by differentiation; see the beginning of the proof
of (20.3).

(4) is obvious. The rest is left as an exercise. �

20.12. The Pfaffian class. Let (E, p,M, V ) be a vector bundle which is
fiber oriented and of even fiber dimension. If we choose a fiberwise Riemann
metric on E, we in fact reduce the linear frame bundle of E to the oriented
orthonormal one, SO(Rn, E). On the Lie algebra o(n,R) of the structure
group SO(n,R) the Pfaffian form Pf of the standard inner product is an

invariant, Pf ∈ In/2(SO(n,R)). We define the Pfaffian class of the oriented
bundle E by

Pf(E) :=

( −1
2π
√
−1

)n/2
Cw(Pf, SO(Rn, E)) ∈ Hn(M).

It does not depend on the choice of the Riemann metric on E, since for any
two fiberwise Riemann metrics g1 and g2 on E there is an isometric vector
bundle isomorphism f : (E, g1)→ (E, g2) covering the identity of M , which
pulls an SO(n)-connection for (E, g2) to an SO(n)-connection for (E, g1).
So the two Pfaffian classes coincide since then Pf1 ◦(f∗Ω2⊗∧ · · ·⊗∧ f∗Ω2) =
Pf2 ◦(Ω2 ⊗∧ · · · ⊗∧ Ω2).

Theorem. The Pfaffian class of oriented even-dimensional vector bundles
has the following properties:

(1) Pf(E)2 = (−1)n/2pn/2(E) where n is the fiber dimension of E.

(2) Pf(E1 ⊕ E2) = Pf(E1) ∧ Pf(E2).

(3) Pf(g∗E) = g∗ Pf(E) for smooth g : N →M .

Proof. This is left as an exercise for the reader. �

20.13. Chern classes. Let (E, p,M) be a complex vector bundle over
the smooth manifold M . So the structure group is GL(n,C) where n is the
fiber dimension. Recall now the explanation of the characteristic coefficients
cnk in (20.6) and insert complex numbers everywhere. Then we get the

characteristic coefficients cnk ∈ Ik(GL(n,C)), which are just the extensions
of the real ones to the complexification.

We define then the Chern classes by

(1) ck(E) :=

( −1
2π
√
−1

)k
Cw(cdimE

k , E) ∈ H2k(M ;R).
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The total Chern class is again the inhomogeneous cohomology class

(2) c(E) :=

dimC E∑

k=0

ck(E) ∈ H2∗(M ;R).

It has the following properties:

c(Ē) = (−1)dimC Ec(E),(3)

c(E1 ⊕ E2) = c(E1) ∧ c(E2),(4)

c(g∗E) = g∗c(E) for smooth g : N →M.(5)

One can show (see [158]) that (3), (4), (5), and the following normalization
determine the total Chern class already completely: The total Chern class
of the canonical complex line bundle over S2 (the square root of the tangent
bundle with respect to the tensor product) is 1 + ωS2 , where ωS2 is the
canonical volume form on S2 with total volume 1.

Lemma. Then Chern classes are real cohomology classes.

Proof. We choose a Hermitian metric on the complex vector bundle E, i.e.,
we reduce the structure group from GL(n,C) to U(n). Then the curvature
Ω of a U(n)-principal connection has values in the Lie algebra u(n) of skew-
Hermitian matrices A with A∗ = −A. But then we have cnk(−

√
−1A) ∈ R

since detC(−
√
−1A+ tI) = detC(−

√
−1A+ tI) = detC(−

√
−1A+ tI). �

20.14. The Chern character. The trace classes of a complex vector bun-
dle are given by

(1) trk(E) :=

( −1
2π
√
−1

)k
Cw(trdimE

k , E) ∈ H2k(M,R).

They are also real cohomology classes, and we have tr0(E) = dimCE, the
fiber dimension of E, and tr1(E) = c1(E). In general we have the following
recursive relation between the Chern classes and the trace classes:

(2) ck(E) =
−1
k

k−1∑

j=0

cj(E) ∧ trk−j(E),

which follows directly from lemma (20.9). The inhomogeneous cohomology
class

(3) ch(E) :=
∑

k≥0

1

k!
trk(E) ∈ H2∗(M,R)

is called the Chern character of the complex vector bundle E. With the
same methods as for the Pontryagin character one can show that the Chern
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character satisfies the following properties:

ch(E1 ⊕ E2) = ch(E1) + ch(E2),(4)

ch(E1 ⊗ E2) = ch(E1) ∧ ch(E2),(5)

ch(g∗E) = g∗ ch(E).(6)

From these it clearly follows that the Chern character can be viewed as a
ring homomorphism from complex K-theory into even cohomology,

ch : KC(M)→ H2∗(M,R),

which is natural.

Finally we remark that the Pfaffian class of the underlying real vector bundle
of a complex vector bundle E of complex fiber dimension n coincides with
the Chern class cn(E). But there is a new class, the Todd class; see below.

20.15. The Todd class. On the vector space gl(n,C) of all complex (n×
n)-matrices we consider the smooth function

(1) f(A) := det C

( ∞∑

k=0

(−1)k
(k + 1)!

Ak

)
.

It is the unique smooth function which satisfies the functional equation

det(A).f(A) = det(I− exp(−A)).

Clearly f is invariant under Ad(GL(n,C)) and f(0) = 1, so we may consider
the invariant smooth function, defined near 0, Td : gl(n,C) ⊃ U → C,
which is given by Td(A) = 1/f(A). It is uniquely defined by the functional
equations

det(A) = Td(A) det(I− exp(−A)),
det(12A) det(exp(

1
2A)) = Td(A) det(sinh(12A)).

The Todd class of a complex vector bundle is then given by

Td(E) =


GL(Cn, E)[Td]


∑

k≥0

( −1
2π
√
−1R

E

)⊗∧,k




H2∗(M,R)

(2)

= Cw(Td, E).

The Todd class is a real cohomology class since for A ∈ u(n) we have

Td(−A) = Td(A∗) = Td(A). Since Td(0) = 1, the Todd class Td(E) is
an invertible element of H2∗(M,R).
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20.16. The Atiyah-Singer index formula (roughly). Let Ei be com-
plex vector bundles over a compact manifoldM , and let D : Γ(E1)→ Γ(E2)
be an elliptic pseudodifferential operator of order p. Then for appropriate
Sobolev completions D prolongs to a bounded Fredholm operator between
Hilbert spaces D : Hd+p(E1) → Hd(E2). Its index index(D) is defined as
the dimension of the kernel minus the dimension of the cokernel, which does
not depend on d if it is high enough. The Atiyah-Singer index formula says
that

index(D) = (−1)dimM

∫

TM
ch(σ(D)) Td(TM ⊗ C),

where σ(D) is a virtual vector bundle (with compact support) on TM \ 0,
a formal difference of two vector bundles, the so-called symbol bundle of D.

See [21] for a somewhat informal introduction, [208] for a very short in-
troduction, [73] for an analytical treatment using the heat kernel method,
[116] for a recent treatment and the papers by Atiyah and Singer for the
real thing.

Special cases are the Gauß-Bonnet-Chern formula and the Riemann-Roch-
Hirzebruch formula.

21. Jets

Jet spaces or jet bundles consist of the invariant expressions of Taylor de-
velopments up to a certain order of smooth mappings between manifolds.
Their invention goes back to Ehresmann [53]. We could have treated them
from the beginning and could have mixed them into every chapter, but it is
also fine to have all results collected in one place.

21.1. Contact. Recall that smooth functions f, g : R→ R are said to have
contact of order k at 0 if all their values and all derivatives up to order k
coincide.

Lemma. Let f, g : M → N be smooth mappings between smooth manifolds
and let x ∈M . Then the following conditions are equivalent.

(1) For each smooth curve c : R → M with c(0) = x and for each smooth
function h ∈ C∞(M) the two functions h ◦ f ◦ c and h ◦ g ◦ c have
contact of order k at 0.

(2) For each chart (U, u) of M centered at x and each chart (V, v) of N
with f(x) ∈ V the two mappings v ◦f ◦u−1 and v ◦g ◦u−1, defined near
0 in Rm, with values in Rn, have the same Taylor development up to
order k at 0.
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(3) For some charts (U, u) of M and (V, v) of N with x ∈ U and f(x) ∈ V
we have

∂|α|

∂uα

∣∣∣∣∣
x

(v ◦ f) = ∂|α|

∂uα

∣∣∣∣∣
x

(v ◦ g)

for all multiindices α ∈ Nm0 with 0 ≤ |α| ≤ k.
(4) T kx f = T kx g, where T

k is the k-th iterated tangent bundle functor.

Proof. This is an easy exercise in analysis.

21.2. Definition. If the equivalent conditions of lemma (21.1) are satisfied,
we say that f and g have the same k-jet at x and we write jkf(x) or jkxf
for the resulting equivalence class and call it the k-jet at x of f ; x is called
the source of the k-jet, and f(x) is its target.

The space of all k-jets of smooth mappings from M to N is denoted by
Jk(M,N). We have the source mapping α : Jk(M,N)→ M and the target
mapping β : Jk(M,N) → N , given by α(jkf(x)) = x and β(jkf(x)) =
f(x). We will also write Jkx (M,N) := α−1(x), Jk(M,N)y := β−1(y), and

Jkx (M,N)y := Jkx (M,N) ∩ Jk(M,N)y for the spaces of jets with source x,
target y, and both, respectively. For l < k we have a canonical surjective
mapping πkl : Jk(M,N) → J l(M,N), given by πkl (j

kf(x)) := jlf(x). This

mapping respects the fibers of α and β and πk0 = (α, β) : Jk(M,N) →
M ×N .

21.3. Jets on vector spaces. Now we look at the case M = Rm and
N = Rn.

Let f : Rm → Rn be a smooth mapping. Then by (21.1.3) the k-jet jkf(x)
of f at x has a canonical representative, namely the Taylor polynomial of
order k of f at x:

f(x+ y) = f(x) + df(x).y +
1

2!
d2f(x)y2 + · · ·+ 1

k!
dkf(x).yk + o(|y|k)

=: f(x) + Taykxf(y) + o(|y|k).

Here yk is short for (y, y, . . . , y), k-times. The ‘Taylor polynomial without
constant’

Taykxf : y 7→ Taykx(y) := df(x).y +
1

2!
d2f(x).y2 + · · ·+ 1

k!
dkf(x).yk

is an element of the linear space

P k(m,n) :=
k⊕

j=1

Ljsym(R
m,Rn),
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where Ljsym(Rm,Rn) is the vector space of all j-linear symmetric map-
pings Rm × · · · × Rm → Rn, where we silently use the total polarization
of polynomials. Conversely each polynomial p ∈ P k(m,n) defines a k-jet
jk0 (y 7→ z + p(x + y)) with arbitrary source x and target z. So we get
canonical identifications Jkx (R

m,Rn)z ∼= P k(m,n) and

Jk(Rm,Rn) ∼= Rm × Rn × P k(m,n).
If U ⊂ Rm and V ⊂ Rn are open subsets, then clearly Jk(U, V ) ∼= U × V ×
P k(m,n) in the same canonical way.

For later uses we consider now the truncated composition

• : P k(m,n)× P k(p,m)→ P k(p, n),

where p • q is just the polynomial p ◦ q without all terms of order > k.
Obviously it is a polynomial, thus a real analytic mapping. Now let U ⊂ Rm,
V ⊂ Rn, and W ⊂ Rp be open subsets and consider the fibered product

Jk(U, V )×U Jk(W,U) = {(σ, τ) ∈ Jk(U, V )× Jk(W,U) : α(σ) = β(τ) }
= U × V ×W × P k(m,n)× P k(p,m).

Then the mapping

γ : Jk(U, V )×U Jk(W,U)→ Jk(W,V ),

γ(σ, τ) = γ((α(σ), β(σ), σ̄), (α(τ), β(τ), τ̄)) = (α(τ), β(σ), σ̄ • τ̄)
is a real analytic mapping, called the fibered composition of jets.

Let U , U ′ ⊂ Rm and V ⊂ Rn be open subsets and let g : U ′ → U be
a smooth diffeomorphism. We define a mapping Jk(g, V ) : Jk(U, V ) →
Jk(U ′, V ) by Jk(g, V )(jkf(x)) = jk(f ◦g)(g−1(x)). Using the canonical rep-
resentation of jets from above, we get Jk(g, V )(σ) = γ(σ, jkg(g−1(x))) or
Jk(g, V )(x, y, σ̄) = (g−1(x), y, σ̄ • Taykg−1(x)g). If g is a Cp diffeomorphism,

then Jk(g, V ) is a Cp−k diffeomorphism. If g′ : U ′′ → U ′ is another diffeo-
morphism, then clearly Jk(g′, V ) ◦ Jk(g, V ) = Jk(g ◦ g′, V ) and Jk( , V )
is a contravariant functor acting on diffeomorphisms between open subsets
of Rm. Since the truncated composition σ̄ 7→ σ̄ • Taykg−1(x)g is linear, the

mapping Jkx (g,R
n) := Jk(g,Rn)|Jkx (U,Rn) : Jkx (U,Rn) → Jkg−1(x)(U

′,Rn) is
also linear.

If more generally g : M ′ → M is a diffeomorphism between manifolds, the
same formula as above defines a bijective mapping Jk(g,N) : Jk(M,N) →
Jk(M ′, N) and clearly Jk( , N) is a contravariant functor defined on the
category of manifolds and diffeomorphisms.

Now let U ⊂ Rm, V ⊂ Rn, and W ⊂ Rp be open subsets and let h : V →W
be a smooth mapping. Then we define Jk(U, h) : Jk(U, V ) → Jk(U,W ) by
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Jk(U, h)(jkf(x)) = jk(h ◦ f)(x) or equivalently by

Jk(U, h)(x, y, σ̄) = (x, h(y),Taykyh • σ̄).
If h is Cp, then Jk(U, h) is Cp−k. Clearly Jk(U, ) is a covariant functor
acting on smooth mappings between open subsets of finite-dimensional vec-
tor spaces. The mapping Jkx (U, h)y : Jkx (U, V )y → Jk(U,W )h(y) is linear if

and only if the mapping σ̄ 7→ Taykyh• σ̄ is linear, i.e., if h is affine or if k = 1.

If h : N → N ′ is a smooth mapping between manifolds, we have by the same
procedure a mapping Jk(M,h) : Jk(M,N) → Jk(M,N ′) and Jk(M, )
turns out to be a functor on the category of manifolds and smooth mappings.

21.4. The differential group Gkm. The k-jets at 0 of diffeomorphisms of
Rm which map 0 to 0 form a group under truncated composition, which will
be denoted by GLk(m,R) or Gkm for short, and will be called the differential
group of order k. Clearly an arbitrary 0-respecting k-jet σ ∈ P k(m,m) is in
Gkm if and only if its linear part is invertible; thus

Gkm = GLk(m,R) = GL(m)⊕
k⊕

j=2

Ljsym(R
m,Rm) =: GL(m)× P k2 (m),

where we put P k2 (m) =
⊕k

j=2 L
j
sym(Rm,Rm) for the space of all polyno-

mial mappings without constant and linear term of degree ≤ k. Since
the truncated composition is a polynomial mapping, Gkm is a Lie group,
and the mapping πkl : Gkm → Glm is a homomorphism of Lie groups, so

ker(πkl ) =
⊕k

j=l+1 L
j
sym(Rm,Rm) =: P kl+1(m) is a normal subgroup for all l.

The exact sequence of groups

{e} → P kl+1(m)→ Gkm → Glm → {e}
splits if and only if l = 1; only then do we have a semidirect product.

21.5. Theorem. For smooth manifolds M and N we have:

(1) Jk(M,N) is a smooth manifold (it is of class Cr−k if M and N are of
class Cr); a canonical atlas is given by all charts (Jk(U, V ), Jk(u−1, v)),
where (U, u) is a chart on M and (V, v) is a chart on N .

(2) (Jk(M,N), (α, β),M × N,P k(m,n), Gkm × Gkn) is a fiber bundle with
structure group, where m = dimM , n = dimN , and where (γ, χ) ∈
Gkm ×Gkn acts on σ ∈ P k(m,n) by (γ, χ).σ = χ • σ • γ−1.

(3) If f :M → N is a smooth mapping, then jkf :M → Jk(M,N) is also
smooth (it is Cr−k if f is Cr), sometimes called the k-jet extension of
f . We have α ◦ jkf = IdM and β ◦ jkf = f .

(4) If g : M ′ → M is a (Cr-)diffeomorphism, then also the induced map-
ping Jk(g,N) : Jk(M,N)→ Jk(M ′, N) is a (Cr−k-)diffeomorphism.
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(5) If h : N → N ′ is a (Cr-)mapping, then

Jk(M,h) : Jk(M,N)→ Jk(M,N ′)

is a (Cr−k-)mapping. We get a covariant functor Jk(M, ) from the
category of smooth manifolds and smooth mappings into itself which
maps each of the following classes of mappings into itself: immersions,
embeddings, closed embeddings, submersions, surjective submersions,
fiber bundle projections. Furthermore Jk( , ) is a contra-covariant
bifunctor.

(6) The projections πkl : Jk(M,N) → J l(M,N) are smooth and natural,
i.e., they commute with the mappings from (4) and (5).

(7) (Jk(M,N), πkl , J
l(M,N), P kl+1(m,n)) are fiber bundles for all l. The

bundle (Jk(M,N), πkk−1, J
k−1(M,N), Lksym(R

m,Rn)) is an affine bun-

dle. The first jet space J1(M,N) is a vector bundle, and it is isomor-
phic to the bundle (L(TM, TN), (πM , πN ),M ×N). Moreover we have
J1
0 (R, N) = TN and J1(M,R)0 = T ∗M .

Proof. We use (21.3) heavily. Let (Uγ , uγ) be an atlas of M and let (Vε, vε)
be an atlas of N . Then

Jk(u−1
γ , vε) : (α, β)

−1(Uγ × Vε)→ Jk(uγ(Uγ), vε(Vε))

is a bijective mapping and the chart change looks like

Jk(u−1
γ , vε) ◦ Jk(u−1

δ , vν)
−1 = Jk(uδ ◦ u−1

γ , vε ◦ v−1
ν )

by the functorial properties of Jk( , ). The space Jk(M,N) is Haus-
dorff in the identification topology, since it is a fiber bundle and the usual
argument for gluing fiber bundles applies. So (1) follows.

Now we make this manifold atlas into a fiber bundle by using as charts
(
Uγ × Vε, ψ(γ,ε) : J

k(M,N)|Uγ × Vε → Uγ × Vε × P k(m,n)
)
,

ψ(γ,ε)(σ) =
(
α(σ), β(σ), Jkα(σ)(u

−1
γ , vε)β(σ)

)
.

We then get as transition functions

ψ(γ,ε)ψ(δ,ν)(x, y, σ̄) = (x, y, Jkuδ(x)(uδ ◦ u
−1
γ , vε ◦ v−1

ν )(σ̄))

=
(
x, y,Taykvν(y)(vε ◦ v

−1
ν ) • σ̄ • Taykuγ(x)(uδ ◦ u

−1
γ )
)
,

and (2) follows.

(3), (4), and (6) are obvious from (21.3), mainly by the functorial properties
of Jk( , ).

(5) It is clear from (21.3) that Jk(M,h) is a smooth mapping. The rest
follows by looking at special chart representations of h and the induced
chart representations for Jk(M,h).
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It remains to show (7) and here we concentrate on the affine bundle. Let
a1 + a ∈ GL(n) × P k2 (n, n), σ + σk ∈ P k−1(m,n) ⊕ Lksym(R

m,Rn), and

b1 + b ∈ GL(m) × P k2 (m,m); then the only term of degree k containing σk
in (a+ ak) • (σ + σk) • (b+ bk) is a1 ◦ σk ◦ bk1, which depends linearly on σk.
To this the degree k components of compositions of the lower order terms of
σ with the higher order terms of a and b are added, and these may be quite
arbitrary. So an affine bundle results.

We have J1(M,N) = L(TM, TN) since both bundles have the same tran-
sition functions. Finally we have J1

0 (R, N) = L(T0R, TN) = TN , and
J1(M,R)0 = L(TM, T0R) = T ∗M . �

21.6. Frame bundles and natural bundles. Let M be a manifold of
dimension m. We consider the jet bundle J1

0 (R
m,M) = L(T0R

m, TM) and
the open subset invJ1

0 (R
m,M) of all invertible jets. This is visibly equal to

the linear frame bundle of TM as treated in (18.11).

Note that a mapping f : Rm → M is locally invertible near 0 if and only
if j1f(0) is invertible. A jet σ will be called invertible if its order 1 part
πk1 (σ) ∈ J1

0 (R
m,M) is invertible. Let us now consider the open subset

invJk0 (R
m,M) ⊂ Jk0 (R

m,M) of all invertible jets and let us denote it by
P kM . Then by (18.2) we have a principal fiber bundle (P kM,πM ,M,Gkm)
which is called the k-th order frame bundle of the manifold M . Its principal
right action r can be described in several ways: by the fiber composition of
jets:

r = γ : invJk0 (R
m,Rm)× invJk0 (Rm,M) = Gkm × P kM → P kM

or by the functorial property of the jet bundle:

rj
kg(0) = invJk0 (g,M)

for a local diffeomorphism g : Rm, 0→ Rm, 0.

If h : M → M ′ is a local diffeomorphism, the induced mapping Jk0 (R
m, h)

maps the open subset P kM into P kM ′. By the second description of the
principal right action this induced mapping is a homomorphism of princi-
pal fiber bundles which we will denote by P k(h) : P kM → P kM ′. Thus
P k becomes a covariant functor from the category Mfm of m-dimensional
manifolds and local diffeomorphisms into the category of all principal fiber
bundles with structure group Gkm over m-dimensional manifolds and homo-
morphisms of principal fiber bundles covering local diffeomorphisms.

If we are given any smooth left action ℓ : Gkm × S → S on some manifold
S, the associated bundle construction from theorem (18.7) gives us a fiber
bundle P kM [S, ℓ] = P kM ×Gk

m
S over M for each m-dimensional mani-

fold M ; by (18.9.3) this describes a functor P k( )[S, ℓ] from the category
Mfm into the category of all fiber bundles over m-dimensional manifolds
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with standard fiber S and Gkm-structure, and homomorphisms of fiber bun-
dles covering local diffeomorphisms. These bundles are also called natural
bundles or geometric objects.

21.7. Theorem. If (E, p,M, S) is a fiber bundle, let us denote by Jk(E)→
M the space of all k-jets of sections of E. Then we have:

(1) Jk(E) is a closed submanifold of Jk(M,E).

(2) The first jet bundle J1(E) → M × E is an affine subbundle of the
vector bundle J1(M,E) = L(TM, TE); in fact we have J1(E) = {σ ∈
L(TM, TE) : Tp ◦ σ = IdTM }.

(3) (Jk(E), πkk−1, J
k−1(E)) is an affine bundle.

(4) If (E, p,M) is a vector bundle, then (Jk(E), α,M) is also a vector
bundle. If φ : E → E′ is a homomorphism of vector bundles covering
the identity, then Jk(ϕ) is of the same kind.

Proof. (1) By (21.5.5) the mapping Jk(M,p) is a submersion; thus Jk(E) =
Jk(M,p)−1(jk(IdM )) is a submanifold. Part (2) is clear. Parts (3) and (4)
are seen by looking at appropriate canonical charts. �
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Riemann Manifolds

22. Pseudo-Riemann Metrics and Covariant Derivatives

22.1. Riemann metrics. Let M be a smooth manifold of dimension m.
A Riemann metric g on M is a symmetric

(
0
2

)
-tensor field such that gx :

TxM × TxM → R is a positive definite inner product for each x ∈ M . A
pseudo-Riemann metric g on M is a symmetric

(
0
2

)
-tensor field such that

gx is nondegenerate, i.e., ǧx : TxM → T ∗
xM is bijective for each x ∈ M . If

(U, u) is a chart on M , then we have

g|U =
m∑

i,j=0

g( ∂
∂ui
, ∂
∂uj

) dui ⊗ duj =:
∑

i,j

gijdu
i ⊗ duj .

Here (gij(x)) is a symmetric invertible (m×m)-matrix for each x ∈M , pos-
itive definite in the case of a Riemann metric; thus (gij) : U → Matsym(m×
m). In the case of a pseudo-Riemann metric, the matrix (gij) has p positive
eigenvalues and q negative ones; (p, q) is called the signature of the metric
and q = m − p is called the index of the metric; both are locally constant
on M and we shall always assume that it is constant on M .

Lemma. One each manifold M there exist many Riemann metrics. But
there need not exist a pseudo-Riemann metric of some given signature.

Proof. Let (Uα, uα) be an atlas on M with a subordinated partition of
unity (fα). Choose smooth mappings (gαij) from Uα to the convex cone of

all positive definite symmetric (m × m)-matrices for each α and put g =∑
α fα

∑
ij g

α
ij du

i
α ⊗ djα.

275
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For example, on any even-dimensional sphere S2n there does not exist a
pseudo-Riemann metric g of signature (1, 2n − 1): Otherwise there would
exist a line subbundle L ⊂ TS2 with g(v, v) > 0 for 0 6= v ∈ L. But since
the Euler characteristic χ(S2n) = 2, such a line subbundle of the tangent
bundle cannot exist; see [80, I, p. 399]. �

22.2. Length and energy of a curve. Let c : [a, b] → M be a smooth
curve. In the Riemann case the length of the curve c is then given by

Lba(c) :=

∫ b

a
g(c′(t), c′(t))1/2dt =

∫ b

a
|c′(t)|g dt.

In both cases the energy of the curve c is given by

Eba(c) :=
1
2

∫ b

a
g(c′(t), c′(t))dt.

In the Riemann case we have by the Cauchy-Schwarz inequality

Lba(c)
2 =

(∫ b

a
|c′|g.1 dt

)2
≤
∫ b

a
|c′|2g dt.(b− a) = 2(b− a)Eba(c).

For piecewise smooth curves the length and the energy are defined by taking
it for the smooth pieces and then by summing up over all the pieces. In the
pseudo-Riemann case for the length one has to distinguish different classes of
curves according to the sign of g(c′(t), c′(t)) (the sign then should be assumed
constant) and by taking an appropriate sign before taking the root. These
leads to the concept of ‘time-like’ curves (with speed less than the speed of
light) and ‘space-like’ curves (travelling faster than light).

The length is invariant under reparameterizations of the curve:

Lba(c ◦ f) =
∫ b

a
g((c ◦ f)′(t), (c ◦ f)′(t))1/2dt

=

∫ b

a
g(f ′(t)c′(f(t)), f ′(t)c′(f(t)))1/2dt

=

∫ b

a
g(c′(f(t)), c′(f(t)))1/2|f ′(t)|dt

=

∫ b

a
g(c′(t), c′(t))1/2dt = Lba(c).

The energy is not invariant under reparameterizations.

22.3. Theorem (First variational formula). Let g be a pseudo-Riemann
metric on an open subset U ⊆ Rm. Let γ : [a, b]× (−ε, ε)→ U be a smooth
variation of the curve c = γ( , 0) : [a, b] → U . Let r(t) = ∂

∂s |0γ(t, s) =
T(t,0)γ.(0, 1) ∈ Tc(t)U be the variational vector field along c.
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Then we have:

∂
∂s |0(Eba(γ( , s))) =

∫ b

a

(
−g(c(t))(c′′(t), r(t))

− dg(c(t))(c′(t))(c′(t), r(t))

+ 1
2dg(c(t))(r(t))(c

′(t), c′(t))
)
dt

+ g(c(b))(c′(b), r(b))− g(c(a))(c′(a), r(a)).

Proof. We have the Taylor expansion γ(t, s) = γ(t, 0)+ s γs(t, 0)+O(s2) =
c(t) + sr(t) + O(s2) where the remainder O(s2) = s2R(s, t) is smooth and
uniformly bounded in t. We plug this into the energy and take also the
Taylor expansion of g as follows:

Eba(γ( , s)) = 1
2

∫ b

a
g(γ(t, s))

(
γt(t, s), γt(t, s)

)
dt

= 1
2

∫ b

a
g(c(t) + sr(t) +O(s2))

(
c′(t) + sr′(t) +O(s2),

c′(t) + sr′(t) +O(s2)
)
dt

= 1
2

∫ b

a

(
g(c(t)) + sg′(c(t))(r(t)) +O(s2)

)(
. . . , . . .

)
dt

= 1
2

∫ b

a

(
g(c(t))(c′(t), c′(t)) + 2sg(c(t))(c′(t), r′(t))

+ sg′(c(t))(r(t))(c′(t), c′(t))
)
dt+O(s2)

= Eba(c) + s

∫ b

a
g(c(t))(c′(t), r′(t)) dt

+ 1
2s

∫ b

a
g′(c(t))(r(t))(c′(t), c′(t)) dt+O(s2).

Thus for the derivative we get, using partial integration:

∂
∂s |0Eba(γ( , s)) = lim

s→0

1
s

(
Eba(γ( , s))− Eba(γ( , 0))

)

= 1
2

∫ b

a
g′(c(t))(r(t))(c′(t), c′(t)) dt+

∫ b

a
g(c(t))(c′(t), r′(t)) dt

= 1
2

∫ b

a
g′(c(t))(r(t))(c′(t), c′(t)) dt+ g(c(t))(c′(t), r(t))|t=bt=a

−
∫ b

a

(
g′(c(t))(c′(t))(c′(t), r(t)) + g(c(t))(c′′(t), r(t))

)
dt
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=

∫ b

a

(
−g(c(t))(c′′(t), r(t))− g′(c(t))(c′(t))(c′(t), r(t))

+ 1
2g

′(c(t))(r(t))(c′(t), c′(t))
)
dt

+ g(c(b))(c′(b), r(b))− g(c(a))(c′(a), r(a)). �

22.4. Christoffel symbols and geodesics. On a pseudo-Riemann mani-
fold (M, g), by theorem (22.3), we have ∂

∂s |0Eba(γ( , s)) = 0 for all variations
γ of the curve c with fixed end points (r(a) = r(b) = 0) in a chart (U, u) if
and only if the integral in theorem (22.3) vanishes. This is the case if and
only if we have in u(U) ⊂ Rm:

g(c(t))(c′′(t), ) = 1
2g

′(c(t))( )(c′(t), c′(t))

− 1
2g

′(c(t))(c′(t))(c′(t), )

− 1
2g

′(c(t))(c′(t))( , c′(t)).

For x ∈ u(U) and X,Y, Z ∈ Rm we consider the polarized version of the last
equation:

g(x)(Γx(X,Y ), Z) =1
2g

′(x)(Z)(X,Y )

− 1
2g

′(x)(X)(Y, Z)

− 1
2g

′(x)(Y )(Z,X)(1)

which is a well defined smooth mapping

Γ : u(U)→ L2
sym(R

m;Rm).

Back on U ⊂M we have in coordinates

Γx(X,Y ) = Γx

(∑

i

Xi ∂
∂ui
,
∑

j

Y j ∂
∂uj

)
=
∑

i,j

Γx

(
∂
∂ui
, ∂
∂uj

)
XiY j

=:
∑

i,j

Γij(x)X
iY j =:

∑

i,j,k

Γkij(x)X
iY j ∂

∂uk
,

where the Γkij : U → R are smooth functions, which are called the Christof-

fel symbols in the chart (U, u). Attention: Most of the literature uses the
negative of the Christoffel symbols.

Lemma. If g|U =
∑

i,j gijdu
i ⊗ duj and if (gij)

−1 = (gij) denotes the
inverse matrix, then we have

(2) Γkij =
1

2

∑

l

gkl
(∂gij
∂ul
− ∂glj
∂ui
− ∂gil
∂uj

)
.
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Proof. We have
∑

k

Γkijgkl =
∑

k

Γkijg(
∂
∂uk

, ∂
∂ul

) = g
(∑

k

Γkij
∂
∂uk

, ∂
∂ul

)
= g(Γ( ∂

∂ui
, ∂
∂uj

), ∂
∂ul

)

= 1
2g

′( ∂
∂ul

)( ∂
∂ui
, ∂
∂uj

)− 1
2g

′( ∂
∂ui

)( ∂
∂uj

, ∂
∂ul

)− 1
2g

′( ∂
∂uj

)( ∂
∂ul
, ∂
∂ui

)

= 1
2
∂gij
∂ul
− 1

2
∂glj
∂ui
− 1

2
∂gil
∂uj

. �

Let c : [a, b] → M be a smooth curve in the pseudo-Riemann manifold
(M, g). The curve c is called a geodesic on M if in each chart (U, u) for the
Christoffel symbols of this chart we have

(3) c′′(t) = Γc(t)(c
′(t), c′(t)).

The reason for this name is: If the energy Eba of (each piece of) the curve
is minimal under all variations with fixed end points, then by (22.3) the
integral

∫ b

a
gc(t)(c

′′(t)− Γc(t)(c
′(t), c′(t)), r(t)) dt = 0

for each vector field r along c with r(a) = r(b) = 0. This implies (3). Thus
(local) infima of the energy functional Eba are geodesics, and more generally
any curve on which the energy functional Eba has vanishing derivative (with
respect to local variations with constant ends) is called a geodesic.

Finally we should compute how the Christoffel symbols react to a chart
change. Since this is easily done and since we will see soon that the Christof-
fel symbols indeed are coordinate expressions of an entity which belongs to
the second tangent bundle TTM , we leave this exercise to the interested
reader.

22.5. Covariant derivatives. Let (M, g) be a pseudo-Riemann manifold.
A covariant derivative on M is a mapping ∇ : X(M) × X(M) → X(M),
denoted by (X,Y ) 7→ ∇XY , which satisfies the following conditions:

(1) ∇XY is C∞(N)-linear in X ∈ X(M), i.e., ∇f1X1+f2X2Y = f1∇X1Y +
f2∇X2Y . So for a tangent vector Xx ∈ TxM the mapping ∇Xx :
X(M)→ TxM makes sense and we have (∇Xs)(x) = ∇X(x)s.

(2) ∇XY is R-linear in Y ∈ X(M).

(3) ∇X(f.Y ) = df(X).Y +f.∇XY for f ∈ C∞(M), the derivation property
of ∇X .

The covariant derivative ∇ is called symmetric or torsion-free if moreover
the following holds:

(4) ∇XY −∇YX = [X,Y ].
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The covariant derivative ∇ is called compatible with the pseudo-Riemann
metric if we have:

(5) X(g(Y, Z)) = g(∇XY, Z) + g(Y,∇XZ) for all X,Y, Z ∈ X(M).

Compare with (19.12) where we treat the covariant derivative on vector
bundles.

Theorem. On any pseudo-Riemann manifold (M, g) there exists a unique
torsion-free covariant derivative ∇ = ∇g which is compatible with the metric
g. In a chart (U, u) we have

(6) ∇ ∂
∂ui

∂
∂uj

= −
∑

k

Γkij
∂
∂uk

,

where the Γkij are the Christoffel symbols from (22.4).

This unique covariant derivative is called the Levi-Civita covariant deriva-
tive.

Proof. We write the cyclic permutations of property (5) equipped with the
signs +,+,−:

X(g(Y, Z)) = g(∇XY, Z) + g(Y,∇XZ),
Y (g(Z,X)) = g(∇Y Z,X) + g(Z,∇YX),

−Z(g(X,Y )) = −g(∇ZX,Y )− g(X,∇ZY ).

We add these three equations and use the torsion-free property (4) to get

X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y ))

= g(∇XY +∇YX,Z) + g(∇XZ −∇ZX,Y ) + g(∇Y Z −∇ZY,X)

= g(2∇XY − [X,Y ], Z)− g([Z,X], Y ) + g([Y, Z], X),

which we rewrite as an implicit defining equation for ∇XY :

2g(∇XY, Z) = X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y ))(7)

− g(X, [Y, Z]) + g(Y, [Z,X]) + g(Z, [X,Y ]).

This by (7) uniquely determined bilinear mapping (X,Y ) 7→ ∇XY indeed
satisfies (1)–(5), which is tedious but easy to check. The final assertion of
the theorem follows by using (7) once more:

2g(∇ ∂
∂ui

∂
∂uj

, ∂
∂ul

) = ∂
∂ui

(g( ∂
∂uj

, ∂
∂ul

)) + ∂
∂uj

(g( ∂
∂ul
, ∂
∂ui

))− ∂
∂ul

(g( ∂
∂ui
, ∂
∂uj

))

= −2
∑

k

Γkijgkl, by (22.4.2). �
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22.6. Geodesic structures and sprays. By (22.5.6) and (22.4.3) we see
that a smooth curve c : (a, b) → (M, g) is a geodesic in a pseudo-Riemann
manifold if ∇∂tc′ = 0, in a sense which we will make precise later in (22.9.6)
when we discuss how we can apply ∇ to vector fields which are only defined
along curves or mappings. In each chart (U, u) this is an ordinary differential
equation

c′′(t) = Γc(t)(c
′(t), c′(t)),

d2

dt2
ck(t) =

∑

i,j

Γkij(c(t))
d

dt
ci(t)

d

dt
cj(t), c = (c1, . . . , cm),

which is of second order, linear in the second derivative, quadratic in the first
derivative, and in general completely nonlinear in c(t) itself. By the theorem
of Picard-Lindelöf for ordinary differential equations there exists a unique
solution for each given initial condition c(t0), c

′(t0), depending smoothly on
the initial conditions. Thus we may piece together the local solutions and
get a geodesic structure in the following sense: A geodesic structure on a
manifold M is a smooth mapping geo : TM × R ⊃ U → M , where U is an
open neighborhood of TM × {0} in TM × R, which satisfies the following:

(1) geo(Xx)(0) = x and ∂|0 geo(Xx)(t) = Xx.

(2) geo(t.Xx)(s) = geo(Xx)(t.s).

(3) geo(geo(Xx)
′(s))(t) = geo(Xx)(t+ s).

(4) U ∩ (Xx × R) = {Xx} × interval .

One could also require that U be maximal with respect to all these proper-
ties. But we shall not elaborate on this since we will reduce everything to
the geodesic vector field shortly.

If we are given a geodesic structure geo : U →M as above, then the mapping

(X, t) 7→ geo(X)′(t) = ∂
∂t geo(X)(t) ∈ TM

is the flow for the vector field S ∈ X(TM) which is given by

S(X) = ∂|0 ∂∂t geo(X)(t) ∈ T 2M,

since we have

∂
∂t

∂
∂t geo(X)(t) = ∂

∂s |0 ∂∂s geo(X)(t+ s)

= ∂
∂s |0 ∂∂s geo( ∂∂t geo(X)(t))(s) by (3)

= S( ∂∂t geo(X)(t)),

geo(X)′(0) = X.

The smooth vector field S ∈ X(TM) is called the geodesic spray of the
geodesic structure.
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Recall now the chart structure on the second tangent bundle T 2M and the
canonical flip mapping κM : T 2M → T 2M from (8.12) and (8.13). Let
(U, u) be a chart on M and let c(x,y)(t) = u(geo(Tu−1(x, y))(t)) ∈ U . Then
we have

Tu(geo(Tu−1(x, y))′(t)) = (c(x,y)(t), c
′
(x,y)(t)),

T 2u(geo(Tu−1(x, y))′′(t)) =
(
c(x,y)(t), c

′
(x,y)(t); c

′
(x,y)(t), c

′′
(x,y)(t)

)
,

T 2u.S(Tu−1(x, y)) = T 2u(geo(Tu−1(x, y))′′(0))(5)

=
(
c(x,y)(0), c

′
(x,y)(0); c

′
(x,y)(0), c

′′
(x,y)(0)

)

=
(
x, y; y, S̄(x, y)

)
.

Property (2) of the geodesic structure implies in turn

c(x,ty)(s) = c(x,y)(ts),

c′(x,ty)(s) = t.c′(x,y)(ts),

c′′(x,ty)(0) = t2.c′′(x,y)(0),

S̄(x, ty) = t2S̄(x, y),

so that S̄(x, ) : Rm → Rm is homogenous of degree 2. By polarizing or
taking the second derivative with respect to y, we get

S̄(x, y) = Γx(y, y), for Γ : u(U)→ L2
sym(R

m;Rm),

Γx(y, z) =
1
2(S̄(x, y + z)− S̄(x, y)− S̄(x, z)).

If the geodesic structure is induced by a pseudo-Riemann metric onM , then
we have seen that

c′′(x,y)(t) = Γc(x,y)(t)(c
′
(x,y)(t), c

′
(x,y)(t))

for the Christoffel symbols in the chart (U, u). Thus the geodesic spray is
given in terms of the Christoffel symbols by

(6) T 2u(S(Tu−1(x, y))) = (x, y; y,Γx(y, y)).

22.7. The geodesic exponential mapping. LetM be a smooth manifold
and let S ∈ X(TM) be a vector field with the following properties:

(1) πTM ◦ S = IdTM ; S is a vector field.

(2) T (πM ) ◦ S = IdTM ; S is a ‘differential equation of second order’.

(3) Let mM
t : TM → TM and mTM

t : T 2M → T 2M be the scalar multi-
plications. Then S ◦mM

t = T (mM
t ) ◦mTM

t ◦ S.
A vector field with these properties is called a spray.
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Theorem. Given a spray S ∈ X(TM) on a manifold M , we can write
geo(X)(t) := πM (FlSt (X)). Then this is a geodesic structure on M in the
sense of (22.6).

If we put exp(X) := πM (FlS1 (X)) = geo(X)(1), then

exp : TM ⊃ V →M

is a smooth mapping, defined on an open neighborhood V of the zero section
in TM , which is called the exponential mapping of the spray S and which
has the following properties:

(4) T0x(exp |TxM) = IdTxM (via T0x(TxM) = TxM). Thus by the inverse
function theorem expx := exp |TxM : Vx → Wx is a diffeomorphism
from an open neighborhood Vx of 0x in TM onto an open neighborhood
Wx of x in M . The chart (Wx, exp

−1
x ) is called a Riemann normal

coordinate system at x.

(5) geo(X)(t) = exp(t.X).

(6) The mapping

(πM , exp) : TM ⊃ Ṽ →M ×M
is a diffeomorphism from an open neighborhood Ṽ of the zero section
in TM onto an open neighborhood of the diagonal in M ×M .

Proof. By properties (1) and (2) the local expression of the spray S is given
by (x, y) 7→ (x, y; y, S̄(x, y)), as in (22.6.5). By (3) we have

(x, ty; ty, S̄(x, ty)) = T (mM
t ).mTM

t .(x, y; y, S̄(x, y)) = (x, ty; ty, t2S̄(x, y)),

so that S̄(x, ty) = t2S̄(x, y) as in (22.6).

(7) We have FlSt (s.X) = s.FlSs.t(X) if one side exists, by uniqueness of
solutions of differential equations:

∂
∂ts.Fl

S
s.t(X) = ∂

∂tm
M
s FlSs.t(X) = T (mM

s ) ∂∂t Fl
S
s.t(X)

= T (mM
s ).mTM

s S(FlSs.t(X))
(3)
= S(s.FlSs.t(X)),

s.FlSs.0(X) = s.X, thus s.FlSs.t(X) = FlSt (s.X).

We check that geo = πM ◦ FlS is a geodesic structure, i.e., (22.6.1)–(22.6.4)
hold:

geo(Xx)(0) = πM (FlS0 (Xx)) = πM (Xx) = x,

∂|0 geo(Xx)(t) = ∂|0πM (FlSt (Xx)) = T (πM )∂|0 FlSt (Xx)

= T (πM )S(Xx)
(2)
= Xx,

geo(s.Xx)(t) = πM (FlSt (s.Xx)) = πM (s.FlSs.t(Xx)), see above,

= geo(Xx)(s.t),
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geo( ∂∂s geo(Xx)(s))(t) = πM (FlSt (
∂
∂sπM FlSs (Xx)))

= πM (FlSt (T (πM )S(FlSs (Xx))))

= πM (FlSt (Fl
S
s (Xx))) by (2)

= πM (FlSt+s(Xx)) = geo(Xx)(t+ s).

Let us investigate the exponential mapping. For ε > 0 let Xx be so small
that (1εXx, ε) is in the domain of definition of the flow FlS . Then

expx(Xx) = πM (FlS1 (Xx)) = πM (FlS1 (ε.
1
ε .Xx))

= πM (ε.FlSε (
1
ε .Xx)) = πM (FlSε (

1
ε .Xx)), by (7).

We check the properties of the exponential mapping. The tangent mapping
satifies:

T0x(expx).Xx = ∂|0 expx(0x + t.Xx)(4)

= ∂|0πM (FlS1 (t.Xx))

= ∂|0πM (t.FlSt (Xx))

= ∂|0πM (FlSt (Xx)), by (7)

= T (πM )∂|0(FlSt (Xx)) = T (πM )(S(Xx)) = Xx.

Moreover we have:

expx(t.Xx) = πM (FlS1 (t.Xx))(5)

= πM (t.FlSt (Xx))

= πM (FlSt (Xx)) = geo(Xx)(t).

(6) By (4) we have T0x(πM , exp) =
(
I 0
∗ I

)
; thus (πM , exp) is a local dif-

feomorphism. Again by (4) the mapping (πM , exp) is injective on a small
neighborhood of the zero section. �

22.8. Linear connections and connectors. Let M be a smooth man-
ifold. A smooth mapping C : TM ×M TM → T 2M is called a linear
connection or horizontal lift on M if it has the following properties:

(1) (T (πM ), πTM ) ◦ C = IdTM×MTM .

(2) C( , Xx) : TxM → TXx(TM) is linear; this is the first vector bundle
structure on T 2M treated in (8.13).

(3) C(Xx, ) : TxM → T (πM )−1(Xx) is linear; this is the second vector
bundle structure on T 2M treated in (8.13).

The connection C is called symmetric or torsion-free if moreover the follow-
ing property holds:
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(4) κM ◦C = C ◦ flip : TM ×M TM → T 2M , where κM : T 2M → T 2M is
the canonical flip mapping treated in (8.13).

From the properties (1)–(3) it follows that for a chart (Uα, uα) on M the
mapping C is given by

(5)
(
T 2(uα)◦C ◦(T (uα)−1×M T (uα)

−1)
)
((x, y), (x, z)) = (x, z; y,Γαx(y, z)),

where the Christoffel symbol Γαx(y, z) ∈ Rm (m = dim(M)) is smooth in
x ∈ uα(Uα) and is bilinear in (y, z) ∈ Rm×Rm. For the sake of completeness
let us also note the transformation rule of the Christoffel symbols which
follows now directly from the chart change of the second tangent bundle in
(8.12) and (8.13). The chart change on M

uαβ = uα ◦ u−1
β : uβ(Uα ∩ Uβ)→ uα(Uα ∩ Uβ)

induces the following tranformation of the Christoffel symbols:

(6) Γαuαβ(x)
(d(uαβ)(x)y, d(uαβ)(x)z)

= d(uαβ)(x)Γ
β
x(y, z) + d2(uαβ)(x)(y, z).

We have seen in (22.6.6) that a spray S on a manifold determines symmetric
Christoffel symbols and thus a symmetric connection C. If the spray S is
induced by a pseudo-Riemann metric g on M , then the Christoffel symbols
are the same as we found by determining the singular curves of the energy
in (22.4). The promised geometric description of the Christoffel symbols is
(5), which also explains their transformation behavior under chart changes:
They belong to the vertical part of the second tangent bundle.

Consider now a linear connection C : TM ×M TM → T 2M . For ξ ∈ T 2M
we have

ξ − C(T (πM ).ξ, πTM (ξ)) ∈ V (TM) = T (πM )−1(0)

which is an element of the vertical bundle, since

T (πM )(ξ − C(T (πM ).ξ, πTM (ξ))) = T (πM ).ξ − T (πM ).ξ = 0

by (1). Thus we may define the connector K : T 2M → TM by

(7) K(ξ) = vprTM (ξ − C(T (πM ).ξ, πTM (ξ))), where ξ ∈ T 2M,

where the vertical projection vprTM was defined in (8.12). In coordinates
induced by a chart on M we have

(8) K(x, y; a, b) = vpr(x, y; 0, b− Γx(a, y)) = (x, b− Γx(a, y)).

Obviously the connector K has the following three properties:

(9) We have
K ◦ vlTM = pr2 : TM ×M TM → TM

where vlTM (Xx, Yx) = ∂|0(Xx + tYx) is the vertical lift introduced in
(8.12).
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(10) The mapping K : TTM → TM is linear for the (first) vector bundle
structure on πTM : TTM → TM .

(11) The mapping K : TTM → TM is linear for the (second) vector bundle
structure on T (πM ) : TTM → TM .

A connector, defined as a mapping satisfying (9)–(11), is equivalent to a
connection, since one can reconstruct it (which is most easily checked in a
chart) by

C( , Xx) = (T (πM )| ker(K : TXx(TM)→ TxM))−1.

The connecter K is associated to a symmetric connection if and only if
K ◦ κM = K. The connector treated here is a special case of the one in
(19.11).

22.9. Covariant derivatives, revisited. We describe here the passage
from a linear connection C : TM ×M TM → T 2M and its associated con-
nector K : T 2M → TM to the covariant derivative. In the more general
setting of vector bundles this is treated in (19.12). Namely, for any manifold
N , a smooth mapping s : N → TM (a vector field along f := πM ◦ s) and
a vector field X ∈ X(N) we define

(1) ∇Xs := K ◦ Ts ◦X : N → TN → T 2M → TM

which is again a vector field along f :

T 2M

K

��
TN

Ts

;;✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
TM

TM

πM

��

N

X

OO

∇Xs

<<②②②②②②②②②②②②②②②②②②

N

s

<<②②②②②②②②②②②②②②②②②② f // M.

If f : N → M is a fixed smooth mapping, let us denote by C∞
f (N,TM) ∼=

Γ(f∗TM) the vector space of all smooth mappings s : N → TM with
πM ◦ s = f – vector fields along f . Then the covariant derivative may be
viewed as a bilinear mapping

(2) ∇ : X(N)× C∞
f (N,TM)→ C∞

f (N,TM).

In particular for f = IdM we have ∇ : X(M)×X(M)→ X(M) as in (22.5).
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Lemma. This covariant derivative has the following properties:

(3) ∇Xs is C∞(N)-linear in X ∈ X(N). So for a tangent vector Xx ∈ TxN
the mapping ∇Xx : C∞

f (N,TM) → Tf(x)M makes sense and we have

(∇Xs)(x) = ∇X(x)s.

(4) ∇Xs is R-linear in s ∈ C∞
f (N,TM).

(5) ∇X(h.s) = dh(X).s + h.∇Xs for h ∈ C∞(N); this is the derivation
property of ∇X .

(6) For any manifold Q and smooth mapping g : Q→ N and Zy ∈ TyQ we
have ∇Tg.Zys = ∇Zy(s ◦ g). If Z ∈ X(Q) and X ∈ X(N) are g-related,
then we have ∇Z(s ◦ g) = (∇Xs) ◦ g,

T 2M

K

��
TQ

Tg
//

T (s◦g)

55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
TN

Ts

;;✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇
TM

TM

πM

��

Q
g //

Z

OO

N

X

OO

∇Xs

<<③③③③③③③③③③③③③③③③③③③

Q
g // N

s

<<③③③③③③③③③③③③③③③③③③③ f // M.

(7) In charts on N and M , for s(x) = (f̄(x), s̄(x)) and X(x) = (x, X̄(x))
we have (∇Xs)(x) = (f̄(x), ds̄(x).X̄(x)− Γf̄(x)(s̄(x), df̄(x)X̄(x))).

(8) The connection is symmetric if and only if ∇XY −∇YX = [X,Y ].

Proof. All these properties follow easily from the definition (1). �

Remark. Property (6) is not well understood in some differential geometric
literature. It is the reason why in the beginning of (22.6) we wrote ∇∂tc′ = 0
for the geodesic equation and not ∇c′c′ = 0 which one finds in the literature.

22.10. Torsion. Let ∇ be a general covariant derivative on a manifold M .
Then the torsion is given by

(1) Tor(X,Y ) := ∇XY −∇YX − [X,Y ], X, Y ∈ X(M).

It is skew-symmetric and C∞(M)-linear in X,Y ∈ X(M) and is thus a 2-

form with values in TM : Tor ∈ Ω2(M ;TM) = Γ(
∧2 T ∗M ⊗ TM), since we
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have

Tor(f.X, Y ) = ∇f.XY −∇Y (f.X)− [f.X, Y ]

= f.∇XY − Y (f).X − f.∇Y (X)− f.[X,Y ] + Y (f).X

= f.Tor(X,Y ).

Locally on a chart (U, u) we have

Tor |U =
∑

i,j

Tor
(

∂
∂ui
, ∂
∂uj

)
⊗ dui ⊗ duj(2)

=
∑

i,j

(
∇ ∂
∂ui

∂
∂uj
−∇ ∂

∂uj

∂
∂ui
− [ ∂

∂ui
, ∂
∂uj

]
)
⊗ dui ⊗ duj

=
∑

i,j

(−Γkij + Γkji)du
i ⊗ duj ⊗ ∂

∂uk

= −
∑

i,j

Γkijdu
i ∧ duj ⊗ ∂

∂uk
= −2

∑

i<j

Γkijdu
i ∧ duj ⊗ ∂

∂uk
.

We may add an arbitrary form T ∈ Ω2(M ;TM) to a given covariant de-
rivative and we get a new covariant derivative with the same spray and ge-
odesic structure, since the symmetrization of the Christoffel symbols stays
the same.

Lemma. Let K : TTM → M be the connector of the covariant derivative
∇, and let X,Y ∈ X(M). Then the torsion is given by

(3) Tor(X,Y ) = (K ◦ κM −K) ◦ TX ◦ Y.
If moreover f : N →M is smooth and U, V ∈ X(N), then we get also

Tor(Tf.U, Tf.V ) = ∇U (Tf ◦ V )−∇V (Tf ◦ U)− Tf ◦ [U, V ](4)

= (K ◦ κM −K) ◦ TTf ◦ TU ◦ V.

Proof. By (22.9.1), (8.14) (or (8.19)), and (22.8.9) we have

Tor(X,Y ) = ∇XY −∇YX − [X,Y ]

= K ◦ TY ◦X −K ◦ TX ◦ Y −K ◦ vlTM ◦(Y, [X,Y ]),

K ◦ vlTM ◦(Y, [X,Y ]) = K ◦ (TY ◦X − κM ◦ TX ◦ Y )

= K ◦ TY ◦X −K ◦ κM ◦ TX ◦ Y.
Similarly we get

K ◦ vlTM ◦(Tf ◦ V, Tf ◦ [U, V ]) = K ◦ TTf ◦ vlTN ◦(V, [U, V ])

= K ◦ TTf ◦ (TV ◦ U − κN ◦ TU ◦ V )

= K ◦ TTf ◦ TV ◦ U −K ◦ κM ◦ TTf ◦ TU ◦ V,
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and also

∇U (Tf ◦ V )−∇V (Tf ◦ U)− Tf ◦ [X,Y ]

= K ◦ TTf ◦ TV ◦ U −K ◦ TTf ◦ TU ◦ V
−K ◦ vlTM ◦(Tf ◦ V, Tf ◦ [U, V ])

= (K ◦ κM −K) ◦ TTf ◦ TU ◦ V.
The rest will be proved locally, so let us assume now that M is open in Rm

and U(x) = (x, Ū(x)), etc. Then by (22.8.8) we have

(TTf ◦ TU ◦ V )(x)

= TTf(x, Ū(x); V̄ (x), dŪ(x)V̄ (x))

=
(
f(x), df(x).Ū(x); df(x).V̄ (x), d2f(x)(V̄ (x), Ū(x)) + df(x).dŪ(x).V̄ (x)

)

and also

((K◦κM −K) ◦ TTf ◦ TU ◦ V )(x)

=
(
f(x), d2f(x)(V̄ (x), Ū(x)) + df(x).dŪ(x).V̄ (x)

− Γf(x)(df(x).Ū(x), df(x).V̄ (x))
)

−
(
f(x), d2f(x)(V̄ (x), Ū(x)) + df(x).dŪ(x).V̄ (x)

− Γf(x)(df(x).V̄ (x), df(x).Ū(x))
)

=
(
f(x),−Γf(x)(df(x).Ū(x), df(x).V̄ (x))

+ Γf(x)(df(x).V̄ (x), df(x).Ū(x))
)

= Tor(Tf ◦ U, Tf ◦ V )(x). �

22.11. The space of all covariant derivatives. If ∇0 and ∇1 are two
covariant derivatives on a manifold M , then ∇1

XY −∇0
XY turns out to be

C∞(M)-linear in X,Y ∈ X(M) and is thus a
(
1
2

)
-tensor field on M ; see

(22.10). Conversely, one may add an arbitrary
(
1
2

)
-tensor field A to a given

covariant derivative and get a new covariant derivative. Thus the space
of all covariant derivatives is an affine space with modeling vector space
Γ(T ∗M ⊗ T ∗M ⊗ TM).

22.12. The covariant derivative of tensor fields. Let ∇ be covariant
derivative on a manifold M , and let X ∈ X(M). Then the ∇X can be
extended uniquely to an operator ∇X on the space of all tensor fields on M
with the following properties:

(1) For f ∈ C∞(M) we have ∇Xf = X(f) = df(X).

(2) ∇X respects the spaces of
(
p
q

)
-tenor fields.
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(3) ∇X(A⊗B) = (∇XA)⊗B +A⊗ (∇XB), a derivation with respect to
the tensor product.

(4) ∇X commutes with any kind of contraction C (i.e., any trace; see
(8.18)): So for ω ∈ Ω1(M) and Y ∈ X(M) we have

∇X(ω(Y )) = (∇Xω)(Y ) + ω(∇XY ).

The correct way to understand this is to use the concepts of (19.9)–(19.12):
Recognize the linear connection as induced from a principal connection on
the linear frame bundle GL(Rm, TM) and induce it then to all vector bun-
dles associated to the representations of the structure group GL(m,R) in
all tensor spaces. Contractions are then equivariant mappings and thus in-
tertwine the induced covariant derivatives, which is most clearly seen from
(19.15).

Nevertheless, we discuss here the traditional proof, since it helps in actual
computations. For ω ∈ Ω1(M) and Y ∈ X(M) and the total contraction C
we have

∇X(ω(Y )) = ∇X(C(ω ⊗ Y ))

= C(∇Xω ⊗ Y + ω ⊗∇XY )

= (∇Xω)(Y ) + ω(∇XY ),

(∇Xω)(Y ) = ∇X(ω(Y ))− ω(∇XY ),

which is easily seen (as in (22.10)) to be C∞(M)-linear in Y . Thus ∇Xω is
again a 1-form.

For a
(
p
q

)
-tensor field A we choose Xi ∈ X(M) and ωj ∈ Ω1(M) and arrive

(similarly using again the total contraction) at

(∇XA)(X1, . . . , Xq, ω
1, . . . , ωp) = X(A(X1, . . . , Xq, ω

1, . . . , ωp))

−A(∇XX1, . . . , Xq, ω
1, . . . , ωp)− · · · −A(X1, . . . ,∇XXq, ω

1, . . . , ωp)

−A(X1, . . . , Xq,∇Xω1, . . . , ωp)− · · · −A(X1, . . . , Xq, ω
1, . . . ,∇Xωp).

This expression is again C∞(M)-linear in each entry Xi or ω
j and defines

thus the
(
p
q

)
-tensor field ∇XA. Obviously ∇X is a derivation with respect

to the tensor product of fields and commutes with all contractions.

For the sake of completeness we also list the local expression

∇ ∂
∂ui

duj =
∑

k

(
∇ ∂
∂ui

duj
)
( ∂
∂uk

)duk

=
∑

k

(
∂
∂ui
δkj − duj(∇ ∂

∂ui

∂
∂uk

)
)
duk =

∑

k

Γjikdu
k
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from which one can easily derive the expression for an arbitrary tensor field:

∇ ∂
∂ui

A =
∑(

∇ ∂
∂ui

A
)
( ∂
∂ui1

, . . . , ∂
∂uiq

, duj1 , . . . , dujp)dui1 ⊗ · · · ⊗ ∂
∂uj

p

=
∑(

∂
∂ui

(
A
(

∂
∂ui1

, . . . , dujp
))
−A

(
∇ ∂
∂ui

∂
∂ui1

, . . . , dujp
)

− · · · −A
(

∂
∂ui1

, . . . ,∇ ∂
∂ui

dujp
))
dui1 ⊗ · · · ⊗ ∂

∂uj
q

=
∑(

∂
∂ui
A
j1,...,jp
i1,...,iq

+A
j1,...,jp
k,i2,...,iq

Γki,i1 + · · ·+A
j1,...,jp
i1,...,iq−1,k

Γki,iq

−Ak,j2,...,jpi1,...,iq
Γj1i,k − · · · −A

j1,...,jp−1,k
i1,...,iq

Γ
jp
i,k

)
dui1 ⊗ · · · ⊗ ∂

∂uj
q .

23. Geometry of Geodesics

23.1. Geodesics. On a pseudo-Riemann manifold (M, g) we have a geo-
desic structure which is described by the flow of the geodesic spray on TM .
The geodesic with initial value Xx ∈ TxM is denoted by t 7→ exp(t.Xx)
in terms of the pseudo-Riemann exponential mapping exp and expx =
exp |TxM . We recall the properties of the geodesics which we will use.

(1) expx : TxM ⊃ Ux → M is defined on a maximal ‘radial’ open zero
neighborhood Ux in TxM . Here radial means that for Xx ∈ Vx we
also have [0, 1].Xx ⊂ Vx. This follows from the flow properties since
expx = πM (FlS1 |TxM) by (22.7).

(2) T0x(exp |TxM) = IdTxM ; thus ∂|0 expx(t.Xx) = Xx. See (22.7.4).

(3) exp(s.( ∂∂t exp(t.X))) = exp((t+ s)X). See (22.6.3).

(4) t 7→ g( ∂∂t exp(t.X), ∂∂t exp(t.X)) is constant in t: for c(t) = exp(t.X)
we have ∂tg(c

′, c′) = 2g(∇∂tc′, c′) = 0. Thus in the Riemann case the

length | ∂∂t exp(t.X)|g =
√
g( ∂∂t exp(t.X), ∂∂t exp(t.X)) is also constant.

If for a geodesic c the (by (4)) constant |c′(t)|g is 1, we say that c is param-
eterized by arc-length.

23.2. Lemma (Gauß). Let (M, g) be a Riemann manifold. For x ∈ M
let ε > 0 be so small that expx : Dx(ε) := {X ∈ TxM : |X|g < ε} →M is a
diffeomorphism on its image. Then in expx(Dx(ε)) the geodesic rays starting
from x are all orthogonal to the ‘geodesic spheres’ {expx(X) : |X|g = k} =
expx(k.S(TxM, g)) for k < ε.

On pseudo-Riemann manifolds this result holds too, with the following adap-
tation: Since the unit spheres in (TxM, gx) are hyperboloids, they are not
small and may not lie in the domain of definition of the geodesic exponential
mapping; the result only holds in this domain.
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Proof. expx(k.S(TxM, g)) is a submanifold of M since expx is a diffeomor-
phism on Dx(ε). Let s 7→ v(s) be a smooth curve in kS(TxM, g) ⊂ TxM ,
and let γ(t, s) := expx(t.v(s)). Then γ is a variation of the geodesic γ(t, 0) =
expx(t.v(0)) =: c(t). In the energy of the geodesic t 7→ γ(t, s) the integrand
is constant by (23.1.4):

E1
0(γ( , s)) = 1

2

∫ 1

0
g( ∂∂tγ(t, s),

∂
∂tγ(t, s)) dt

= 1
2g(∂|0γ(t, s), ∂|0γ(t, s)) dt

= 1
2k

2.

Comparing this with the first variational formula (22.3), i.e.,

∂
∂s |0(E1

0(γ( , s))) =

∫ 1

0
0 dt+ g(c(1))(c′(1), ∂∂s |0γ(1, s))− g(c(0))(c′(0), 0),

we get 0 = g(c(1))(c′(1), ∂∂s |0γ(1, s)), where ∂
∂s |0γ(1, s) is an arbitrary tan-

gent vector of expx(kS(TxM, g)). �

23.3. Corollary. Let (M, g) be a Riemann manifold, x ∈M , and ε > 0 be
such that expx : Dx(ε) := {X ∈ TxM : |X|g < ε} →M is a diffeomorphism
on its image. Let c : [a, b]→ expx(Dx(ε))\{x} be a piecewise smooth curve,
so that c(t) = expx(u(t).v(t)) where 0 < u(t) < ε and |v(t)|gx = 1.

Then for the length we have Lba(c) ≥ |u(b)−u(a)| with equality if and only if u
is monotone and v is constant, so that c is a radial geodesic, reparameterized
by u.

On pseudo-Riemann manifolds this result holds only for in the domain of
definition of the geodesic exponential mapping and only for curves with
positive velocity vectors (time-like curves).

Proof. We may assume that c is smooth by treating each smooth piece of
c separately. Let α(u, t) := expx(u.v(t)). Then

c(t) = α(u(t), t),

∂
∂tc(t) =

∂α
∂u (u(t), t).u

′(t) + ∂α
∂t (u(t), t),

|∂α∂u |gx = |v(t)|gx = 1,

0 = g(∂α∂u ,
∂α
∂t ), by lemma (23.2).

c

γ

Putting this together, we get

|c′|2g = g(c′, c′) = g(∂α∂u .u
′ + ∂α

∂t ,
∂α
∂u .u

′ + ∂α
∂t )

= |u′|2|∂α∂u |2g + |∂α∂t |2g = |u′|2 + |∂α∂t |2g ≥ |u′|2
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with equality if and only if |∂α∂t |g = 0; thus ∂α
∂t = 0 and v(t) = constant. So

finally:

Lba(c) =

∫ b

a
|c′(t)|g dt ≥

∫ b

a
|u′(t)| dt ≥

∣∣∣∣
∫ b

a
u′(t) dt

∣∣∣∣ = |u(b)− u(a)|

with equality if and only if u is monotone and v is constant. �

23.4. Corollary. Let (M, g) be a Riemann manifold. Let ε :M → R>0 be a

continuous function such that for Ṽ = {Xx ∈ TxM : |Xx| < ε(x) for all x ∈
M} the mapping (πm, exp) : TM ⊇ Ṽ → W ⊆ M × M is a diffeomor-

phism from the open neighborhood Ṽ of the zero section in TM onto an
open neighborhood W of the diagonal in M ×M , as shown in (22.7.6).

Then for each (x, y) ∈ W there exists a unique geodesic c in M which
connects x and y and has minimal length: For each piecewise smooth curve
γ from x to y we have L(γ) ≥ L(c) with equality if and only if γ is a
reparameterization of c.

Proof. The set Ṽ ∩ TxM = Dx(ε(x)) satisfies the condition of corol-

lary (23.3). For Xx = exp−1
x (y) = ((πM , exp)|Ṽ )−1(x, y) the geodesic

t 7→ c(t) = expx(t.Xx) leads from x to y. Let δ > 0 be small. Then c
contains a segment which connects the geodesic spheres expx(δ.S(TxM, g))
and expx(|Xx|gx .S(TxM, g)). By corollary (23.3) the length of this segment
is ≥ |Xx|g − δ with equality if and only if this segment is radial, thus a
reparameterization of c. Since this holds for all δ > 0, the result follows. �

23.5. The geodesic distance. On a Riemann manifold (M, g) there is a
natural topological metric defined by

distg(x, y)

:= inf
{
L1
0(c) : c : [0, 1]→M piecewise smooth, c(0) = x, c(1) = y

}
,

which we call the geodesic distance (since ‘metric’ is heavily used). We either
assume that M is connected or we take the distance of points in different
connected components as ∞.

Lemma. On a Riemann manifold (M, g) the geodesic distance is a topolog-
ical metric which generates the topology of M . For εx > 0 small enough the
open ball

Bx(εx) = {y ∈M : distg(x, y) < εx}
has the property that any two points in it can be connected by a geodesic of
minimal length.

Proof. This follows by (23.3) and (23.4). The triangle inequality is easy to
check since we admit piecewise smooth curves. �



294 CHAPTER V. Riemann Manifolds

23.6. Theorem (Hopf-Rinov). For a Riemann manifold (M, g) the fol-
lowing assertions are equivalent:

(1) (M, distg) is a complete metrical space (Cauchy sequences converge).

(2) Each closed subset of M which is bounded for the geodesic distance is
compact.

(3) Any geodesic is maximally definable on the whole of R.

(4) exp : TM →M is defined on the whole of TM .

(5) There exists a point x such that expx : TxM → M is defined on the
whole of TxM , in each connected component of M .

If these equivalent conditions are satisfied, then (M, g) is called a complete
Riemann manifold. In this case we even have:

(6) On a complete connected Riemann manifold any two points can be con-
nected by a geodesic of minimal length.

Condition (6) does not imply the other conditions: Consider an open convex
in Rm.

Proof. (2) =⇒ (1) is obvious.

(1) =⇒ (3) Let c be a maximally defined geodesic, parametrized by arc-
length. If c is defined on the interval (a, b) and if b < ∞, say, then by the
definition of the distance (23.5) the sequence c(b− 1

n) is a Cauchy sequence;

thus by (1), limn→∞ c(b − 1
n) =: c(b) exists in M . For m,n large enough

(c(b− 1
n), c(b− 1

m)) ∈W where W is the open neighborhood of the diagonal

in M ×M from (23.4); thus the segment of c between c(b− 1
n) and c(b− 1

m)

is of minimal length: distg(c(b − 1
n), c(b − 1

m)) = | 1n − 1
m |. By continuity

distg(c(b − 1
n), c(b)) = | 1n |. Now let us apply corollary (23.3) with center

c(b): In expc(b)(Dc(b)(ε)) the curve t 7→ c(b+ t) is a piecewise smooth curve

of minimal length; thus by (23.3) a radial geodesic. Thus limt→b c
′(t) =: c′(b)

exists and t 7→ expc(b)((t − b)c′(b)) equals c(t) for t < b and prolongs the
geodesic c for t ≥ b.
(3) =⇒ (4) is obvious.

(4) =⇒ (5) is obvious.

(5) =⇒ (6) for special points, in each connected component separately. In
detail: Let x, y be in one connected component of M where x is the special
point with expx : TxM → M defined on the whole of TxM . We shall prove
that x can be connected to y by a geodesic of minimal length.

Let distg(x, y) = r > 0. Consider the compact set S := expx(δ.S(TxM, g)) ⊂
expx(TxM) for 0 < δ < r so small that expx is a diffeomorphism on {X ∈
TxM : |X|g < 2δ}. There exists a unit vector Xx ∈ S(TxM, gx) such that
z = expx(δXx) has the property that distg(z, y) = min{distg(s, y) : s ∈ S}.
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(7) Claim. The curve c(t) = expx(t.Xx) satisfies the condition

(*) distg(c(t), y) = r − t
for all 0 ≤ t ≤ r. It will take some effort to prove this claim.

Since any piecewise smooth curve from x to y hits S (its initial segment does
so in the diffeomorphic preimage in TxM), we have

r = distg(x, y) = inf
s∈S

(distg(x, s) + distg(s, y)) = inf
s∈S

(δ + distg(s, y))

= δ +min
s∈S

distg(s, y) = δ + distg(z, y),

distg(z, y) = r − δ; thus (*) holds for t = δ.

(8) Claim. If (*) holds for t ∈ [δ, r], then it also holds for all t′ with
δ ≤ t′ ≤ t, since we have:

distg(c(t′), y) ≤ distg(c(t′), c(t)) + distg(c(t), y) ≤ t− t′ + r − t = r − t′,
r = distg(x, y) ≤ distg(x, c(t′)) + distg(c(t′), y),

distg(c(t′), y) ≥ r − distg(x, c(t′)) ≥ r − t′ =⇒ claim (8).

Now let t0 = sup{t ∈ [δ, r] : (*) holds for t}. By continuity (*) is then also
valid for t0. Assume for contradiction that t0 < r.

Let S′ be the geodesic sphere with (small) radius δ′ centered at c(t0), and
let z′ ∈ S′ be a point with minimal distance to y:

x

y

z′

S
S′

c(t0)

δ δ′

As above we see that

r − t0
(*)
= distg(c(t0), y) = inf

s′∈S′
(distg(c(t0), s

′) + distg(s′, y))

= δ′ + distg(z′, y),

distg(z′, y) = (r − t0)− δ′,(**)

distg(x, z′) = distg(x, y)− distg(z′, y)

= r − (r − t0) + δ′ = t0 + δ′.

We consider now the piecewise smooth curve c̄ which initially follows c from
x to c(t0) and then the minimal geodesic from c(t0) to z′, parameterized
by arc-length. We just checked that the curve c̄ has minimal length t0 + δ′.
Thus each piece of c̄ has also minimal length, in particular the piece between
c̄(t1) and c̄(t2), where t1 < t0 < t2. Since we may choose these two points
near to each other, c̄ is a minimal geodesic between them by (23.4). Thus c̄
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equals c, z′ = c(t0 + δ), distg(c(t0 + δ′), y) = distg(z′, y) = r − (δ′ + t0) by
(**), and (*) holds for t0 + δ′ also, which contradicts the maximality of t0
for the validity of (*). Thus the assumption t0 < r is wrong and claim (7)
follows.

Finally, by claim (7) we have distg(c(r), y) = r − r = 0; thus c(t) =
expx(t.Xx) is a geodesic from x to y of length r = distg(x, y), thus of minimal
length, so (6) for the special points follows.

(4) =⇒ (6), by the foregoing proof, since then any point is special.

(5) =⇒ (2) Let A ⊂ M be closed and bounded for the geodesic distance.
Suppose that A has diameter r < ∞. Then A is completely contained in
one connected component ofM , by (23.5). Let x be the special point in this
connected component with expx defined on the whole of TxM . Take y ∈ A.
By (6) for the special point x (which follows from (5)), there exists a geodesic
from x to y of minimal length distg(x, y) =: s < ∞, and each point z of A
can be connected to x by a geodesic of minimal length

distg(x, z) ≤ distg(x, y) + distg(y, z) ≤ r + s.

Thus the compact set (as continuous image of a compact ball) expx{Xx ∈
TxM : |Xx|g ≤ r + s} contains A. Since A is closed, it is compact too. �

23.7. Conformal metrics. Two Riemann metrics g1 and g2 on a manifold
M are called conformal if there exists a smooth nowhere vanishing function
f with g2 = f2.g1. Then g1 and g2 have the same angles, but not the same
lengths. A local diffeomorphism ϕ : (M1, g1)→ (M2, g2) is called conformal
if ϕ∗g2 is conformal to g1.

As an example, which also explains the name, we mention that any holo-
morphic mapping with nonvanishing derivative between open domains in C
is conformal for the Euclidean inner product. This is clear from the polar
decomposition ϕ′(z) = |ϕ′(z)|ei arg(ϕ′(z)) of the derivative.

As another, not unrelated, example we note that the stereographic projection
from (1.2) is a conformal mapping:

u+ : (Sn \ {a}, gSn
)→ {a}⊥ → (Rn, 〈 , 〉), u+(x) =

x−〈x,a〉a
1−〈x,a〉 .

To see this, take X ∈ TxSn ⊂ TxRn+1, so that 〈X,x〉 = 0. Then we get:

du+(x)X = (1−〈x,a〉)(X−〈X,a〉a)+〈X,a〉(x−〈x,a〉a)
(1−〈x,a〉)2

= 1
(1−〈x,a〉)2

(
(1− 〈x, a〉)X + 〈X, a〉x− 〈x, a〉a

)
,

〈du+(x)X, du+(x)Y 〉 = 1
(1−〈x,a〉)2 〈X,Y 〉 = 1

(1−〈x,a〉)2 (gS
n
)x(X,Y ).
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23.8. Theorem (Nomizu-Ozeki, Morrow). Let (M, g) be a connected
Riemann manifold. Then we have:

(1) There exist complete Riemann metrics on M which are conformal to g
and are equal to g on any given compact subset of M .

(2) There also exist Riemann metrics on M such that M has finite diam-
eter which are conformal to g and are equal to g on any given compact
subset of M . If M is not compact, then by (23.6.2) a Riemann metric
for which M has finite diameter is not complete.

Thus the sets of all complete Riemann metrics and of all Riemann metrics
with bounded diameter are both dense in the compact C∞-topology on the
space of all Riemann metrics.

Proof of (1). For x ∈M let

r(x) := sup{r : Bx(r) = {y ∈M : distg(x, y) ≤ r} is compact in M}.
If r(x) = ∞ for one x, then g is a complete metric by (23.6.2). Since expx
is a diffeomorphism near 0x, r(x) > 0 for all x. We assume that r(x) < ∞
for all x.

Claim. |r(x) − r(y)| ≤ distg(x, y); thus r : M → R is continuous, since:
For small ε > 0 the set Bx(r(x) − ε) is compact, distg(z, x) ≤ distg(z, y) +
distg(y, x) implies that By(r(x)− ε−distg(x, y)) ⊆ Bx(r(x)− ε) is compact,
and thus r(y) ≥ r(x) − distg(x, y) − ε and r(x) − r(y) ≤ distg(x, y). Now
interchange x and y.

By a partition of unity argument we now construct a smooth function f ∈
C∞(M,R>0) with f(x) >

1
r(x) . Consider the Riemann metric ḡ = f2g.

Claim. B̄x(
1
4) := {y ∈ M : distḡ(x, y) ≤ 1

4} ⊂ Bx(
1
2r(x)); thus it is

compact.
Suppose y /∈ Bx(12r(x)). For any piecewise smooth curve c from x to y we
have

Lg(c) =

∫ 1

0
|c′(t)|g dt >

r(x)

2
,

Lḡ(c) =

∫
f(c(t)).|c′(t)|g dt = f(c(t0))

∫ 1

0
|c′(t)|g dt >

Lg(c)

r(c(t0))
,

for some t0 ∈ [0, 1], by the mean value theorem of integral calculus. More-
over,

|r(c(t0))− r(x)| ≤ distg(c(t0), x) ≤ Lg(c) =: L,

r(c(t0)) ≤ r(x) + L,

Lḡ(c) ≥ L

r(x) + L
≥ L

3L
=

1

3
,
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so y /∈ B̄x(14) either.
Claim. (M, ḡ) is a complete Riemann manifold.
Let X ∈ TxM with |X|ḡ = 1. Then expḡ(t.X) is defined for |t| ≤ 1

5 <
1
4 .

But also expḡ(s. ∂∂t |t=±1/5 exp
ḡ(t.X)) is defined for |s| < 1

4 which equals

expḡ((±1
5 + s)X), and so on. Thus expḡ(t.X) is defined for all t ∈ R, and

by (23.6.4) the metric ḡ is complete.

Claim. We may choose f in such a way that f = 1 on a neighborhood of
any given compact set K ⊂M .
Let C = max{ 1

r(x) : x ∈ K} + 1. By a partition of unity argument we

construct a smooth function f with f = 1 on a neighborhood of K and
Cf(x) > 1

r(x) for all x. By the arguments above, C2f2g is then a complete

metric; thus so is f2g.

Proof of (2). Let g be a complete Riemann metric on M . We choose
x ∈ M , a smooth function h with h(y) > distg(x, y), and we consider the

Riemann metric g̃y = e−2h(y)gy. By (23.6.6) for any y ∈ M there exists
a minimal g-geodesic c from x to y, parameterized by arc-length. Then
h(c(s)) > distg(x, c(s)) = s for all s ≤ distg(x, y) =: L. But then

Lg̃(c) =

∫ L

0
e−h(c(s))|c′(s)|g ds <

∫ L

0
e−s1 ds <

∫ ∞

0
e−sds = 1,

so that M has diameter 1 for the Riemann metric g̃. We may also obtain
that g̃ = g on a compact set as above. �

23.9. Proposition. Let (M, g) be a complete Riemann manifold. Let
X ∈ X(M) be a vector field which is bounded with respect to g, |X|g ≤ C.
Then X is a complete vector field; it admits a global flow.

Proof. The flow of X is given by the differential equation ∂
∂t Fl

X
t (x) =

X(FlXt (x)) with initial value FlX0 (x) = x. Suppose that c(t) = FlXt (x) is
defined on (a, b) and that b <∞, say. Then

distg(c(b− 1/n), c(b− 1/m)) ≤ Lb−1/m
b−1/n (c) =

∫ b−1/m

b−1/n
|c′(t)|g dt

=

∫ b−1/m

b−1/n
|X(c(t))|g dt ≤

∫ b−1/m

b−1/n
C dt = C.( 1

m − 1
n)→ 0,

so that c(b − 1/n) is a Cauchy sequence in the complete metrical space M
and the limit c(b) = limn→∞ c(b − 1/n) exists. But then we may continue
the flow beyond b by FlXs (Fl

X
b (x)) = FlXb+s. �
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23.10. Problem (Unsolved until May 2, 2008, to the author’s knowledge).
Let X be a complete vector field on a manifold M . Does there exist a com-
plete Riemann metric g on M such that the vector field X is bounded with
respect to g?

The only inroad towards this problem is the following:

Proposition ([76]). Let X be a complete vector field on a connected man-
ifold M . Then there exists a complete Riemann metric g on the manifold
M ×R such that the vector field X × ∂t ∈ X(M ×R) is bounded with respect
to g.

Proof. Since FlX×∂t
t (x, s) = (FlXt (x), s + t), the vector field X × ∂t is also

complete. It is nowhere 0.

Choose a smooth proper function f1 onM ; for example, if a smooth function
f1 satisfies f1(x) > distḡ(x0, x) for a complete Riemann metric ḡ onM , then
f1 is proper by (23.6.2).

For a Riemann metric ḡ on M we consider the Riemann metric g̃ on the
product M ×R which equals gx on TxM ∼= TxM × 0t = T(x,t)(M ×{t}) and
satisfies

|X × ∂t|g̃ = 1 and g̃(x,t)((X × ∂t)(x, t), T(x,t)(M × {t})) = 0.

We will also use the fiberwise g̃-orthogonal projections

prM : T (M × R)→ TM × 0 and

prX : T (M × R)→ R.(X × ∂t) ∼= R.

The smooth function f2(x, s) = f1(Fl
X
−s(x))+ s satisfies the following and is

thus still proper:

(LX×∂tf2)(x, s) = ∂|0f2(FlX×∂t
t (x, s))

= ∂|0f2(FlXt (x), s+ t)

= ∂|0
(
f1(Fl

X
−s−t(Fl

X
t (x))) + s+ t

)

= ∂|0f1(FlX−s(x)) + 1 = 1.

By a partition of unity argument we construct another smooth function
f3 :M × R→ R which satisfies

f3(x, s)
2 > max

{
|Y (f2)|2 : Y ∈ T(x,s)(M × {s}), |Y |g̃ = 1

}
.

Finally we define a Riemann metric g on M × R by

g(x,t)(Y, Z) = f3(x, t)
2 g̃(x,t)(prM (Y ), prM (Z)) + prX(Y ) · prX(Z)

for Y, Z ∈ T(x,t)(M × R), which satisfies |X × ∂t|g = 1.
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Claim. g is a complete Riemann metric on M × R.
Let c be a piecewise smooth curve parameterized by g-arc-length. Then

|c′|g = 1, thus also | prM (c′)|g ≤ 1, | prX(c′)| ≤ 1,

∂
∂tf2(c(t)) = df2(c

′(t))

= (prM (c′(t)))(f2) + prX(c
′(t))(f2),

| ∂∂tf2(c(t))| ≤
∣∣∣∣

prM (c′(t))
| prM (c′(t))|g

(f2)

∣∣∣∣+
∣∣∣∣

prX(c
′(t))

| prX(c′(t))|g
(f2)

∣∣∣∣

=

∣∣∣∣
1

f3(c(t))

prM (c′(t))
| prM (c′(t))|g̃

(f2)

∣∣∣∣+ |LX×∂tf2| < 2

by the definition of g and the properties of f3 and f2. Thus

|f2(c(t))− f2(c(0))| ≤
∫ t

0
| ∂∂tf2(c(t))| dt ≤ 2t.

Since this holds for every such c, we conclude that

|f2(x)− f2(y)| ≤ 2 distg(x, y)

and thus each closed and distg-bounded set is contained in some

{y ∈M × R : distg(x, y) ≤ R} ⊂ f−1
2 ([f2(x)− R

2 , f2(x) +
R
2 ])

which is compact since f2 is proper. So (M × R, g) is a complete Riemann
manifold by (23.6.2). �

24. Parallel Transport and Curvature

24.1. Parallel transport. Let (M,∇) be a manifold with a covariant
derivative, as treated in (22.7). The pair (M,∇) is also sometimes called an
affine manifold.

A vector field Y : N → TM along a smooth mapping f = πM ◦ Y : N →M
is called parallel if ∇XY = 0 for any vector field X ∈ X(N).

If Y : R → TM is a vector field along a given curve c = πM ◦ Y : R → M ,
then

∇∂tY = K ◦ TY ◦ ∂t = 0

takes the following form in a local chart, by (22.7.7):

K ◦ TY ◦ ∂t = K(c̄(t), Ȳ (t); c̄′(t), Ȳ ′(t))

= (c̄(t), Ȳ ′(t)− Γc̄(t)(Ȳ (t), c̄′(t))).

This is a linear ordinary differential equation of first order for Ȳ (since c̄ is
given). Thus for every initial value Y (t0) for t0 ∈ R the parallel vector field
Y along c is uniquely determined for the whole parameter space R.
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We formalize this by defining the parallel transport along the curve c : R→
M as

Pt(c, t) : Tc(0)M → Tc(t)M, Pt(c, t).Y (0) = Y (t),

where Y is any parallel vector field along c. Note that we treat this notion
for principal bundles in (19.6) and for general fiber bundles in (17.8). This
is a special case here.

Theorem. On an affine manifold (M,∇) the parallel transport has the
following properties:

(1) Pt(c, t) : Tc(0)M → Tc(t)M is a linear isomorphism for each t ∈ R and
each curve c : R→M .

(2) For smooth f : R→ R we have Pt(c, f(t)) = Pt(c ◦ f, t) Pt(c, f(0)); the
reparameterization invariance.

(3) Pt(c, t)−1 = Pt(c( +t),−t).
(4) If the covariant derivative is compatible with a pseudo-Riemann metric

g on M , then Pt(c, t) is isometric, i.e.,

gc(t)(Pt(c, t)X,Pt(c, t)Y ) = gc(0)(X,Y ).

Proof. (1) follows from the linearity of the differential equation.

(2) See also (17.8). Let X be parallel along c, ∇∂tX = 0 or X(t) =
Pt(c, t)X(0). Then we have by (22.7.6)

∇∂t(X ◦ f) = ∇Ttf.∂tX = ∇f ′(t)∂tX = f ′(t)∇∂tX = 0;

thusX◦f is also a parallel vector field along c◦f , with initial valueX(f(0)) =
Pt(c, f(0))X(0). So

Pt(c, f(t))X(0) = X(f(t)) = Pt(c ◦ f, t) Pt(c, f(0))X(0).

(3) follows from (2).

(4) Let X and Y be parallel vector fields along c, i.e., ∇∂tX = 0, etc. Then

∂tg(X(t), Y (t)) = g(∇∂tX(t), Y (t)) + g(X(t),∇∂tY (t)) = 0;

thus g(X(t), Y (t)) is constant in t. �

24.2. Flows and parallel transports. Let X ∈ X(M) be a vector field
on an affine manifold (M,∇). Let C : TM ×M TM → T 2M be the linear
connection for the covariant derivative ∇; see (22.7). The horizontal lift of
the vector field X is then given by C(X, ) ∈ X(TM) which is πM -related

to X: T (πM ) ◦ C(X, ) = X ◦ πM . A flow line Fl
C(X, )
t (Yx) is then a

smooth curve in TM whose tangent vector is everywhere horizontal, so the

curve is parallel, and πM (Fl
C(X, )
t (Yx)) = FlXt (x) by (3.14). Thus

(1) Pt(FlX , t) = Fl
C(X, )
t .
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Proposition. For vector fields X,Y ∈ X(M) we have:

∇XY = ∂|0(FlC(X, )
−t ◦Y ◦ FlXt )

= ∂|0 Pt(FlX ,−t) ◦ Y ◦ FlXt(2)

=: ∂|0 Pt(FlX , t)∗Y,
and more generally,

∂
∂t Pt(Fl

X ,−t) ◦ Y ◦ FlXt = ∂
∂t Pt(Fl

X , t)∗Y(3)

= Pt(FlX , t)∗∇XY
= Pt(FlX ,−t) ◦ ∇XY ◦ FlXt
= ∇X(Pt(FlX , t)∗Y ).

(4) The local vector bundle isomorphism Pt(FlX , t) over FlXt induces vector
bundle isomorphisms Pt⊗(FlX , t) on all tensor bundles

⊗p TM ⊗⊗q T ∗M
over FlXt . For each tensor field A we have

∇XA = ∂|0 Pt⊗(FlX ,−t) ◦A ◦ FlXt = ∂|0 Pt⊗(FlX , t)∗A.(2′)
∂
∂t Pt

⊗(FlX , t)∗A = Pt⊗(FlX , t)∗∇XA = Pt(FlX ,−t) ◦ ∇XA ◦ FlXt(3′)

= ∇X(Pt⊗(FlX , t)∗A).

Proof. (2) We compute

∂|0 FlC(X, )
−t (Y (FlXt (x)))

= −C
(
X,Fl

C(X, )
0 (Y (FlX0 (x)))

)
+ T (Fl

C(X, )
0 )∂|0(Y (FlXt (x)))

= −C(X(x), Y (x)) + TY.X(x)

= TY.X(x)− C(T (πM ).TY.X(x), πTM (TY.X(x)))

= (IdT 2M −(horizontal projection))TY.X(x)

= vl(Y (x),K.TY.X(x)) = vl(Y (x), (∇XY )(x)).

The vertical lift disappears if we identify the tangent space to the fiber TxM
with the fiber.

(3) We did this several times already; see (3.13), (8.16), and (9.6):

∂
∂t Pt(Fl

X , t)∗Y = ∂
∂s |0

(
Pt(FlX ,−t) ◦ Pt(FlX ,−s) ◦ Y ◦ FlXs ◦FlXt

)

= Pt(FlX ,−t) ◦ ∂
∂s |0

(
Pt(FlX ,−s) ◦ Y ◦ FlXs

)
◦ FlXt

= Pt(FlX ,−t) ◦ (∇XY ) ◦ FlXt = Pt(FlX , t)∗∇XY,
∂
∂t Pt(Fl

X , t)∗Y = ∂
∂s |0 Pt(FlX , s)∗ Pt(FlX , t)∗Y = ∇X(Pt(FlX , t)∗Y ).

(4) For a tensor A with foot point FlXt (x) let us define Pt⊗(FlX , t)∗A with
foot point x by
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(Pt⊗(FlX , t)A)(X1, . . . , Xq, ω
1, . . . , ωp)

= A(Pt(FlX, t)X1, . . . ,Pt(Fl
X, t)Xq,Pt(Fl

X,−t)∗ω1, . . . ,Pt(FlX,−t)∗ωp).
Thus Pt⊗(FlX , t) is fiberwise an algebra homomorphism of the tensor alge-
bra which commutes with all contractions. Thus ∂|0 Pt⊗(FlX , t)∗ becomes a
derivation on the algebra of all tensor fields which commutes with contrac-
tions and equals ∇X on vector fields. Thus by (22.12) it coincides with ∇X
on all tensor fields. This implies (2′).

(3′) can be proved in the same way as (3). �

24.3. Curvature. Let (M,∇) be an affine manifold. The curvature of the
covariant derivative ∇ is given by

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z(1)

= ([∇X ,∇Y ]−∇[X,Y ])Z,

for X,Y, Z ∈ X(M).

A straightforward computation shows that R(X,Y )Z is C∞(M)-linear in

each entry; thus R is a
(
1
3

)
-tensor field on M .

In a local chart (U, u) we have (where ∂i =
∂
∂ui

):

X|U =
∑

Xi∂i, Y |U =
∑

Y j∂j , Z|U =
∑

Zk∂k,

R(X,Y )(Z)|U =
∑

XiY jZkR(∂i, ∂j)(∂k)

=:
(∑

Rli,j,k du
i ⊗ duj ⊗ duk ⊗ ∂l

)
(X,Y, Z),

∑
Rli,j,k∂l = R(∂i, ∂j)(∂k)

= ∇∂i∇∂j∂k −∇∂j∇∂i∂k − 0

= ∇∂i(−
∑

Γmj,k∂m)−∇∂j (−
∑

Γmi,k∂m)

= −
∑

∂iΓ
m
j,k∂m −

∑
Γmj,k∇∂i∂m +

∑
∂jΓ

m
i,k∂m +

∑
Γmi,k∇∂j∂m

= −
∑

∂iΓ
l
j,k∂l +

∑
Γmj,kΓ

l
i,m∂l +

∑
∂jΓ

l
i,k∂l −

∑
Γmi,kΓ

l
j,m∂l.

We can collect all local formulas here, also from (22.9.7) or (22.5.6) and from
(22.4.2) in the case of a Levi-Civita connection (where X = (x, X̄), etc.):

∇∂i∂j = −
∑

Γli,j ,

Γkij =
1
2

∑
gkl(∂lgij − ∂iglj − ∂jgil),

Rli,j,k = −∂iΓlj,k + ∂jΓ
l
i,k +

∑
Γmj,kΓ

l
i,m −

∑
Γmi,kΓ

l
j,m,(2)

R̄(X̄, Ȳ )Z̄ = −dΓ(x)(X̄)(Ȳ , Z̄) + dΓ(x)(Ȳ )(X̄, Z̄)

+ Γx(X̄,Γx(Ȳ , Z̄))− Γx(Ȳ ,Γx(X̄, Z̄)).
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24.4. Theorem. Let ∇ be a covariant derivative on a manifold M , with
torsion Tor; see (22.10). Then the curvature R has the following properties,
where X,Y, Z, U ∈ X(M):

R(X,Y )Z = −R(Y,X)Z.(1)
∑

cyclic

R(X,Y )Z =
∑

cyclic

(
(∇X Tor)(Y, Z) + Tor(Tor(X,Y ), Z)

)
,(2)

algebraic Bianchi identity.
∑

cyclic

(
(∇XR)(Y,Z) +R(Tor(X,Y ), Z)

)
= 0, Bianchi identity.(3)

If the connection ∇ is torsion-free, we have:
∑

cyclic

R(X,Y )Z = 0, algebraic Bianchi identity.(2′)

∑

cyclic
X,Y,Z

(∇XR)(Y, Z) = 0, Bianchi identity.(3′)

If ∇ is the (torsion-free) Levi-Civita connection of a pseudo-Riemann metric
g, then we have moreover:

g(R(X,Y )Z,U) = g(R(Z,U)X,Y ),(4)

g(R(X,Y )Z,U) = −g(R(X,Y )U,Z).(5)

Proof. (2) The extension of ∇X to tensor fields was treated in (22.12):

(6) (∇X Tor)(Y, Z) = ∇X(Tor(Y, Z))− Tor(∇XY, Z)− Tor(Y,∇XZ).
From the definition (22.10.1) of the torsion:

Tor(Tor(X,Y ), Z) = Tor(∇XY −∇YX − [X,Y ], Z)

= Tor(∇XY, Z) + Tor(Z,∇YX)− Tor([X,Y ], Z).

These combine to
∑

cyclic

Tor(Tor(X,Y ), Z)

=
∑

cyclic

(
∇X(Tor(Y, Z))− (∇X Tor)(Y, Z)− Tor([X,Y ], Z)

)

and then
∑

cyclic

(
(∇X Tor)(Y, Z) + Tor(Tor(X,Y ), Z)

)

=
∑

cyclic

(
∇X(Tor(Y, Z))− Tor([X,Y ], Z)

)
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=
∑

cyclic

(
∇X∇Y Z −∇X∇ZY −∇X [Y, Z]

−∇[X,Y ]Z +∇Z [X,Y ] + [[X,Y ], Z]
)

=
∑

cyclic

(
∇X∇Y Z −∇X∇ZY −∇[X,Y ]Z

)
=
∑

cyclic

R(X,Y )Z.

(3) We have

∑

cyclic

R(Tor(X,Y ), Z) =
∑

cyclic

R(∇XY −∇YX − [X,Y ], Z)

=
∑

cyclic

(
R(∇XY, Z) +R(Z,∇YX)−R([X,Y ], Z)

)

and
∑

cyclic

(∇XR)(Y, Z)

=
∑

cyclic

(
∇XR(Y, Z)−R(∇XY, Z)−R(Y,∇XZ)−R(Y, Z)∇X

)

which combines to
∑

cyclic

(
(∇XR)(Y, Z) +R(Tor(X,Y ), Z)

)

=
∑

cyclic

(
∇XR(Y, Z)−R(Y, Z)∇X −R([X,Y ], Z)

)

=
∑

cyclic

(
∇X∇Y∇Z −∇X∇Z∇Y −∇X∇[Y,Z]

−∇Y∇Z∇X +∇Z∇Y∇X +∇[Y,Z]∇X
−∇[X,Y ]∇Z +∇Z∇[X,Y ] +∇[[X,Y ],Z]

)
= 0.

(5) It suffices to prove g(R(X,Y )Z,Z) = 0:

0 = L0(g(Z,Z))
= (XY − Y X − [X,Y ])g(Z,Z)

= 2Xg(∇Y Z,Z)− 2Y g(∇XZ,Z)− 2g(∇[X,Y ]Z,Z)

= 2g(∇X∇Y Z,Z) + 2g(∇Y Z,∇XZ)
− 2g(∇Y∇XZ,Z)− 2g(∇XZ,∇Y Z)− 2g(∇[X,Y ]Z,Z)

= 2g((∇X∇Y −∇Y∇X −∇[X,Y ])Z,Z) = 2g(R(X,Y )Z,Z).
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(4) is an algebraic consequence of (1), (2′), and (5). Take (2′) four times,
cyclically permuted, with different signs:

g(R(X,Y )Z,U) + g(R(Y, Z)X,U) + g(R(Z,X)Y, U) = 0,

g(R(Y, Z)U,X) + g(R(Z,U)Y,X) + g(R(U, Y )Z,X) = 0,

−g(R(Z,U)X,Y )− g(R(U,X)Z, Y )− g(R(X,Z)U, Y ) = 0,

−g(R(U,X)Y, Z)− g(R(X,Y )U,Z)− g(R(Y, U)X,Z) = 0.

Add these:

2g(R(X,Y )Z,U)− 2g(R(Z,U)X,Y ) = 0. �

24.5. Theorem. Let K : TTM → TM be the connector of the covariant
derivative ∇ on M . If s : N → TM is a vector field along f := πM ◦ s :
N →M , then we have for vector fields X, Y ∈ X(N)

∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

= (K ◦ TK ◦ κTM −K ◦ TK) ◦ TTs ◦ TX ◦ Y
= R ◦ (Tf ◦X,Tf ◦ Y )s : N → TM,

where R ∈ Ω2(M ;L(TM, TM)) is the curvature.

Proof. Recall from (22.9) that ∇Xs = K ◦Ts ◦X. For A,B ∈ TZ(TM) we
have

vlTM (K(A),K(B)) = ∂t|0(K(A) + tK(B)) = ∂t|0K(A+ tB)

= TK ◦ ∂t|0(A+ tB) = TK ◦ vl(TTM,πTM ,TM)(A,B).

We use then (22.8.9) and some obvious commutation relations:

∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

= K ◦ T (K ◦ Ts ◦ Y ) ◦X −K ◦ T (K ◦ Ts ◦X) ◦ Y −K ◦ Ts ◦ [X,Y ],

K ◦ Ts ◦ [X,Y ] = K ◦ vlTM ◦(K ◦ Ts ◦ Y,K ◦ Ts ◦ [X,Y ]) by (22.8.9)

= K ◦ TK ◦ vlTTM ◦(Ts ◦ Y, Ts ◦ [X,Y ])

= K ◦ TK ◦ TTs ◦ vlTN ◦(Y, [X,Y ])

= K ◦ TK ◦ TTs ◦ (TY ◦X − κN ◦ TX ◦ Y ) by (8.14)

= K ◦ TK ◦ TTs ◦ TY ◦X −K ◦ TK ◦ TTs ◦ κN ◦ TX ◦ Y.
Now we sum up and use TTs ◦ κN = κTM ◦TTs to get the first result. If in
particular we choose f = IdM so that X,Y, s are vector fields on M , then
we get the curvature R.

To see that in the general case (K ◦ TK ◦ κE − K ◦ TK) ◦ TTs ◦ TX ◦ Y
coincides with R(Tf ◦ X,Tf ◦ Y )s, we have to write out the expression
(TTs ◦ TX ◦ Y )(x) ∈ TTTM in canonical charts induced from charts of
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N and M . There we have X(x) = (x, X̄(x)), Y (x) = (x, Ȳ (x)), and also
s(x) = (f(x), s̄(x)). So we get:

(TTs ◦ TX ◦ Y )(x) = TTs(x, X̄(x); Ȳ (x), dX̄(x)Ȳ (x))

=
(
f(x), s̄(x), df(x).X̄(x), ds̄(x).X̄(x); df(x).Ȳ (x), ds̄(x).Ȳ (x),(1)

d2f(x)(Ȳ (x), X̄(x)) + df(x).dX̄(x).Ȳ (x),

d2s̄(x)(Ȳ (x), X̄(x)) + ds̄(x).dX̄(x).Ȳ (x)
)
.

Recall (22.8.7) which said K(x, y; a, b) = (x, b − Γx(a, y)). Differentiating
this, we get

TK(x, y, a, b; ξ, η, α, β)

=
(
x, b− Γx(a, y); ξ, β − dΓ(x)(ξ)(a, y)− Γx(α, y)− Γx(a, η)

)
.

Thus

(K ◦ TK ◦ κTM −K ◦ TK)(x, y, a, b; ξ, η, α, β)

= (K ◦ TK)(x, y, ξ, η; a, b, α, β)− (K ◦ TK)(x, y, a, b; ξ, η, α, β)

= K
(
x, η − Γx(ξ, y); a, β − dΓ(x)(a)(ξ, y)− Γx(α, y)− Γx(ξ, b)

)

−K
(
x, b− Γx(a, y); ξ, β − dΓ(x)(ξ)(a, y)− Γx(α, y)− Γx(a, η)

)

=
(
x,−dΓ(x)(a)(ξ, y)

+ dΓ(x)(ξ)(a, y) + Γx(a,Γx(ξ, y))− Γx(ξ,Γx(a, y))
)
.(2)

Now we insert (1) into (2) and get

(K ◦ TK ◦ κTM −K ◦ TK) ◦ TTs ◦ TX ◦ Y = R ◦ (Tf ◦X,Tf ◦ Y )s. �

24.6. Curvature and integrability of the horizontal bundle. What
is it that the curvature is measuring? We give several answers; one of them
is the following, which is intimately related to (16.13), (17.4), (19.2).

Let C : TM ×M TM → T 2M be the linear connection corresponding to a
covariant derivative ∇. For X ∈ X(M) we denoted by C(X, ) ∈ X(TM)
the horizontal lift of the vector field X.

Lemma. In this situation we have for X,Y ∈ X(M) and Z ∈ TM

[C(X, ), C(Y, )](Z)− C([X,Y ], Z) = − vl(Z,R(X,Y )Z).

Proof. We compute locally, in charts induced by a chart (U, u) on M . A
global proof can be found in (17.4) for general fiber bundles and in (19.2)
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for principal fiber bundles; see also (19.16). Writing X(x) = (x, X̄(x)),
Y (x) = (x, Ȳ (x)), and Z = (x, Z̄), we have

C(X,Z) = (x, Z̄; X̄(x),Γx(X̄(x), Z̄)),

C(Y, Z) = (x, Z̄; Ȳ (x),Γx(Ȳ (x), Z̄)),

[C(X, ), C(Y, )](Z)

=
(
x, Z̄; dȲ (x).X̄(x), dΓ(x)(X̄(x))(Ȳ (x), Z̄) + Γx(dȲ (x).X̄(x), Z̄)

+ Γx(Ȳ (x),Γx(X̄(x), Z̄))
)

−
(
x, Z̄; dX̄(x).Ȳ (x), dΓ(x)(Ȳ (x))(X̄(x), Z̄) + Γx(dX̄(x).Ȳ (x), Z̄)

+ Γx(X̄(x),Γx(Ȳ (x), Z̄))
)

=
(
x, Z̄; dȲ (x).X̄(x),−dX̄(x).Ȳ (x),

Γx(dȲ (x).X̄(x)− dX̄(x).Ȳ (x), Z̄)

+ dΓ(x)(X̄(x))(Ȳ (x), Z̄)− dΓ(x)(Ȳ (x))(X̄(x), Z̄)

+ Γx(Ȳ (x),Γx(X̄(x), Z̄))− Γx(X̄(x),Γx(Ȳ (x), Z̄))
)

=
(
x, Z̄; [X,Y ](x),Γx([X,Y ](x), Z̄)

)

+
(
x, Z̄; 0, dΓ(x)(X̄(x))(Ȳ (x), Z̄)− dΓ(x)(Ȳ (x))(X̄(x), Z̄)

+ Γx(Ȳ (x),Γx(X̄(x), Z̄))− Γx(X̄(x),Γx(Ȳ (x), Z̄))
)

= C([X,Y ], Z) + vl(Z,−R(X(x), Y (x))Z), by (24.3.2). �

The horizontal lift mapping C(X, ) is a section of the horizontal bundle
C(TM, ) ⊂ T (TM), and any section is of that form. If the curvature
vanishes, then by the theorem of Frobenius (3.20) the horizontal bundle is
integrable and we get the leaves of the horizontal foliation.

Lemma. Let M be a manifold and let ∇ be a flat covariant derivative on
M (with vanishing curvature). Let H ⊂ TM be a leaf of the horizontal
foliation. Then πM |H : H →M is a covering map.

Proof. Since T (πM |H) = T (πM )|C(TM, ) is fiberwise a linear isomor-
phism, πM : H → M is a local diffeomorphism. For x ∈ M we use a chart
(U, u : U → u(U) = Rm) of M centered at x and let X ∈ (πM |H)−1(x).
Consider

s : U → H, s(u−1(z)) = Pt(u−1(t 7→ t.z), 1).X.

Then πM ◦ s = IdU and s(U) ⊂ H is diffeomorphic to U , the branch
of H through X over U . Since X ∈ (πM |H)−1(x) was arbitrary, the set
(πM |H)−1(U) is the disjoint union of open subsets which are all diffeomor-
phic via πM to U . Thus πM : H →M is a covering map. �
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24.7. Theorem. Let (M, g) be a pseudo-Riemann manifold with vanish-
ing curvature. Then M is locally isometric to Rm with the standard inner
product of the same signature: For each x ∈ M there exists a chart (U, u)
centered at x such that g|U = u∗〈 , 〉.

Proof. Choose an orthonormal basis X1(x), . . . , Xm(x) of (TxM, gx); this
means gx(Xi(x), Xj(x)) = ηiiδij , where η = diag(1, . . . , 1,−1, . . . ,−1) is
the standard inner product of signature (p, q). Since the curvature R van-
ishes, we may consider the horizontal foliation of (24.6). Let Hi denote
the horizontal leaf through Xi(x) and define Xi : U → TM by Xi =
(πM |Hi)

−1 : U → Hi ⊂ TM , where U is a suitable (simply connected)
neighborhood of x in M . Since Xi ◦ c is horizontal in TM for any curve
c in U , we have ∇XXi = 0 for any X ∈ X(M) for the Levi-Civita covari-
ant derivative of g. Vector fields Xi with this property are called Killing
fields. Moreover X(g(Xi, Xj)) = g(∇XXi, Xj) + g(Xi,∇XXj) = 0; thus
g(Xi, Xj) = constant = g(Xi(x), Xj(x)) = ηiiδij and Xi, . . . , Xj is an or-
thonormal frame on U . Since ∇ has no torsion, we have

0 = Tor(Xi, Xj) = ∇XiXj −∇XjXi − [Xi, Xj ] = [Xi, Xj ].

By theorem (3.17) there exists a chart (U, u) on M centered at x such
that Xi =

∂
∂ui

, i.e., Tu.Xi(x) = (u(x), ei) for the standard basis ei of R
m.

Thus Tu maps an orthonormal frame on U to an orthonormal frame on
u(U) ∈ Rm, and u is an isometry. �

24.8. Sectional curvature. Let (M, g) be a Riemann manifold, let Px ⊂
TxM be a 2-dimensional linear subspace of TxM , and let Xx, Yx be an or-
thonormal basis of Px. Then the number

(1) k(Px) := −g(R(Xx, Yx)Xx, Yx)

is called the sectional curvature of this subspace. That k(Px) does not
depend on the choice of the orthonormal basis is shown by the following
lemma.

For pseudo-Riemann manifolds one can define the sectional curvature only
for those subspaces Px on which gx is nondegenerate. This notion is rarely
used in general relativity.

Lemma.

(2) Let A = (Aij) be a real (2× 2)-matrix and let X1, X2 ∈ TxM . Then for

X ′
i = A1

iX1 +A2
iX2 we have

g(R(X ′
1, X

′
2)X

′
1, X

′
2) = det(A)2 g(R(X1, X2)X1, X2).
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(3) Let X ′, Y ′ be linearly independent in Px ⊂ TxM ; then

k(Px) = −
g(R(X ′, Y ′)X ′, Y ′)
|X ′|2|Y ′|2 − g(X ′, Y ′)2

.

Proof. (2) Since g(R(Xi, Xj)Xk, Xl) = 0 for i = j or k = l, we have

g(R(X ′
1, X

′
2)X

′
1, X

′
2) =

∑
Ai1A

j
2A

k
1A

l
2g(R(Xi, Xj)Xk, Xl)

= g(R(X1, X2)X1, X2)

· (A1
1A

2
2A

1
1A

2
2 −A1

1A
2
2A

2
1A

1
2 −A2

1A
1
2A

1
1A

2
2 +A2

1A
1
2A

2
1A

1
2)

= g(R(X1, X2)X1, X2)(A
1
1A

2
2 −A1

2A
2
1)

2. �

(3) Let X,Y be an orthonormal basis of Px, let X ′ = A1
1X + A2

1Y and
let Y ′ = A1

2X + A2
2Y . Then det(A)2 equals the area2 of the parallelogram

spanned by X ′ and Y ′ which is |X ′|2|Y ′|2 − g(X ′, Y ′)2. Now use (2). �

24.9. Computing the sectional curvature. Let g : U → S2(Rm) be a
pseudo-Riemann metric in an open subset of Rm. Then for X,Y ∈ TxRm
we have:

2Rx(X,Y,X, Y ) = 2gx(Rx(X,Y )X,Y )

= −2d2g(x)(X,Y )(Y,X) + d2g(x)(X,X)(Y, Y ) + d2g(x)(Y, Y )(X,X)

− 2g(Γ(Y,X),Γ(X,Y )) + 2g(Γ(X,X),Γ(Y, Y )).

Proof. The Christoffels Γ : U × Rm × Rm → Rm are given by (22.4.1):

(1) 2gx(Γx(Y, Z), U) = dg(x)(U)(Y, Z)−dg(x)(Y )(Z,U)−dg(x)(Z)(U, Y ),

and the curvature is given in terms of the Christoffels is (24.3.2):

R(X,Y )Z = (∇X∇Y −∇Y∇X −∇[X,Y ])Z

= −dΓ(X)(Y, Z) + dΓ(Y )(X,Z) + Γ(X,Γ(Y, Z))− Γ(Y,Γ(X,Z)).(2)

We differentiate (1) once more:

2dg(x)(X)(Γx(Y, Z), U) + 2gx(dΓ(x)(X)(Y, Z), U)

= +d2g(x)(X,U)(Y, Z)− d2g(x)(X,Y )(Z,U)− d2g(x)(X,Z)(U, Y ).(3)

Let us compute the combination from (2), using (3):

− 2gx(dΓ(x)(X)(Y, Z), U) + 2gx(dΓ(x)(Y )(X,Z), U)

= 2dg(x)(X)(Γx(Y, Z), U)− 2dg(x)(Y )(Γx(X,Z), U)

− d2g(x)(X,U)(Y, Z) + d2g(x)(X,Y )(Z,U) + d2g(x)(X,Z)(U, Y )

+ d2g(x)(Y, U)(X,Z)− d2g(x)(Y,X)(Z,U)− d2g(x)(Y, Z)(U,X)

= 2dg(x)(X)(Γx(Y, Z), U)− 2dg(x)(Y )(Γx(X,Z), U)
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− d2g(x)(X,U)(Y, Z) + d2g(x)(X,Z)(U, Y )

+ d2g(x)(Y, U)(X,Z)− d2g(x)(Y, Z)(U,X).

Thus we have

2Rx(X,Y, Z, U) := 2gx(Rx(X,Y )Z,U)

= 2g
(
−dΓ(X)(Y, Z) + dΓ(Y )(X,Z) + Γ(X,Γ(Y, Z))− Γ(Y,Γ(X,Z)), U

)

= 2dg(x)(X)(Γx(Y, Z), U)− 2dg(x)(Y )(Γx(X,Z), U)

− d2g(x)(X,U)(Y, Z) + d2g(x)(X,Z)(U, Y )

+ d2g(x)(Y, U)(X,Z)− d2g(x)(Y, Z)(U,X)

+ 2g(Γ(X,Γ(Y, Z)), U)− 2g(Γ(Y,Γ(X,Z)), U)

and for the sectional curvature we get

2Rx(X,Y,X, Y ) = 2gx(Rx(X,Y )X,Y )(4)

= 2dg(x)(X)(Γx(Y,X), Y )− 2dg(x)(Y )(Γx(X,X), Y )

− 2d2g(x)(X,Y )(Y,X) + d2g(x)(X,X)(Y, Y ) + d2g(x)(Y, Y )(X,X)

+ 2g(Γ(X,Γ(Y,X)), Y )− 2g(Γ(Y,Γ(X,X)), Y ).

Let us check how skew-symmetric the Christoffels are. From (1) we get

2gx(Γx(Y, Z), U) + 2gx(Z,Γx(Y, U)) = 2gx(Γx(Y, Z), U) + 2gx(Γx(Y, U), Z)

= +dg(x)(U)(Y, Z)− dg(x)(Y )(Z,U)− dg(x)(Z)(U, Y )

+ dg(x)(Z)(Y, U)− dg(x)(Y )(U,Z)− dg(x)(U)(Z, Y )

= −2dg(x)(Y )(Z,U).

Thus

2dg(x)(Y )(Γ(X,V ), U) = −2g(Γ(Y,Γ(X,V )), U)− 2g(Γ(X,V ),Γ(Y, U)).

Using this in (4), we get finally

2Rx(X,Y,X, Y ) = 2gx(Rx(X,Y )X,Y )(5)

= −2g(Γ(X,Γ(Y,X)), Y )− 2g(Γ(Y,X),Γ(X,Y ))

+ 2g(Γ(Y,Γ(X,X)), Y ) + 2g(Γ(X,X),Γ(Y, Y ))

− 2d2g(x)(X,Y )(Y,X) + d2g(x)(X,X)(Y, Y ) + d2g(x)(Y, Y )(X,X)

+ 2g(Γ(X,Γ(Y,X)), Y )− 2g(Γ(Y,Γ(X,X)), Y )

= −2d2g(x)(X,Y )(Y,X) + d2g(x)(X,X)(Y, Y ) + d2g(x)(Y, Y )(X,X)

− 2g(Γ(Y,X),Γ(X,Y )) + 2g(Γ(X,X),Γ(Y, Y )). �
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25. Computing with Adapted Frames and Examples

25.1. Frames. We recall that a local frame or frame field s on an open
subset U of a pseudo-Riemann manifold (M, g) of dimension m is an m-
tuple s1, . . . , sm of vector fields on U such that s1(x), . . . , sm(x) is a basis
of the tangent space TxM for each x ∈ U . Note that then s is a local
section of the linear frame bundle GL(Rm, TM) → M , a principal fiber
bundle, as we treat it in (18.11). We view s(x) = (s1(x), . . . , sm(x)) as
a linear isomorphism s(x) : Rm → TxM . The frame field s is called an
orthonormal frame if s1(x), . . . , sm(x) is an orthonormal basis of (TxM, gx)
for each x ∈ U . By this we mean that gx(Xi(x), Xj(x)) = ηiiδij , where
η = diag(1, . . . , 1,−1, . . . ,−1) is the standard inner product of signature
(p, q = m− p).
If (U, u) is a chart onM , then ∂

∂u1
, . . . , ∂

∂um is a frame field on U . Out of this
we can easily build one which contains no isotropic vectors (i.e., ones with
g(X,X) = 0) and order them in such a way that the fields with g(X,X) > 0
are at the beginning. Using the Gram-Schmidt orthonormalization proce-
dure, we can change this frame field then into an orthonormal one on a
possibly smaller open set U . Thus there always exist orthonormal frame
fields.

If s = (s1, . . . , sm) and s
′ = (s′1, . . . , s

′
m) are two frame fields on U, V ⊂ M ,

respectively, then on U ∩ V we have

s′ = s.h, s′i =
∑

j sjh
j
i , s′i(x) =

∑
j sj(x)h

j
i (x),

h = (hij) : U ∩ V → GL(m,R).

25.2. Connection forms. If s is a local frame on an open subset U in a
manifold M and if ∇ is a covariant derivative on M , we put

∇Xsi =
∑

j sj .ω
j
i (X), ∇Xs = s.ω(X), ∇s = s.ω,(1)

ω = (ωji ) ∈ Ω1(U, gl(m)), the connection form of ∇.

We saw this construction in (19.4) already.

Proposition. We have:

(2) If Y =
∑
sju

j ∈ X(U), then

∇Y =
∑

k sk(
∑

j ω
k
j u

j + duk) = s.ω.u+ s.du.

(3) Let s and s′ = s.h be two local frames on U ; then the connection forms
ω, ω′ ∈ Ω1(U, gl(m)) are related by

h.ω′ = dh+ ω.h.
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(4) If s is a local orthonormal frame for a Riemann metric g which is
respected by ∇, then

ωji = −ωij , ω = (ωji ) ∈ Ω1(U, so(m)).

If s is a local orthonormal frame for a pseudo-Riemann metric g which
is respected by ∇ and if ηij = g(si, sj) = diag(1, . . . , 1,−1, . . . ,−1) is
the standard inner product matrix of the same signature (p, q), then

ηjjω
j
i = −ηiiωij , ω = (ωji ) ∈ Ω1(U, so(p, q)).

Proof. We use direct computations.

∇XY = ∇X(
∑

j sju
j) =

∑
j(∇Xsj)uj +

∑
j sjX(uj)(2)

=
∑

k sk
∑

j ω
k
j (X)uj +

∑
k skdu

k(X).

∇s′ = s′.ω′ = s.h.ω′,(3)

∇s′ = ∇(s.h) = (∇s).h+ s.dh = s.ω.h+ s.dh.

(4) It suffices to prove the second assertion. We differentiate the constant
ηij = g(si, sj):

0 = X(g(si, sj)) = g(∇Xsi, sj) + g(si,∇Xsj)
= g(

∑
skω

k
i (X), sj) + g(si,

∑
skω

k
j (X))

=
∑
g(sk, sj)ω

k
i (X) +

∑
g(si, sk)ω

k
j (X) = ηjjω

j
i (X) + ηiiω

i
j(X). �

25.3. Curvature forms. Let s be a local frame on U , and let ∇ be a
covariant derivative with curvature R. We write

R(X,Y )s = (R(X,Y )s1, . . . , R(X,Y )sm).

Then we have

(1) Rsj =
∑
sk.(dω

k
j +

∑
ωkl ∧ ωlj), Rs = s.(dω + ω ∧ ω),

where ω ∧ ω = (
∑
ωik ∧ ωkj )ij ∈ Ω2(U, gl(m)), since

R(X,Y )s = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

= ∇X(s.ω(Y ))−∇Y (s.ω(X))− s.ω([X,Y ])

= s.X(ω(Y )) + s.ω(X).ω(Y )− s.Y (ω(X))− s.ω(Y ).ω(X)− s.ω([X,Y ])

= s.
(
X(ω(Y ))− Y (ω(X))− ω([X,Y ]) + ω(X).ω(Y )− ω(Y ).ω(X)

)

= s.(dω + ω ∧ ω)(X,Y ).

We thus get the curvature matrix

(2) Ω = dω + ω ∧ ω ∈ Ω2(U, gl(m)),

and we note its defining equation R.s = s.Ω.
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Proposition.

(3) If s and s′ = s.h are two local frames, then the curvature matrices are
related by

h.Ω′ = Ω.h.

(4) The second Bianchi identity becomes

dΩ+ ω ∧ Ω− Ω ∧ ω = 0.

(5) If s is a local orthonormal frame for a Riemann metric g which is
respected by ∇, then

Ωji = −Ωij , Ω = (Ωji ) ∈ Ω2(U, so(m)).

If s is a local orthonormal frame for a pseudo-Riemann metric g which
is respected by ∇ and if ηij = g(si, sj) = diag(1, . . . , 1,−1, . . . ,−1) is
the standard inner product matrix of the same signature (p, q), then

ηjjΩ
j
i = −ηiiΩij , Ω = (Ωji ) ∈ Ω2(U, so(p, q)).

Proof. (3) Since R is a tensor field, we have s.h.Ω′ = s′.Ω′ = Rs′ = Rs.h =
s.Ω.h.

A second, direct proof goes as follows. By (25.2.3) we have h.ω′ = ω.h+dh;
thus

h.Ω′ = h.(dω′ + ω′ ∧ ω′)

= h.d(h−1.ω.h+ h−1.dh) + (ω.h+ dh) ∧ (h−1.ω.h+ h−1.dh)

= h.(−h−1.dh.h) ∧ ω.h+ h.h−1.dω.h− h.h−1.ω ∧ dh
+ h.(−h−1.dh.h−1) ∧ dh+ h.h−1.ddh

+ ω ∧ h.h−1.ω + ω ∧ h.h−1.dh+ dh.h−1 ∧ ω.h+ dh.h−1 ∧ dh
= dω.h+ ω ∧ ω.h = Ω.h.

(4) dΩ = d(dω+ω∧ω) = 0+dω∧ω−ω∧dω = (dω+ω∧ω)∧ω−ω∧(dω+ω∧ω).
(5) We prove only the second case.

ηjjΩ
j
i = ηjjdω

j
i +

∑
k ηjjω

j
k ∧ ωki = −ηiidωij −

∑
k ηkkω

k
j ∧ ωki

= −ηiidωij +
∑

k ηiiω
k
j ∧ ωik = −ηii(dωij +

∑
k ω

i
k ∧ ωkj ) = −ηiiΩij . �

25.4. Coframes. For a local frame s = (s1, . . . , sm) on U ⊂M we consider
the dual coframe

σ =



σ1

...
σm


 , σi ∈ Ω1(U),
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which forms the dual basis of T ∗
xM for each x ∈ U ; it satisfies 〈σi, sj〉 =

σi(sj) = δij . If s
′ = s.h is another local frame, then its dual coframe is given

by

(1) σ′ = h−1.σ, σ′i =
∑

k(h
−1)ikσ

k,

since

〈∑k(h
−1)ikσ

k, s′j〉 =
∑

k,l(h
−1)ik 〈σk, sl〉hlj = δij .

Let s be a local frame on U , and let ∇ be a covariant derivative. We define
the torsion form Θ by

(2) Tor = s.Θ, Tor(X,Y ) =:
∑

j sjΘ
j(X,Y ), Θ ∈ Ω2(U,Rm).

Proposition.

(3) If s and s′ = s.h are two local frames, then the torsion forms of a
covariant derivative are related by

Θ′ = h−1.Θ.

(4) If s is a local frame with dual coframe σ, then for a covariant deriv-
ative with connection form ω ∈ Ω1(U, gl(m)) and torsion form Θ ∈
Ω2(U,Rm) we have

dσ = −ω ∧ σ +Θ, dσi = −∑k ω
i
k ∧ σk +Θi.

(5) The algebraic Bianchi identity for a covariant derivative takes the fol-
lowing form:

dΘ+ ω ∧Θ = Ω ∧ σ, dΘk +
∑

l ω
k
l ∧Θl =

∑
l Ω

k
l ∧ σl.

Proof. (3) Since Tor is a tensor field, we have s.Θ = Tor = s′Θ′ = s.h.Θ′;
thus h.Θ′ = Θ and Θ′ = h−1.Θ.

(4) For X ∈ X(U) we have X =
∑

i si.σ
i(X), for short X = s.σ(X). Then

∇XY = ∇X(s.σ(Y )) = (∇Xs).σ(Y ) + s.X(σ(Y ))

= s.ω(X).σ(Y ) + s.X(σ(Y )),

s.Θ(X,Y ) = Tor(X,Y ) = ∇XY −∇YX − [X,Y ]

= s.ω(X).σ(Y ) + s.X(σ(Y ))− s.ω(Y ).σ(X)− s.Y (σ(X))− s.σ([X,Y ])

= s.(ω(X).σ(Y )− ω(Y ).σ(X) +X(σ(Y ))− Y (σ(X))− σ([X,Y ]))

= s.(ω ∧ σ(X) + dσ)(X,Y ).

Direct proof of (3):

Θ′ = ω′ ∧ σ′ + dσ′ = (h−1.ω.h+ h−1.dh) ∧ h−1.σ + d(h−1.σ)

= h−1.ω ∧ σ + h−1.dh ∧ h−1.σ − h−1.dh.h−1.σ + h−1.dσ

= h−1(ω ∧ σ + dσ) = h−1.Θ.
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dΘ = d(ω ∧ σ + dσ) = dω ∧ σ − ω ∧ dσ + 0(5)

= (dω + ω ∧ ω) ∧ σ − ω ∧ (ω ∧ σ + dσ) = Ω ∧ σ − ω ∧Θ. �

25.5. Resumé of computing with adapted frames. Let (M, g) be
a Riemann manifold, let s be an orthonormal local frame on U with dual
coframe σ, and let ∇ be the Levi-Civita covariant derivative. Then we have:

(1) g|U =
∑

i σ
i ⊗ σi.

(2) ∇s = s.ω, ωij = −ωji , so ω ∈ Ω1(U, so(m)).

(3) dσ + ω ∧ σ = 0, dσi +
∑

k ω
i
k ∧ σk = 0.

(4) Rs = s.Ω, Ω = dω + ω ∧ ω ∈ Ω2(U, so(m)), Ωij = dωij +
∑

k ω
i
k ∧ ωkj ,

(5) Ω ∧ σ = 0,
∑

k Ω
i
k ∧ σk = 0, the first Bianchi identity.

(6) dΩ+ ω ∧ Ω− Ω ∧ ω = dΩ+ [ω,Ω]∧ = 0, the second Bianchi identity.

For a pseudo-Riemann manifold (M, g) we consider standard inner product
matrix ηij = g(si, sj) = diag(1, . . . , 1,−1, . . . ,−1) of the same signature
(p, q). Then we have instead:

(1′) g =
∑

i ηiiσ
i ⊗ σi.

(2′) ηjjω
j
i = −ηiiωij; thus ω = (ωji ) ∈ Ω1(U, so(p, q)).

(4′) ηjjΩ
j
i = −ηiiΩij; thus Ω = (Ωji ) ∈ Ω2(U, so(p, q)).

25.6. Interpretation in terms of the orthonormal frame bundle.
For a pseudo-Riemann manifold (M, g) of dimension m we consider the
orthonormal frame bundle

O(M) = O(Rm, TM)
πM−−−→M.

Its fiber O(M)x consists of all linear isometries (Rm, η)→ (TxM, g) where η
is the standard inner product with the same signature as g. It is a principal
bundle with structure group O(p, q) (acting by composition from the right),
and it has one further structure, the soldering form which encodes the fact
that the associated bundle O(M) ×O(p,q) R

m is the tangent bundle. The
soldering form is described as follows: Let s = (s1, . . . , sm) ∈ O(M)x be an
orthonormal frame of TxM with orthonormal coframe (dual basis)

σs =



σ1s
...
σms


 , σis ∈ T ∗

xM.

The soldering form is then given as (with a slight abuse of notation):

σ ∈ Ω1(O(M),Rm),
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σs(Ξs) = σs(T (πm).Ξs) =



σ1s(Ts(πM ).Ξs)

...
σms (Ts(πM ).Ξs)


 ∈ Rm.

For h ∈ O(p, q) we have

((rh)∗σ)s(Ξs) = σs.h(T (r
h).Ξs) = h−1.σs(T (πM ).T (rh)Ξ) = h−1.σs(Ξ).

So σ is O(p, q)-equivariant and horizontal: It kills vertical tangent vec-
tors. By (19.14), σ induces a differential form on M with values in the
associated bundle O(M) ×O(p,q) R

m; it is a vector bundle isomorphism
TM → O(M) ×O(p,q) R

m. If s is a local orthonormal frame, i.e., a local
section of O(M), then s∗σ = σs, the dual coframe.

For the description of the principal connection form ω on O(M) inducing
the Levi-Civita connection ∇ on M we fix an open cover (Uα)α of M and
local orthonormal frames sα : Uα → O(M). Then σα = sα

∗σ are the
dual coframes, and by (25.5) the connection form ωα ∈ Ω1(Uα, o(p, q)) is
determined by dσα + ωα ∧ σα = 0. The local frames sα induce a principal
fiber bundle atlas

(Uα, ϕα : O(M)|Uα → Uα ×O(p, q)), ϕα(ux) =
(
x, (sα|x)−1.ux

)
.

For X ∈ o(p, q) the fundamental vector field for the principal right action is
given by ζX(ux) = ∂t|0ux ◦ exp(tX) = vl(ux, ux.X) in terms of the vertical
lift vl from (8.12).

The local expression γα = (ϕ−1
α )∗ω ∈ Ω1(Uα×O(p, q), o(p, q)) of the principal

connection ω is given by (19.4.6), where ξx ∈ TxM , h ∈ O(p, q), and X ∈
o(p, q). Thus we have:

ω(T (ϕ−1
α )(ξx, T (µh).X)) = γα(ξx, T (µh).X)

= γα(ξx, 0h) +X = Ad(h−1)ωα(ξx) +X

= h−1.ωα(ξx).h+X.

25.7. Example: The sphere S2 ⊂ R3. We consider the parameterization
(leaving out one longitude):

f : (0, 2π)× (−π, π)→ R3,

f(ϕ, ϑ) =



cosϕ cosϑ
sinϕ cosϑ

sinϑ


 ,

g = f∗(metric) = f∗(
∑

i dx
i ⊗ dxi)

=
3∑

i=1

df i ⊗ df i = cos2 ϑ dϕ⊗ dϕ+ dϑ⊗ dϑ. x1

x2

x3
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From this we can read off the orthonormal coframe and then the orthonormal
frame:

σ1 = dϑ, σ2 = cosϑ dϕ, s1 =
∂

∂ϑ
, s2 =

1

cosϑ

∂

∂ϕ
.

We compute dσ1 = 0 and dσ2 = − sinϑ dϑ ∧ dϕ = − tanϑ σ1 ∧ σ2. For the
connection forms we have ω1

1 = ω2
2 = 0 by skew-symmetry. The off-diagonal

terms we compute from (25.5.3), i.e., dσ + ω ∧ σ = 0:

−dσ1 = 0 + ω1
2 ∧ σ2 = 0 ⇒ ω1

2 = c(ϕ, ϑ)σ2,

−dσ2 = ω2
1 ∧ σ1 + 0 = tanϑ σ1 ∧ σ2 ⇒ ω1

2 = tanϑ σ2 = sinϑ dϕ,

ω =

(
0 sinϑ dϕ

− sinϑ dϕ 0

)
.

For the curvature forms we have again Ω1
1 = Ω2

2 = 0 by skew-symmetry, and
then we may compute the curvature:

Ω1
2 = dω1

2 + ω1
1 ∧ ω1

2 + ω1
2 ∧ ω2

2 = d(sinϑ dϕ) = cosϑ dϑ ∧ dϕ = σ1 ∧ σ2,

Ω =

(
0 σ1 ∧ σ2

−σ1 ∧ σ2 0

)
.

For the sectional curvature we get

k(S2) = −g(R(s1, s2)s1, s2) = −g(
∑

k skΩ
k
1(s1, s2), s2)

= −g(s2(−σ1 ∧ σ2)(s1, s2), s2) = 1.

25.8. Example: The Poincaré upper half-plane.
This is the set H2

+ = {(x, y) ∈ R2 : y > 0} with metric ds2 = 1
y2
(dx2 + dy2)

or

g =
1

y
dx⊗ 1

y
dx+

1

y
dy ⊗ 1

y
dy,

which is conformal with the standard inner product.

The curvature. The orthonormal coframe and frame are then, by (25.5.1):

σ1 =
1

y
dx, σ2 =

1

y
dy, s1 = y

∂

∂x
, s2 = y

∂

∂y
.

We have dσ1 = d( 1ydx) =
1
y2
dx∧ dy = σ1 ∧ σ2 and dσ2 = 0. The connection

forms we compute from (25.5.3), i.e, dσ + ω ∧ σ = 0:

−dσ1 = 0 + ω1
2 ∧ σ2 = −σ1 ∧ σ2,

−dσ2 = ω2
1 ∧ σ1 + 0 = 0 ⇒ ω1

2 = −σ1 = −y−1dx,

ω =

(
0 −σ1
σ1 0

)
.
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For the curvature forms we get

Ω1
2 = dω1

2 + ω1
1 ∧ ω1

2 + ω1
2 ∧ ω2

2 = d(−y−1dx) = −σ1 ∧ σ2,

Ω =

(
0 −σ1 ∧ σ2

+σ1 ∧ σ2 0

)
.

For the sectional curvature we get

k(H2
+) = −g(R(s1, s2)s1, s2) = −g(

∑
k skΩ

k
1(s1, s2), s2)

= −g(s2(σ1 ∧ σ2)(s1, s2), s2) = −1.
The geodesics. For deriving the geodesic equation let:

c(t) =

(
x(t)

y(t)

)
, c′(t) =

(
x′(t)
y′(t)

)
=
x′

y
y
∂

∂x
+
y′

y
y
∂

∂y
=
x′

y
s1+

y′

y
s2 =: (s◦c).u.

The geodesic equation is then

∇∂tc′ = ∇∂t((s ◦ c).u) = s.ω(c′).u+ s.du(∂t)

= (s1, s2)

(
0 ω1

2(c
′)

−ω1
2(c

′) 0

)(x′

y

y′

y

)
+ (s1, s2)

(
(x

′

y )
′

(y
′

y )
′

)

=
x′2

y

∂

∂y
− x′y′

y

∂

∂x
+
x′′y − x′y′

y

∂

∂x
+
y′′y − y′2

y

∂

∂y
= 0,

{
x′′y − 2x′y′ = 0,

x′2 + y′′y − y′2 = 0.

To see the shape of the geodesics, we first investigate x(t) = constant. Then
y′′y − y′2 = 0 has a unique solution for each initial value y(0), y′(0); thus
the verticals t 7→

(
constant
y(t)

)
are geodesics. If x′(t) = 0 for a single t, then it

is for all t since then the geodesic is already vertical. If x′(t) 6= 0, we claim
that the geodesics are upper half-circles with center M(t) on the x-axis:

x(t)

(x(t)
y(t)

) (x′(t)
y′(t)

)

M(t)
a(t)

α

α

y′(t)
x′(t)

= tanα(t) =
a(t)

y(t)
⇒ a =

y′y
x′
,

M(t) = x+
y′y
x′

=
x′x+ y′y

x′
,

M ′(t) =

(
x′x+ y′y

x′

)′
= · · · = 0.

Thus M(t) =M , a constant. Moreover,
∣∣∣∣
(
x(t)

y(t)

)
−
(
M

0

)∣∣∣∣
2

= (x−M)2 + y2 =

(
y′y
x′

)2

+ y2,

d

dt

∣∣∣∣
(
x(t)

y(t)

)
−
(
M

0

)∣∣∣∣
2

=

((
y′y
x′

)2

+ y2

)′

= · · · = 0.
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Thus the geodesics are half-circles as asserted. Note that this violates Eu-
clid’s parallel axiom: We have a non-Euclidean geometry.

Isometries and the Poincaré upper half-plane as symmetric space.
The projective action of the Lie group SL(2,R) on CP 1, viewed in the
projective chart C ∋ z 7→ [z : 1], preserves the upper half-plane: A matrix(
a b
c d

)
acts by [z : 1] 7→ [az+ b : cz+ d] = [az+bcz+d : 1]. Moreover for z = x+ iy

the expression

az + b

cz + d
=

(az + b)(cz̄ + d)

|cz + d|2

=
ac(x2 + y2) + (ad+ bc)x+ db

(cx+ d)2 + (cy)2
+ i

(ad− bc)y
(cx+ d)2 + (cy)2

has imaginary part > 0 if and only if y > 0. We denote the action by
m : SL(2,R) × H2

+ → H2
+, so that m

(
a b
c d

)
(z) = az+b

cz+d . Transformations of
this form are called a fractional linear transformations or Möbius transfor-
mations.

(1) SL(2,R) acts transitively on H2
+, since m

(√y x/√y
0 1/

√
y

)
(i) = x + iy. The

isotropy group fixing i is SO(2) ⊂ SL(2), since i = ai+b
ci+d = bd+ac+i

c2+d2
if and

only if cd+ ac = 0 and c2 + d2 = 1. Thus

H2
+ = SL(2,R)/SO(2,R).

Any Möbius transformation by an element of SL(2) is an isometry:

A :=
(
a b
c d

)
∈ SL(2,R),

mA(z)−mA(z
′) =

az + b

cz + d
− az′ + b

cz′ + d
= · · · = z − z′

(cz + d)(cz′ + d)
,

(mA)
′(z) = lim

z′→z

1

z − z′
z − z′

(cz + d)(cz′ + d)
=

1

(cz + d)2
,

mA(z)−mA(z
′) =

√
(mA)′(z)

√
(mA)′(z′)(z − z′),

always for the same branch of
√

(mA)′(z). Expressing the metric in the
complex variable, we then have

g =
1

y2
(dx2 + dy2) =

1

Im(z)2
Re(dz.dz̄),

(mA)
∗g = (mA)

∗
(

1

Im(z)2
Re(dz.dz̄)

)

=
1

Im((mA)(z))2
Re
(
(mA)

′(z)dz.(mA)
′(z̄)dz̄

)

= Im((mA)(z))
−2|cz + d|−4Re

(
dz.dz̄

)
=

1

Im(z)2
Re(dz.dz̄),
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since

Im((mA)(z))|cz + d|2 = 1

2i
(mA(z)−mA(z̄))|cz + d|2

=
1

2i

z − z̄
(cz + d)(cz̄ + d)

|cz + d|2 = Im(z).

(2) For further use we note the Möbius transformations

m1 = m
(
1 r
0 1

)
: z 7→ z + r, r ∈ R,

m2 = m
(√r 0

0 1/
√
r

)
: z 7→ r.z, r ∈ R>0,

m3 = m
(
0 −1
1 0

)
: z 7→ −1

z
=
−z̄
|z|2 =

−x+ iy

x2 + y2
.

We can now use these three isometries to determine again the form of all
geodesics in H2

+. For this note that: If the fixed point set (H2
x)
m = {z ∈

H2
+ : m(z) = z} of an isometry m is a connected 1-dimensional submanifold,

then this is the image of a geodesic, since for any vector Xz ∈ TzH2
+ tangent

to the fixed point set we have m(exp(tX)) = exp(tTzm.X) = exp(tX). We
first use the isometry ψ(x, y) = (−x, y) which is not a Möbius transformation
since it reverses the orientation. Its fixed point set is the vertical line {(0, y) :
y > 0} which thus is a geodesic. The image under m1 is then the geodesic
{(r, y) : y > 0}. The fixed point set of the isometry ψ ◦m3 is the upper half
of the unit circle, which thus is a geodesic. By applying m1 and m2, we may
map it to any upper half-circle with center in the real axis.

(3) The group SL(2,R) acts isometrically doubly transitively on H2
+: Any

two pairs of points with the same geodesic distance can be mapped to each
other by a Möbius transformation. For A =

(
a b
c d

)
in the isotropy group

SO(2) of i we have m′
A(i) = 1

(ci+d)2
; it double covers the unit circle in

Ti(H
2
+). Thus SL(2,R) acts transitively on the set of all unit tangent vectors

inH2
+, and a shortest geodesic from z1 to z2 can thus be mapped by a Möbius

transformation to a shortest geodesic of the same length from z′1 to z′2.

(4) H2
+ is a complete Riemann manifold, and the geodesic distance is given

by

dist(z1, z2) = 2 artanh

∣∣∣∣
z1 − z2
z1 − z̄2

∣∣∣∣ .

The shortest curve from iy1 to iy2 is obviously on the vertical line since for
z(t) = x(t) + iy(t) the length

L(c) =

∫ 1

0

1

y(t)

√
x′(t)2 + y′(t)2 dt
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is minimal for x′(t) = 0; thus x(t) = constant. By the invariance under
reparameterizations of the length we have

dist(iy1, iy2) =
∣∣∣
∫ y2

y1

1

t
dt
∣∣∣ = | log y2 − log y1| = | log(y2y1 )|.

From the formulas in (1) we see that the double ratio | z1−z2z1−z̄2 | is invariant

under SL(2,R) since:
∣∣∣∣∣
mA(z1)−mA(z2)

mA(z1)−mA(z2)

∣∣∣∣∣ =
∣∣∣∣∣

z1−z2
(cz1+d)(cz2+d)

z1−z̄2
(cz1+d)(cz̄2+d)

∣∣∣∣∣ =
∣∣∣∣
z1 − z2
z1 − z̄2

∣∣∣∣ .

On the vertical geodesic we have

∣∣∣∣
iy1 − iy2
iy1 + iy2

∣∣∣∣ =
∣∣∣∣∣

y1
y2
− 1

y1
y2

+ 1

∣∣∣∣∣ =
∣∣∣∣∣
e
log(

y1
y2

) − 1

e
log(

y1
y2

)
+ 1

∣∣∣∣∣ =
∣∣∣∣∣
e

1
2
| log( y1

y2
)| − e−

1
2
| log( y1

y2
)|

e
1
2
| log( y1

y2
)|
+ e

− 1
2
| log( y1

y2
)|

∣∣∣∣∣
= tanh(12 dist(iy1, iy2)).

Since SL(2,R) acts isometrically doubly transitively by (3) and since both
sides are invariant, the result follows.

(5) The geodesic exponential mapping. We have expi(ti) = et.i since by (4)

we have dist(i, eti) = log eti
i = t. Now let X ∈ Ti(H2

+) with |X| = 1. In (3)
we saw that there exists ϕ with

m
( cosϕ − sinϕ
sinϕ cosϕ

)′
(i)i =

i

(i sinϕ+ cosϕ)2
= e−2iϕ.i = X,

ϕ =
π

4
− arg(X)

2
+ πZ,

expi(tX) = m
( cosϕ − sinϕ
sinϕ cosϕ

)
(eti) =

cosϕ.et.i− sinϕ

sinϕ.eti+ cosϕ
.

(6) Hyperbolic area of a geodesic polygon. By (10.5) the Riemann metric
g = 1

y2
(dx2 + dy2) has density vol(g) =

√
det gijdx dy = 1

y2
dx dy; thus:

α

β
γ

VolH
2
+(P ) =

∫

P

dx ∧ dy
y2

=

∫

P
d

(
dx

y

)

=

∫

∂P

dx

y
= −

∫

∂P
dθ,

since each geodesic is part of a circle

z − a = reiθ, a ∈ R. On it we have

dx

y
=
d(r cos θ + a)

r sin θ
=
−r sin θ dθ
r sin θ

= −dθ.

The integral is thus the total increase of the tangent angle. For a simply
connected polygon the total increase of the tangent angle is 2π if we also
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add the exterior angles at the corners:
∫
∂P dϑ+

∑
i βi =

∑
i αi+

∑
i βi = 2π.

We change to the inner angles γi = π − βi and get:

VolH
2
+(P ) = −

∫

∂P
dϑ = −2π +

∑

i

βi = (n− 2)π −
∑

i

γi.

This is a particular instance of the theorem of Gauß-Bonnet.

25.9. The 3-sphere S3. We use the parameterization of S3 ⊂ R4 given
by

f(ϕ, ϑ, τ) =




cosϕ cosϑ cos τ
sinϕ cosϑ cos τ

sinϑ cos τ
sin τ



,

0 < ϕ < 2π,
−π

2 < ϑ < π
2 ,

−π
2 < τ < π

2 .

We write f11 = ∂ϕf
1, etc. Then the induced metric is given by:

g11 = 〈f1, f1〉 = f11 f
1
1 + f21 f

2
1 + f31 f

3
1 + f41 f

4
1 = cos2 ϑ cos2 τ,

g12 = 〈f1, f2〉 = 0, g13 = 0, g22 = cos2 τ, g23 = 0, g33 = 1.

g = cos2 ϑ cos2 τ dϕ⊗ dϕ+ cos2 τ dϑ⊗ dϑ+ dτ ⊗ dτ.
σ1 = cosϑ cos τ dϕ, σ2 = cos τ dϑ, σ3 = dτ.

dσ1 = − sinϑ cos τ dϑ ∧ dϕ− cosϑ sin τ dτ ∧ dϕ,
dσ2 = − sin τ dτ ∧ dϑ, dσ3 = 0.

Now we use the first structure equation (25.5.3), i.e., dσ + ω ∧ σ = 0:

dσ1 = −0− ω1
2 ∧ σ2 − ω1

3 ∧ σ3 = sinϑ cos τ dϕ ∧ dϑ+ cosϑ sin τ dϕ ∧ dτ,
dσ2 = −ω2

1 ∧ σ1 − 0− ω2
3 ∧ σ3 = sin τ dϑ ∧ dτ,

dσ3 = −ω3
1 ∧ σ1 − ω3

2 ∧ σ2 − 0 = 0.

− ω1
2 ∧ cos τ dϑ− ω1

3 ∧ dτ = sinϑ cos τ dϕ ∧ dϑ+ cosϑ sin τ dϕ ∧ dτ,
− ω2

1 ∧ cosϑ cos τ dϕ− ω2
3 ∧ dτ = sin τ dϑ ∧ dτ,

− ω3
1 ∧ cosϑ cos τ dϕ− ω3

2 ∧ cos τ dϑ = 0.




ω1
3 = − cosϑ sin τ dϕ,

ω2
3 = − sin τ dϑ,

ω1
2 = − sinϑ dϕ,

ω =




0 − sinϑ dϕ − cosϑ sin τ dϕ
sinϑ dϕ 0 − sin τ dϑ

cosϑ sin τ dϕ sin τ dϑ 0


 .
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From this we can compute the curvature:

Ω1
2 = dω1

2 + 0 + 0 + ω1
3 ∧ ω3

2

= − cosϑ dϑ ∧ dϕ− cosϑ sin τ dϕ ∧ sin τ dϑ

= cosϑ cos2 τ dϕ ∧ dϑ = σ1 ∧ σ2,
Ω1
3 = dω1

3 + 0 + ω1
2 ∧ ω2

3 + 0

= sinϑ sin τ dϑ ∧ dϕ− cosϑ cos τ dτ ∧ dϕ+ sinϑ dϕ ∧ sin τ dϑ

= cosϑ cos τ dϕ ∧ dτ = σ1 ∧ σ3,
Ω2
3 = dω2

3 + ω2
1 ∧ ω1

3 + 0 + 0

= − cos τ dτ ∧ dϑ+ 0

= cos τ dϑ ∧ dτ = σ2 ∧ σ3,

Ω =




0 σ1 ∧ σ2 σ1 ∧ σ3
−σ1 ∧ σ2 0 σ2 ∧ σ3
−σ1 ∧ σ3 −σ2 ∧ σ3 0


 =



σ1

σ2

σ3


 ∧ (σ1, σ2, σ3).

Another representation of the 3-sphere with radius 1/
√
k. The in-

duced metric is given by

g =
1

k

(
cos2 ϑ cos2 τ dϕ⊗ dϕ+ cos2 τ dϑ⊗ dϑ+ dτ ⊗ dτ

)
,

where 0 < ϕ < 2π, −π
2 < ϑ < π

2 , and −π
2 < τ < π

2 . Now we introduce the

coordinate function r by cos2 τ = k r2, more precisely by

r =

{
− 1√

k
cos τ for − π

2 < τ < 0,
1√
k
cos τ for 0 < τ < π

2 ,
0 < |r| < 1√

k
.

Then sign τ cos τ =
√
k r; thus − sign τ sin τ dτ =

√
k dr, and since sin2 τ =

1− cos2 τ = 1− k r2, we finally get

(1− k r2) dτ ⊗ dτ = sin2 τ dτ ⊗ dτ = k dr ⊗ dr.

Furthermore we replace ϑ by ϑ+ π
2 . Then the metric becomes:

g =
1

k

(
sin2 ϑ k r2 dϕ⊗ dϕ+ k r2 dϑ⊗ dϑ+

k

1− kr2dr ⊗ dr
)

=
1

1− kr2dr ⊗ dr + r2 dϑ⊗ dϑ+ r2 sin2 ϑ dϕ⊗ dϕ, where(1)

0 < ϕ < 2π, 0 < ϑ < π, 0 < |r| < 1√
k
.
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25.10. The Robertson-Walker metric in general relativity. This is
the metric of signature (+−−−) of the form

g = dt⊗ dt−R(t)2
(

1

1− kr2dr ⊗ dr + r2 dϑ⊗ dϑ+ r2 sin2 ϑ dϕ⊗ dϕ
)

for 0 < ϕ < 2π, 0 < ϑ < π, 0 < |r| < 1√
k
,

= ρ0 ⊗ ρ0 − ρ1 ⊗ ρ1 − ρ2 ⊗ ρ2 − ρ3 ⊗ ρ3,

ρ0 = dt, ρ1 =
R

w
dr, where w :=

√
1− kr2,

ρ2 = Rr dϑ, ρ3 = Rr sinϑ dϕ.

The differential of the coframe is:

dρ0 = 0,

dρ1 =
Ṙ

w
dt ∧ dr = Ṙ

R
ρ0 ∧ ρ1,

dρ2 = Ṙr dt ∧ dϑ+Rdr ∧ dϑ =
Ṙ

R
ρ0 ∧ ρ2 + w

Rr
ρ1 ∧ ρ2,

dρ3 = Ṙr sinϑ dϑ ∧ dϕ+R sinϑ dr ∧ dϕ+Rr cosϑ dϑ ∧ dϕ

=
Ṙ

R
ρ0 ∧ ρ3 + w

Rr
ρ1 ∧ ρ3 + cotanϑ

Rr
ρ2 ∧ ρ3.

Now we use dρ+ ω ∧ ρ = 0, ωij = −ωji for 1 ≤ i, j ≤ 3, ωii = 0, and ω0
i = ωi0:

dρ0 = −ω0
1 ∧ ρ1 − ω0

2 ∧ ρ2 − ω0
3 ∧ ρ3 = 0,

dρ1 = −ω1
0 ∧ ρ0 − ω1

2 ∧ ρ2 − ω1
3 ∧ ρ3 =

Ṙ

R
ρ0 ∧ ρ1,

dρ2 = −ω2
0 ∧ ρ0 − ω2

1 ∧ ρ1 − ω2
3 ∧ ρ3 =

Ṙ

R
ρ0 ∧ ρ2 + w

Rr
ρ1 ∧ ρ2,

dρ3 = −ω3
0 ∧ ρ0 − ω3

1 ∧ ρ1 − ω3
2 ∧ ρ2

=
Ṙ

R
ρ0 ∧ ρ3 + w

Rr
ρ1 ∧ ρ3 + cotanϑ

Rr
ρ2 ∧ ρ3.

This is a linear system of equations with a unique solution for the ωij . Guided

by (25.9) we assume that ω0
1 is a multiple of ρ1, etc., and we get the solutions

ω1
0 =

Ṙ

R
ρ1 =

Ṙ

w
dr, ω2

0 =
Ṙ

R
ρ2 = Ṙ r dϑ,

ω3
0 =

Ṙ

R
ρ3 = Ṙ r sinϑ dϕ, ω2

1 =
w

Rr
ρ2 = w dϑ,

ω3
1 =

w

Rr
ρ3 = w sinϑ dϕ, ω3

2 =
cotanϑ

Rr
ρ3 = cosϑ dϕ.
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From these we can compute the curvature 2-forms, using (25.5.5), that is,
Ω = dω + ω ∧ ω:

Ω1
0 = −

R̈

R
ρ1 ∧ ρ0, Ω2

0 = −
R̈

R
ρ2 ∧ ρ0,

Ω3
0 = −

R̈

R
ρ3 ∧ ρ0, Ω2

1 =
k + Ṙ2

R2
ρ2 ∧ ρ1,

Ω3
1 = −

−k + Ṙ2

R2
ρ3 ∧ ρ1, Ω3

2 =
k + Ṙ2

R2
ρ3 ∧ ρ2.

25.11. The Hodge ∗-operator. Let (M, g) be an oriented pseudo-Rie-
mann manifold of signature (p, q). Viewing g : TM → T ∗M , we let g−1 :
T ∗M → TM denote the dual bundle metric on T ∗M . Then g−1 induces a
symmetric nondegenerate bundle metric

k∧
g−1 :

k∧
T ∗M →

k∧
TM

on the bundle
∧k T ∗M of k-forms which is given by

g−1(ϕ1 ∧ · · · ∧ ϕk, ψ1 ∧ · · · ∧ ψk) = det(g−1(ϕi, ψj)
k
i,j=1), ϕi, ψj ∈ Ω1(M).

Let ηij = g(si, sj) = diag(1, . . . , 1,−1, . . . ,−1) be the standard inner prod-
uct matrix of the same signature (p, q), and let s = (s1, . . . , sm) be an
orthonormal frame on U ⊆ M with orthonormal coframe σ = (σ1, . . . , σm)
as in (25.5) so that g =

∑
i ηiiσ

i ⊗ σi; then for ϕk, ψk ∈ Ωk(M) we have

g−1(ϕk, ψk) =
∑

i1<···<ik
j1<···<jk

ϕk(si1 , . . . , sik)ψ
k(sj1 , . . . , sjk)η

i1j1 . . . ηikjk .

Note that g−1(σ1 ∧ · · · ∧ σm, σ1 ∧ · · · ∧ σm) = (−1)q.
If M is also oriented, then the volume form vol(g) from (10.5) agrees with
the positively oriented m-form of length ±1. We have vol(g) = σ1∧· · ·∧σm
if the frame s = (s1, . . . , sm) is positively oriented.

We shall use the following notation:
If I = (i1 < · · · < ik) and I ′ = (j1 < · · · < jm−k) are the ordered tuples
with I ∩ I ′ = ∅ and I ⊔ I ′ = {1, . . . ,m}, then we put σI := σi1 ∧ · · · ∧ σik .

Exercise. The k-forms σI for all I as above of length k give an orthonormal

basis of g−1 on Ωk(U). The signature of g−1 on
∧k T ∗

xM is

(P+(p, q, k), P−(p, q, k)) =
(∑k

j=0,j even

(
p
k−j
)(
q
j

)
,
∑k

j=0,j odd

(
p
k−j
)(
q
j

))
.
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On an oriented pseudo-Riemann manifold (M, g) of dimension m and signa-
ture (p, q) we have the Hodge isomorphism ∗ with its elementary properties:

∗ :
k∧
T ∗M →

m−k∧
T ∗M,

(∗ϕk)(Xk+1, . . . , Xm) vol(g) = ϕ ∧ g(Xk+1) ∧ · · · ∧ g(Xm),(1)

ϕk ∧ ψm−k = g−1(∗ϕk, ψm−k) vol(g),

g−1(∗ϕk, ∗ψk) = (−1)qg−1(ϕk, ψk),

∗ ∗ϕk = (−1)k(m−k)+qϕk,

(∗ϕk) ∧ ψk = (∗ψk) ∧ ϕk.
In the local orthonormal frame we get

(∗σI)(sj1 , . . . , sjm−k
) vol(g) = σI ∧ g(sj1) ∧ · · · ∧ g(sjm−k

)

= σI ∧ g(sj1) ∧ · · · ∧ g(sjm−k
) = σI ∧ ηj1j1σj1 ∧ · · · ∧ ηjm−kjm−k

σjm−k ,

∗σI = sign

(
1 . . .m

I I ′

)
ηj1j1 . . . ηjm−kjm−k

σI
′
.

To get a geometric interpretation of ∗ϕk, we consider

i(X)(∗ϕk)(Xk+2, . . ., Xm) vol(g) = (∗ϕk)(X,Xk+2, . . . , Xm) vol(g)

= ϕk ∧ g(X) ∧ g(Xk+2) ∧ · · · ∧ g(Xm)

= ∗(ϕk ∧ g(X))(Xk+2, . . . , Xm) vol(g)

so that

i(X)(∗ϕk) = ∗(ϕk ∧ g(X)),(2)

{X : iXϕ
k = 0}⊥,g = {Y : iY (∗ϕk) = 0}.

25.12. Relations to vector analysis. We consider an oriented pseudo-
Riemann manifold (M, g) of signature (p, q). For functions f ∈ C∞(M,R)
and vector fields X ∈ X(M) we have the following operations, gradient and
divergence, and their elementary properties:

gradg(f) = g−1 ◦ df ∈ X(M),

g(X) ∈ Ω1(M), ∗g(X) = (−1)qiX vol(g),

∗ df = ∗g(gradg(f)) = (−1)qigradg(f) vol(g),
divg(X). vol(g) = (−1)q d iX vol(g) = d ∗ g(X),

gradg(f · h) = f · gradg(h) + h · gradg(f),
divg(f ·X) = f divg(X) + (−1)qdf(X),

gradg(f)|U =
∑

i ηiisi(f) · si,
divg(X) = Trace(∇X).
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Some authors take the negative of our definition of the divergence, so that
later the Laplace-Beltrami operator ∆f = (− divg) gradg(f) is positive def-
inite on any oriented Riemann manifold.

25.13. In dimension three. On an oriented 3-dimensional pseudo-Rie-
mann manifold we have another operator on vector fields, curl, given by

∗ g(curlg(X)) = (−1)qicurlg(X) vol(g) = dg(X),

curlg(X) = (−1)qg−1 ∗ dg(X),

and from d2 = 0 we have curlg gradg = 0 and divg curlg = 0.

On the oriented Euclidean space R3 we have

grad(f) = ∂f
∂x1

∂
∂x1

+ ∂f
∂x2

∂
∂x2

+ ∂f
∂x3

∂
∂x3

,

curl(X) =
(
∂X3

∂x2
− ∂X2

∂x3

)
∂
∂x1

+
(
∂X1

∂x3
− ∂X3

∂x1

)
∂
∂x2

+
(
∂X2

∂x1
− ∂X1

∂x2

)
∂
∂x3

,

div(X) = ∂X1

∂x1
+ ∂X2

∂x2
+ ∂X3

∂x3
.

Note also that curl(f ·X) = f · rot(X) + grad(f)×X where × denotes the
vector product in R3.

25.14. The Maxwell equations. Let U ⊂ R3 be an open set in the
oriented Euclidean 3-space. We will later assume that the first cohomology
vanishes: H1(U) = 0. We consider three time dependent vector fields and a
function,

E : U × R→ R3, the electric field,

B : U × R→ R3, the magnetic field,

J : U × R→ R3, the current field,

ρ : U × R→ R, the density function of the electric charge.

Then the Maxwell equations are (where c is the speed of light)

curl(E) = −1

c

d

dt
B, div(B) = 0,

curl(B) =
1

c

d

dt
E +

4π

c
J, div(E) = 4πρ.

Now let η be the standard positive definite inner product on R3. From
(25.13) we see that the Maxwell equations can be written as

∗d η(E) = −1

c

d

dt
η(B), d ∗ η(B) = 0,

∗d η(B) =
1

c

d

dt
η(E) +

4π

c
η(J), d ∗ η(E) = 4πρ · vol(η).
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Now we assume that H1(U) = 0. Since d ∗ η(B) = 0, we have

∗η(B) = dA for a function A, the magnetic potential.

Then the first Maxwell equation can be written as

d

(
η(E) +

1

c

d

dt
A

)
= 0.

Using again H1(U) = 0, there exists a function Φ : U × R → R, called the
electric potential, such that

η(E) = −1

c

d

dt
A− dΦ.

Starting from the magnetic and electric potentials A,Φ : U × R → R, the
electric and magnetic fields are given by

η(E) = −1

c

d

dt
A− dΦ, η(B) = ∗dA,

where all terms are viewed as time dependent functions of forms on R3.
Then the first row of the Maxwell equations is automatically satisfied. The
second row then looks like

− ∗ d ∗ dA = − 1

c2
d2

dt2
A− 1

c

d

dt
dΦ+

4π

c
η(J),

1

c

d

dt
(∗d ∗A)−∆Φ = 4πρ.

26. Riemann Immersions and Submersions

26.1. Riemann submanifolds and isometric immersions. Let (M̄, ḡ)

be a Riemann manifold of dimension m+p, and letM
i−−→ M̄ be a manifold

of dimension m with an immersion i. Let g := i∗ḡ be the induced Riemann
metric onM . Let ∇̄ be the Levi-Civita covariant derivative on M̄ , and let ∇
be the Levi-Civita covariant derivative onM . We denote by Ti⊥ = TM⊥ :=
{X ∈ Ti(x)M̄, x ∈ M, ḡ(X,T i(TxM)) = 0} the normal bundle (over M) of
the immersion i or the immersed submanifold M .

Let X,Y ∈ X(M). We may regard Ti.Y as vector field with values in TM̄
defined along i and thus consider ∇̄X(Ti.Y ) :M → i∗TM̄ .

Lemma. Gauß’s formula. If X,Y ∈ X(M), then

∇̄X(Ti.Y )− Ti ◦ ∇XY =: S(X,Y )

is normal to M , and S : TM ×M TM → Ti⊥ is a symmetric tensor field,
which is called the second fundamental form or the shape form of M .

Proof. For X,Y, Z ∈ X(M) and a suitable open set U ⊂M we may choose
an open subset Ū ⊂ M̄ with i(U) closed in Ū such that i : U → Ū is an
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embedding, and then extensions X̄, Ȳ , Z̄ ∈ X(Ū) with X̄ ◦ i|U = Ti.X|U ,
etc. By (22.5.7) we have

2ḡ(∇̄X̄ Ȳ , Z̄) = X̄(ḡ(Ȳ , Z̄)) + Ȳ (ḡ(Z̄, X̄))− Z̄(ḡ(X̄, Ȳ ))

+ ḡ([X̄, Ȳ ], Z̄) + ḡ([Z̄, X̄], Ȳ )− ḡ([Ȳ , Z̄], X̄).

Composing this formula with i|U , we get on U

2ḡ(∇̄X(Ti.Y ), T i.Z) = X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y ))

+ g([X,Y ], Z) + g([Z,X], Y )− g([Y, Z], X)

= 2g(∇XY, Z),

again by (22.5.7). Since this holds for all Z ∈ X(U), the orthonormal pro-
jection of ∇̄XY to TM is just ∇XY . Thus S(X,Y ) := ∇̄X(Ti.Y )−Ti.∇XY
is a section of Ti⊥, and it is symmetric in X,Y since

S(X,Y ) = ∇̄X(Ti.Y )− Ti ◦ ∇XY = (∇̄X̄ Ȳ ) ◦ i− Ti ◦ ∇XY
= (∇̄Ȳ X̄ + [X̄, Ȳ ]) ◦ i− Ti.(∇YX + [X,Y ]) = S(Y,X).

For f ∈ C∞(M) we have

S(fX, Y ) = ∇̄fX(Ti.Y )− Ti ◦ ∇fXY
= f∇̄X(Ti.Y )− fT i ◦ ∇XY = fS(X,Y ),

and S(X, fY ) = fS(X,Y ) follows by symmetry. �

26.2. Corollary. Let c : [a, b]→M be a smooth curve. Then we have

∇̄∂t(Ti.c′) = ∇̄∂t(i ◦ c)′ = Ti ◦ ∇∂tc′ + S(c′, c′).

Consequently c is a geodesic in M if and only if

∇̄∂t(i ◦ c)′ = S(c′, c′) ∈ Ti⊥,

i.e., the acceleration of i ◦ c in M̄ is orthogonal to M .

Let i : M → M̄ be an isometric immersion. Then the following conditions
are equivalent:

(1) Any geodesic in M̄ which starts in i(M) in a direction tangent to i(M)
stays in i(M); it is then a geodesic in i(M). We call i : M → M̄ a
totally geodesic immersion.

(2) The second fundamental form S of i :M → M̄ vanishes. �
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26.3. In the setting of (26.1) we now investigate ∇̄Xξ where X ∈ X(M) and
where ξ ∈ Γ(Ti⊥) is a normal field. We split it into tangential and normal
components:

(1) ∇̄Xξ = −Ti.Lξ(X) +∇⊥
Xξ ∈ X(M)⊕ Γ(Ti⊥) (Weingarten formula).

Proposition.
(2) The mapping (ξ,X) 7→ Lξ(X) is C∞(M)-bilinear; thus L : Ti⊥ ×M
TM → TM is a tensor field, called the Weingarten mapping or shape oper-
ator and we have:

g(Lξ(X), Y ) = ḡ(S(X,Y ), ξ), ξ ∈ Γ(Ti⊥), X, Y ∈ X(M).

By the symmetry of S, Lξ : TM → TM is a symmetric endomorphism with
respect to g, i.e., g(Lξ(X), Y ) = g(X,Lξ(Y )).

(3) The mapping (X, ξ) 7→ ∇⊥
Xξ is a covariant derivative in the normal

bundle Ti⊥ →M which respects the metric g⊥ := ḡ|Ti⊥ ×M Ti⊥; i.e.,

∇⊥ : X(M)× Γ(Ti⊥)→ Γ(Ti⊥) is R-bilinear,

∇⊥
f.Xξ = f.∇⊥

Xξ, ∇⊥
X(f.ξ) = df(X).ξ +∇⊥

Xξ,

X(g⊥(ξ, η)) = g⊥(∇⊥
Xξ, η) + g⊥(ξ,∇⊥

Xη).

Note that there does not exist torsion for ∇⊥.

Proof. The mapping (ξ,X) 7→ Lξ(X) is obviously R-bilinear. Moreover,

−Ti.Lξ(f.X) +∇⊥
f.Xξ = ∇̄f.Xξ = f.∇̄Xξ = −f.(Ti.Lξ(X)) + f.∇⊥

Xξ

which implies

Lξ(f.X) = f.Lξ(X), ∇⊥
f.Xξ = f.∇⊥

Xξ.

Furthermore,

−Ti.Lf.ξ(X) +∇⊥
X(f.ξ) = ∇̄X(f.ξ) = df(X).ξ + f.∇̄Xξ

= −f.(Ti.Lξ(X)) + (df(X).ξ + f.∇⊥
Xξ)

implies
Lf.ξ(X) = f.Lξ(X), ∇⊥

X(f.ξ) = df(X).ξ + f.∇⊥
Xξ.

For the rest we enlarge X,Y ∈ X(M) and ξ, η ∈ Γ(Ti⊥) locally to vector
fields X̄, Ȳ , ξ̄, η̄ on M̄ . Then we have:

X(g⊥(ξ, η)) = X̄(ḡ(ξ̄, η̄)) ◦ i =
(
ḡ(∇̄X̄ ξ̄, η̄) + ḡ(ξ̄, ∇̄X̄ η̄)

)
◦ i

= ḡ(∇̄Xξ, η) + ḡ(ξ, ∇̄Xη)
= ḡ(−Ti.Lξ(X) +∇⊥

Xξ, η) + ḡ(ξ,−Ti.Lη(X) +∇⊥
Xη)

= g⊥(∇⊥
Xξ, η) + g⊥(ξ,∇⊥

Xη),

X̄(ḡ(Ȳ , ξ̄)) = ḡ(∇̄X̄ Ȳ , ξ̄) + ḡ(Ȳ , ∇̄X̄ ξ̄).
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Pull this back to M :

0 = X(ḡ(Y, ξ)) = ḡ(∇̄X(Ti.Y ), ξ) + ḡ(Ti.Y, ∇̄Xξ)
= ḡ(Ti.∇XY + S(X,Y ), ξ) + ḡ(Ti.Y,−Ti.Lξ(X) +∇⊥

Xξ)

= g⊥(S(X,Y ), ξ) + g(Y,−Lξ(X)). �

26.4. Theorem. Let (M, g)
i−−→ (M̄, ḡ) be an isometric immersion of

Riemann manifolds with Riemann curvatures R and R̄, respectively. Then
we have:

(1) For Xi ∈ X(M) or TxM we have (Gauß’s equation, theorema egregium)

ḡ(R̄(Ti.X1,T i.X2)(Ti.X3), T i.X4) = g(R(X1, X2)X3, X4)

+ g⊥(S(X1, X3), S(X2, X4))− g⊥(S(X2, X3), S(X1, X4)).

(2) The tangential part of R̄(X1, X2)X3 is given by:

(R̄(Ti.X1, T i.X2)(Ti.X3))
⊤

= R(X1, X2)X3 + LS(X1,X3)(X2)− LS(X2,X3)(X1).

(3) The normal part of R̄(X1, X2)X3 is (Codazzi-Mainardi equation):

(R̄(Ti.X1, T i.X2)(Ti.X3))
⊥

=
(
∇T i⊥⊗T ∗M⊗T ∗M
X1

S
)
(X2, X3)−

(
∇T i⊥⊗T ∗M⊗T ∗M
X2

S
)
(X1, X3).

(4) The tangential and the normal parts of R̄(Ti.X1, T i.X2)ξ (where ξ is
a normal field along i) are given by:

(R̄(Ti.X1, T i.X2)ξ)
⊤

= Ti.
(
(∇TM⊗(T i⊥)∗⊗T ∗M

X2
L)ξ(X1)− (∇TM⊗(T i⊥)∗⊗T ∗M

X1
L)ξ(X2)

)
,

(R̄(Ti.X1, T i.X2)ξ)
⊥

= R∇⊥
(X1, X2)ξ + S(Lξ(X1), X2)− S(Lξ(X2), X1).

Proof. Every x ∈ M has an open neighborhood U such that i : U → M̄ is
an embedding. Since the assertions are local, we may thus assume that i is
an embedding, and we may suppress i in the following proof. For the proof
we need vector fields Xi ∈ X(M). We start from the Gauß formula (26.1):

∇̄X1(∇̄X2X3) = ∇̄X1(∇X2X3 + S(X2, X3))

= ∇X1∇X2X3 + S(X1,∇X2X3) + ∇̄X1S(X2, X3),

∇̄X2(∇̄X1X3) = ∇X2∇X1X3 + S(X2,∇X1X3) + ∇̄X2S(X1, X3),

∇̄[X1,X2]X3 = ∇[X1,X2]X3 + S([X1, X2], X3)

= ∇[X1,X2]X3 + S(∇X1X2, X3)− S(∇X2X1, X3).
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Inserting this, we get for the part which is tangent to M :

ḡ(R̄(X1, X2)X3, X4) = ḡ(∇̄X1∇̄X2X3 − ∇̄X2∇̄X1X3 − ∇̄[X1,X2]X3, X4)

= g(∇X1∇X2X3 −∇X2∇X1X3 −∇[X1,X2]X3, X4)

+ ḡ
(
S(X1,∇X2X3)− S(X2,∇X1X3)− S([X1, X2], X3), X4

)
( = 0)

+ ḡ(∇̄X1S(X2, X3)− ∇̄X2S(X1, X3), X4)

= g(R(X1, X2)X3, X4)

+ g⊥(S(X1, X3), S(X2, X4))− g⊥(S(X2, X3), S(X1, X4)),

where we also used (26.3.1) and (26.3.2) in:

ḡ(∇̄X1S(X2, X3), X4) = ḡ(∇⊥
X1
S(X2, X3)− LS(X2,X3)(X1), X4)

= 0− g⊥(S(X1, X4), S(X2, X3)).

So (1) and (2) follow. For equation (3) we have to compute the normal
components of the +−− sum of the first three equations in this proof:

(R̄(X1, X2)X3)
⊥

= 0 + S(X1,∇X2X3) +
(
∇̄X1S(X2, X3)

)⊥ − 0− S(X2,∇X1X3)

−
(
∇̄X2S(X1, X3)

)⊥ − 0− S(∇X1X2, X3) + S(∇X2X1, X3)

=
(
∇⊥
X1
S(X2, X3)− S(∇X1X2, X3)− S(X2,∇X1X3)

)

−
(
∇⊥
X2
S(X1, X3)− S(∇X2X1, X3)− S(X1,∇X2X3)

)

=
(
∇T i⊥⊗T ∗M⊗T ∗M
X1

S
)
(X2, X3)−

(
∇T i⊥⊗T ∗M⊗T ∗M
X2

S
)
(X1, X3).

For the proof of (4) we start from the Weingarten formula (26.3.1) and use
(26.1):

∇̄X1(∇̄X2ξ) = ∇̄X1(∇⊥
X2
ξ − Lξ(X2))

= ∇⊥
X1
∇⊥
X2
ξ − L∇⊥

X2
ξ(X1)−∇X1(Lξ(X2))− S(X1, Lξ(X2)),

∇̄X2(∇̄X1ξ) = ∇⊥
X2
∇⊥
X1
ξ − L∇⊥

X1
ξ(X2)−∇X2(Lξ(X1))− S(X2, Lξ(X1)),

∇̄[X1,X2]ξ = ∇⊥
[X1,X2]

ξ − Lξ([X1, X2])

= ∇⊥
[X1,X2]

ξ − Lξ(∇X1X2) + Lξ(∇X2X1).

Inserting this, we get for the tangential part:

(R̄(X1, X2)ξ)
⊤ = L∇⊥

X1
ξ(X2)− L∇⊥

X2
ξ(X1)

+∇X2(Lξ(X1))− Lξ(∇X2X1)−∇X1(Lξ(X2)) + Lξ(∇X1X2)

= −(∇TM⊗(T i⊥)∗⊗T ∗M
X1

L)ξ(X2) + (∇TM⊗(T i⊥)∗⊗T ∗M
X2

L)ξ(X1).
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For the normal part we get:

(R̄(X1, X2)ξ)
⊥ = ∇⊥

X1
∇⊥
X2
ξ −∇⊥

X2
∇⊥
X1
ξ −∇⊥

[X1,X2]
ξ

− S(X1, Lξ(X2)) + S(X2, Lξ(X1)). �

26.5. Hypersurfaces. Let i : (M, g) → (M̄, ḡ) be an isometrically em-
bedded hypersurface, so that dim(M̄) = dim(M) + 1. Let ν be a local unit
normal field along M , i.e., ν ∈ Γ(Ti⊥|U) with |ν|ḡ = 1. There are two
choices for ν.

Theorem. In this situation we have:

(1) ∇̄Xν ∈ TM for all X ∈ TM .

(2) For X,Y ∈ X(M) we have (Weingarten equation):

ḡ(∇̄Xν, Y ) = −ḡ(ν, ∇̄XY ) = −g⊥(ν, S(X,Y )).

(3) ḡ(∇̄Xν, Y ) = ḡ(∇̄Y ν,X).

(4) If we put s(X,Y ) := g⊥(ν, S(X,Y )), then s is called the classical second
fundamental form and the Weingarten equation (2) takes the following
form:

ḡ(∇̄Xν, Y ) = −s(X,Y ).

(5) For hypersurfaces the Codazzi-Mainardi equation takes the following
form:

ḡ(R̄(X1, X2)X3, ν) = (∇X1s)(X2, X3)− (∇X2s)(X1, X3).

Proof. (1) Since 1 = ḡ(ν, ν), we get 0 = X(ḡ(ν, ν)) = 2ḡ(∇̄Xν, ν); thus
∇̄Xν is tangent to M .

(2) Since 0 = ḡ(ν, Y ), we get 0 = X(ḡ(ν, Y )) = ḡ(∇̄Xν, Y )+ ḡ(ν, ∇̄XY ) and
thus ḡ(∇̄Xν, Y ) = −ḡ(ν, ∇̄XY ) = −ḡ(ν,∇XY +S(X,Y )) = −ḡ(ν, S(X,Y )).

(3) follows from (2) and symmetry of S(X,Y ). (4) is a reformulation.

(5) We put ourselves back into the proof of (26.4.3) and use S(X,Y ) =

s(X,Y ).ν and the fact that s ∈ Γ(S2T ∗M |U) is a
(
0
2

)
-tensor field so that

∇Xs makes sense. We have

∇̄X1(S(X2, X3)) = ∇̄X1(s(X2, X3).ν) = X1(s(X2, X3).ν + s(X2, X3).∇̄X1ν

and ∇̄X1ν is tangential to M by (1). Thus the normal part is:
(
∇̄X1(S(X2, X3))

)⊥
= X1(s(X2, X3)).ν

= (∇X1s)(X2, X3).ν + s(∇X1X2, X3).ν + s(X2,∇X1X3).ν.

Now we put this into the formula of the proof of (26.4.3):

(R̄(X1, X2)X3)
⊥ = S(X1,∇X2X3) +

(
∇̄X1(S(X2, X3))

)⊥ − S(X2,∇X1X3)
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−
(
∇̄X2(S(X1, X3))

)⊥ − S(∇X1X2, X3) + S(∇X2X1, X3)

=
(
(∇X1s)(X2, X3)− (∇X2s)(X1, X3)

)
ν. �

26.6. Remark (Theorema egregium proper). Let M be a surface in
R3; then R̄ = 0 and by (26.4.1) we have for X,Y ∈ TxM :

0 = 〈R̄(X,Y )X,Y 〉 = 〈R(X,Y )X,Y 〉+ s(X,X).s(Y, Y )− s(Y,X).s(X,Y ).

Let us now choose a local coordinate system (U, (x, y)) on M and put

g = i∗〈 , 〉 =: E dx⊗ dx+ F dx⊗ dy + F dy ⊗ dx+Gdy ⊗ dy,
s =: l dx⊗ dx+mdx⊗ dy +mdy ⊗ dx+ ndy ⊗ dy,

then K = Gauß’s curvature = sectional curvature

= − 〈R(∂x, ∂y)∂x, ∂y〉
|∂x|2|∂y|2 − 〈∂x, ∂y〉2

=
s(∂x, ∂x).s(∂y, ∂y)− s(∂x, ∂y)2

EG− F 2

=
ln−m2

EG− F 2
,

which is Gauß’s formula for his curvature in his notation.

26.7. Adapted frames for isometric embeddings. All the following
also hold for immersions. For notational simplicity we stick with embed-
dings. Let e : (M, g) → (M̄, ḡ) be an isometric embedding of Riemann
manifolds, and let dim(M̄) = m + p and dim(M) = m. An adapted or-
thonormal frame s̄ = (s̄1, . . . , s̄m+p) is an orthonormal frame for M̄ over
Ū ⊂ M̄ such that for U = Ū ∩M ⊂ M the fields s1 = s̄1|U , . . . , sm = s̄m|U
are tangent to M . Thus s = (s1, . . . , sm) is an orthonormal frame for M
over U . The orthonormal coframe

σ̄ =




σ̄1

...
σ̄m+p


 = (σ̄1, . . . , σ̄m+p)⊤

for M̄ over Ū dual to s̄ is then given by σ̄ı̄(s̄̄) = δ ı̄̄. We recall from (25.5):

ḡ =
∑m+p

ı̄=1 σ̄ı̄ ⊗ σ̄ı̄,(1)

∇̄s̄ = s̄.ω̄, ω̄ı̄̄ = −ω̄̄ı̄ , so ω̄ ∈ Ω1(Ū , so(m+ p)),

dσ̄ + ω̄ ∧ σ̄ = 0, dσ̄ı̄ +
∑m+p

k̄=1
ω̄ı̄
k̄
∧ σ̄k̄ = 0,

R̄s̄ = s̄.Ω̄, Ω̄ = dω̄ + ω̄ ∧ ω̄ ∈ Ω2(Ū , so(m+ p)),

Ω̄ı̄̄ = dω̄ı̄̄ +
∑m+p

k̄=1
ω̄ı̄
k̄
∧ ω̄k̄̄ ,

Ω̄ ∧ σ̄ = 0,
∑m+p

k̄=1
Ω̄ı̄
k̄
∧ σ̄k̄ = 0, first Bianchi identity,

dΩ̄ + ω̄ ∧ Ω̄− Ω̄ ∧ ω̄ = dΩ̄ + [ω̄, Ω̄]∧ = 0, second Bianchi identity.
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Likewise, the orthonormal coframe σ = (σ1, . . . , σm)⊤ for M over U dual to
s is then given by σi(sj) = δij . Recall again from (25.5):

g =
∑m

i=1 σ
i ⊗ σi,(2)

∇s = s.ω, ωij = −ωji , so ω ∈ Ω1(U, so(m)),

dσ + ω ∧ σ = 0, dσi +
∑m

k=1 ω
i
k ∧ σk = 0,

Rs = s.Ω, Ω = dω + ω ∧ ω ∈ Ω2(U, so(m)),

Ωij = dωij +
∑m

k=1 ω
i
k ∧ ωkj ,

Ω ∧ σ = 0,
∑m

k=1Ω
i
k ∧ σk = 0, first Bianchi identity,

dΩ+ ω ∧ Ω− Ω ∧ ω = dΩ+ [ω,Ω]∧ = 0, second Bianchi identity.

Obviously we have σ̄i|U = σi, more precisely e∗σ̄i = σi, for i = 1, . . . ,m,
and e∗σ̄ı̄ = 0 for ı̄ = m + 1, . . . ,m + p. We want to compute e∗ω̄. From

dσ̄ı̄ +
∑m+p

k̄=1
ω̄ı̄
k̄
∧ σ̄k̄ = 0 we get

dσi = −∑m+p

k̄=1
e∗ω̄i

k̄
∧ e∗σ̄k̄ = −∑m

k=1 e
∗ω̄ik ∧ σk for i = 1, . . . ,m,(3)

0 = −∑m+p

k̄=1
e∗ω̄ı̄

k̄
∧ e∗σ̄k̄ = −∑m

k=1 e
∗ω̄ı̄k ∧ σk for m+ 1 ≤ ı̄.

Since also e∗ω̄ij = −e∗ω̄ji , the forms e∗ω̄ij for 1 ≤ i, j ≤ m satisfy the defining

equations for ωij ; thus we have:

(4) ωij = e∗ω̄ij , for 1 ≤ i, j ≤ m.

Since ḡ(∇̄Xsi, sj) = ω̄ji (X) = ωji (X) = g(∇Xsi, sj) for X ∈ X(M), equation

(4) also expresses the fact that the tangential part (∇̄Xsi)⊤ = ∇Xsi.
Next we want to investigate the forms e∗ω̄i̄ = −e∗ω̄̄i for 1 ≤ i ≤ m and
m+ 1 ≤ ̄ ≤ m+ p. We shall need the following result.

(5) Lemma (E. Cartan). For Ū open in M̄m+p, let λ1, . . . , λm ∈ Ω1(Ū) be
everywhere linearly independent, and consider 1-forms µ1, . . . , µm ∈ Ω1(Ū)
such that

∑m
i=1 µi ∧ λi = 0. Then there exist unique smooth functions fij ∈

C∞(Ū) satisfying µi =
∑m

j=1 fijλ
j and fij = fji.

Proof. Near each point we may find λm+1, . . . , λm+p such that λ1, . . . , λm+p

are everywhere linearly independent; thus they form a coframe. Then there
exist unique fij such that µi =

∑m+p

k̄=1
fi̄λ

̄. But we have

0 =
m∑

i=1

µi ∧ λi =
m∑

i=1

m+p∑

k̄=1

fik̄ λ
k̄ ∧ λi

=
∑

1≤k<i≤m
(fik − fki)λk ∧ λi +

m∑

i=1

m+p∑

k̄=m+1

fik̄ λ
k̄ ∧ λi.
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Since the λk̄ ∧ λı̄ for k̄ < ı̄ are linearly independent, we conclude that
fik = fki for 1 ≤ i, k ≤ m and fik̄ = 0 for 1 ≤ i ≤ m < k̄ ≤ m+ p. �

By (3) we have 0 =
∑m

k=1 e
∗ω̄ı̄k∧σk for ı̄ = m+1 . . .m+p. We use now lemma

(5) to see that there exist unique functions sı̄kj ∈ C∞(U) for 1 ≤ j, k ≤ m
and ı̄ = m+ 1, . . . ,m+ p with:

(6) e∗ω̄ı̄k =
m∑

j=1

sı̄kjσ
j , sı̄kj = sı̄jk.

This is equivalent to the Weingarten formula (26.3.1).

Since ḡ(∇̄sksj , s̄ı̄) = ω̄ı̄j(sk) = (e∗ω̄ı̄j)(sk) = sı̄jk, we have by (26.1)

(7) S(si, sj) =

m+p∑

k̄=m+1

(s̄k̄|U)(e∗ωk̄j )(si) =
m+p∑

k̄=m+1

(s̄k̄|U)sk̄ij .

Let us now investigate the second structure equation Ω̄ı̄̄ = dω̄ı̄̄+
∑m+p

k̄=1
ω̄ı̄
k̄
∧

ω̄k̄̄ . We look first at indices 1 ≤ i, j ≤ m and restrict it to M :

e∗Ω̄ij = de∗ω̄ij +
m∑

k=1

e∗ω̄ik ∧ e∗ω̄kj +
m+p∑

k̄=m+1

e∗ω̄ik̄ ∧ e
∗ω̄k̄j

= dωij +
m∑

k=1

ωik ∧ ωkj +
m+p∑

k̄=m+1

e∗ω̄ik̄ ∧ e
∗ω̄k̄j ,

e∗Ω̄ij = Ωij +

m+p∑

k̄=m+1

e∗ω̄ik̄ ∧ e
∗ωk̄j = Ωij −

m+p∑

k̄=m+1

m∑

l,n=1

sk̄ils
k̄
jn σ

l ∧ σn.(8)

This is equivalent to the Gauß equation (26.4.1).

Then we look at the indices 1 ≤ j ≤ m < ı̄ ≤ m+ p and restrict the second
structure equation to M :

e∗Ω̄ı̄j = de∗ω̄ı̄j +
m∑

k=1

e∗ω̄ı̄k ∧ e∗ω̄kj +
m+p∑

k̄=m+1

e∗ω̄ı̄k̄ ∧ e
∗ω̄k̄j

= de∗ω̄ı̄j +
m∑

k=1

e∗ω̄ı̄k ∧ ωkj +
m+p∑

k̄=m+1

e∗ω̄ı̄k̄ ∧ e
∗ω̄k̄j ,(9)

which is equivalent to the Codazzi-Mainardi equation. In the case of a hy-
persurface this takes the simpler form:

e∗Ω̄m+1
j = de∗ω̄m+1

j +
m∑

k=1

e∗ω̄m+1
k ∧ ωkj .
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26.8. Resumé of computing with adapted frames for submani-
folds. Let e : (M, g) → (M̄, ḡ) be an isometric embedding between Rie-
mann manifolds. Let s̄ = (s̄1, . . . , s̄m+p) be an orthonormal local frame on
M̄ over Ū ⊂ M̄ with connection 1-form ω̄ = (ω̄ı̄̄) ∈ Ω1(U, so(m + p)) and

curvature 2-form Ω̄ = (Ω̄ı̄̄) ∈ Ω2(U, so(m + p)), such that the si := s̄i|U
form a local orthonormal frame s = (s1, . . . , sm) of TM over U = Ū ∩M ,
with connection 1-form ω = (ωij) ∈ Ω1(U, so(m)) and curvature 2-form

Ω = (Ωij) ∈ Ω2(U, so(m)). Let

σ̄ =




σ̄1

...
σ̄m+p


 , σ =



σ1

...
σm




be the dual coframes. Using the ranges of indices 1 ≤ i, j, k, l ≤ m and
m+ 1 ≤ ı̄, ̄, k̄ ≤ m+ p, we then have:

e∗σ̄i = σi, e∗σ̄ı̄ = 0,

e∗ω̄ij = ωij , e∗ω̄ı̄j =
∑

k≤m s
ı̄
jkσ

k, sı̄jk = sı̄kj ,

e∗Ω̄ij = Ωij +
∑

m<k̄ e
∗ω̄i

k̄
∧ e∗ω̄k̄j = Ωij −

∑m+p

k̄=m+1

∑m
l,n=1 s

k̄
ils

k̄
jn σ

l ∧ σn,

e∗Ω̄ı̄j = de∗ω̄ı̄j +
m∑

k=1

e∗ω̄ı̄k ∧ ωkj +
m+p∑

k̄=m+1

e∗ω̄ı̄k̄ ∧ e
∗ω̄k̄j .

26.9. Definitions. Let p : E → B be a submersion of smooth manifolds,
that is, Tp : TE → TB is surjective. Then

V = V (p) = V (E) := ker(Tp)

is called the vertical subbundle of E. If E is a Riemann manifold with metric
g, then we can go on to define the horizontal subbundle of E:

Hor = Hor(p) = Hor(E) = Hor(E, g) := V (p)⊥.

If both (E, gE) and (B, gB) are Riemann manifolds, then we will call p a
Riemann submersion if

Txp : Hor(p)x → Tp(x)B

is an isometric isomorphism for all x ∈ E.

Examples. For any two Riemann manifolds M,N , the projection pr1 :
M × N → M is a Riemann submersion. Here the Riemann metric on the
product M ×N is given by

gM×N (XM +XN , YM + YN ) := gM (XM , YM ) + gN (XN , YN )

using T (M ×N) ∼= TM ⊕ TN . In particular, Rm+n → Rm with the usual
metric, or pr2 : S

n × R+ → R+ are Riemann submersions.
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26.10. Definition. Let p : E → B be a Riemann submersion. A vector
field X ∈ X(E) is called:

• vertical if X(x) ∈ Vx(p) for all x (i.e., if Tp.X(x) = 0),

• horizontal if X(x) ∈ Horx(p) for all x (i.e., if X(x) ⊥ Vx(p)),
• projectable if there is an η ∈ X(B), such that Tp.X = η ◦ p,
• basic if it is horizontal and projectable.

Any vector field Y ∈ X(E) can be uniquely decomposed as

Y = Y ver + Y hor

into its vertical and horizontal components. The orthogonal projection
Φ : TE → V (E) with respect to the Riemann metric is a (generalized)
connection on the bundle (E, p,B) in the sense of (17.3) and defines a local
parallel transport over each curve in B (denoted by PtΦ(c, .)) as well as the
horizontal lift of tangent vectors:

C : TB ×B E −→ E, (Xb, e) 7→ Ye,

where Ye ∈ Hore(p) with Tep.Ye = Xb. This map also gives us an isomor-
phism C∗ : X(B) → Xbasic(E) between the vector fields on B and the basic
vector fields.

26.11. Lemma. Consider a Riemann submersion p : (E, gE) → (B, gB)
with connection Φ : TE → V (p) and c : [0, 1] → B, a geodesic. Then we
have:

(1) The length is preserved by lifting curves horizontally:

Lt0(c) = Lt0(Pt
Φ(c, ., u)),

where u ∈ Ec(0) is the starting point of the parallel transport. Also the

energy is preserved, Et0(c) = Et0(Pt
Φ(c, ., u)).

(2) PtΦ(c, ., u) ⊥ Ec(t) for all t.

(3) If c is a geodesic of minimal length in B, then we have

L1
0(Pt

Φ(c, ., u)) = dist
(
Ec(0), Ec(1)

)
.

(4) If c is a geodesic in B, then t 7→ PtΦ(c, t, u) is a geodesic in E.

(5) For vector fields ξ, η ∈ X(B) and the corresponding horizontal lifts
C(ξ), C(η) ∈ X(E), we have

(∇EC(ξ)C(η))
hor = C(∇Bξ η).
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Proof. (1) Since ∂s Pt
Φ(c, s, u) is a horizontal vector and by the property

of p as Riemann submersion, we have

Lt0(Pt
Φ(c, ., u)) =

∫ t

0
gE
(
∂s Pt

Φ(c, s, u), ∂s Pt
Φ(c, s.u)

) 1
2 ds

=

∫ t

0
gB(c

′(s), c′(s))
1
2ds = Lt0(c),

Et0(Pt
Φ(c, ., u)) =

1

2

∫ t

0
gE
(
∂s Pt

Φ(c, s, u), ∂s Pt
Φ(c, s.u)

)
ds = Et0(c).

(2) This is due to our choice of Φ as orthogonal projection onto the vertical
bundle in terms of the given metric on E. By this choice, the parallel
transport is the unique horizontal curve covering c, so it is orthogonal to
each fiber Ec(t) it meets.

(3) Consider a (piecewise) smooth curve e : [0, 1] → E from Ec(0) to Ec(1);
then p◦e is a (piecewise) smooth curve from c(0) to c(1). Since c is a minimal
geodesic, we have L1

0(c) ≤ L1
0(p ◦ e). Furthermore, we can decompose the

vectors tangent to e into horizontal and vertical components and use the fact
that Tp is an isometry on horizontal vectors to show that L1

0(e) ≥ L1
0(p ◦ e):

L1
0(e) =

∫ 1

0
|e′(t)ver + e′(t)hor|gEdt

≥
∫ 1

0
|e′(t)hor|gEdt =

∫ 1

0
|(p ◦ e)′(t)|gMdt = L1

0(p ◦ e).

Now with (1) we can conclude that for all (piecewise) smooth curves e from
Ec(0) to Ec(1) we have:

L1
0(e) ≥ L1

0(p ◦ e) ≥ L1
0(c) = L1

0(Pt
Φ(c, ., u));

thus L1
0(Pt

Φ(c, ., u)) = dist
(
Ec(0), Ec(1)

)
.

(4) This is a consequence of (3) and the observation from (22.4) that every
curve which minimizes length or energy locally is a geodesic.

(5) Since gE(C(ξ), C(η)) = gB(ξ, η) ◦ p and since C(ξ) is p-related to ξ and
C(η) is p-related to η, we get that [C(ξ), C(η)] is p-related to [ξ, η]. We can
then apply the implicit equation (22.5.7) for the covariant derivative twice:

2gE((∇EC(ξ)C(η))
hor, C(ζ)) = 2gE(∇EC(ξ)C(η), C(ζ))

= C(ξ)(gE(C(η), C(ζ))) + C(η)(gE(C(ζ), C(ξ)))− C(ζ)(gE(C(ξ), C(η)))
− gE(C(ξ), [C(η), C(ζ)]) + gE(C(η), [C(ζ), C(ξ)]) + gE(C(ζ), [C(ξ), C(η)])

=
(
ξ(gB(η, ζ)) + η(gB(ζ, ξ))− ζ(gB(ξ, η))
− gB(ξ, [η, ζ]) + gB(η, [ζ, ξ]) + gB(ζ, [ξ, η])

)
◦ p = 2gB(∇Bξ η, ζ) ◦ p.
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Since this holds for any ζ ∈ X(B), we conclude

(∇EC(ξ)C(η))
hor = C(∇Bξ η). �

26.12. Corollary. Consider a Riemann submersion p : E → B, and let
c : [0, 1]→ E be a geodesic in E with the property c′(t0) ⊥ Ep(c(t0)) for some
t0. Then c′(t) ⊥ Ep(c(t)) for all t ∈ [0, 1] and p ◦ c is a geodesic in B.

Proof. Consider the curve f : t 7→ expBp(c(t0))(tTc(t0)p.c
′(t0)). It is a geo-

desic in B and therefore lifts to a geodesic e(t) = PtΦ(f, t − t0, c(t0)) in E
by (26.11.4). Also e(t0) = c(t0) and e′(t0) = C(Tc(t0)p.c

′(t0), c(t0)) = c′(t0)
since c′(t0) ⊥ Ep(c(t0)) is horizontal. But geodesics are uniquely determined
by their starting point and starting vector. Therefore e = c; thus e is or-
thogonal to each fiber it meets by (26.11.2) and it projects onto the geodesic
f in B. �

26.13. Corollary. Let p : E → B be a Riemann submersion. If Hor(E) is
integrable, then:

(1) Every leaf is totally geodesic in the sense of (26.2).

(2) For each leaf L the restriction p : L→ B is a local isometry.

Proof. (1) follows from corollary (26.12), while (2) is just a direct conse-
quence of the definitions. �

26.14. Remark. If p : E → B is a Riemann submersion, then Hor(E)|Eb
=

Nor(Eb) for all b ∈ B and p defines a global parallelism as follows. A section
ṽ ∈ C∞(Nor(Eb)) is called p-parallel if Tep.ṽ(e) = v ∈ TbB is the same
point for all e ∈ Eb. There is also a second parallelism. It is given by the
induced covariant derivative: A section ṽ ∈ C∞(Nor(Eb)) is called parallel
if ∇Norṽ = 0. The p-parallelism is always flat and with trivial holonomy
which is not generally true for ∇Nor. Yet we will see later on that if Hor(E)
is integrable, then the two parallelisms coincide.

26.15. Definition. A Riemann submersion p : E → B is called integrable
if Hor(E) = (kerTp)⊥ is an integrable distribution.

26.16. Structure theory of Riemann submersions. Let p : (E, gE)→
(B, gB) be a Riemann submersion. We consider first the second fundamental
form SEb : TEb ×Eb

TEb → Hor(E) of the submanifold Eb := p−1(b) in E.
By (26.1), SEb is given as:

SEb(Xver,Y ver) = ∇EXverY ver −∇Eb
XverY

ver = ∇EXverY ver −
(
∇EXverY ver

)ver

= (∇EXverY ver)hor =
(
∇EXverY ver

)hor
.(1)
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The covariant derivative on the normal bundle Nor(Eb) = Hor(E)|Eb
→ Eb

is given by the Weingarten formula (26.3) as the corresponding projection:

∇Nor : X(Eb)× Γ(Nor(Eb))→ Γ(Nor(Eb)),

∇Nor
XverY hor = (∇EXverY hor)hor.(2)

Yet in the decomposition

∇EXY =
(
∇EXver+Xhor(Y

ver + Y hor)
)ver+hor

we can find two more tensor fields (besides S), the so-called O’Neill tensor
fields (see [181]):

X,Y ∈ X(E),

T (X,Y ) :=
(
∇EXverY ver

)hor
+
(
∇EXverY hor

)ver
,(3)

A(X,Y ) :=
(
∇EXhorY

hor
)ver

+
(
∇EXhorY

ver
)hor

.(4)

Each of these four terms making up A and T is a tensor field by itself —
the first one restricting to S on Eb. They are combined as two tensors in
just this way because of the results below.

Theorem ([181]). For horizontal vectors X,Y, Z,H ∈ Hor(p)x we have

gEx (Rx(X,Y )Z,H) = gBp(x)(R
B
p(x)(Txp.X, Txp.Y )Txp.Z, TpH)

+ 2gEx (A(X,Y ), A(Z,H))− gEx (A(Y, Z), A(X,H))

− gEx (A(Z,X), A(Y,H)).(5)

Proof. Since this is of tensorial character, we can assume that X,Y, Z, U
are basic local vector fields which are horizontal lifts of commuting vector
fields ξ, η, ζ, χ ∈ X(B); so X = C(ξ), Y = C(η), Z = C(ζ), H = C(χ) (see
(26.10)) and all Lie brackets [ξ, η], etc., on B vanish. Note first that for a
vertical field V = V ver we have

∇EV C(ξ)−∇EC(ξ)V = [V,C(ξ)] = 0

since V is projectable to 0. But then

0 = 1
2V g

E(X,X) = gE(∇EVX,X)

= gE(∇EXV,X) = 0− gE(V,∇EXX)

= gE(V,A(X,X))

and since A(X,X) is vertical for horizontal X, this implies A(X,X) = 0.
Thus A(X,Y ) = −A(Y,X) for basic fields X,Y .
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Then [X,Y ] = [C(ξ), C(η)] is vertical since it projects to [ξ, η] = 0, and
moreover

[X,Y ] = ∇XY −∇YX = (∇XY )ver − (∇YX)ver

= A(X,Y )−A(Y,X) = 2A(X,Y ),(6)

∇E[X,Y ]Z = ∇[X,Y ]ver(Z
hor) = T ([X,Y ]ver, Zhor) +A([X,Y ]ver, Zhor)

= 2T (A(X,Y ), Z) + 2A(A(X,Y ), Z).

By (26.11.5) we have

∇EY Z = A(Y, Z) + (∇EY Z)hor = A(Y, Z) + C(∇Bη ζ),
∇EX∇EY Z = ∇EX(A(Y, Z)) +∇EC(ξ)(C(∇Bη ζ))

= A(X,A(Y, Z)) + (∇EX(A(Y, Z)))ver + C(∇Bξ ∇Bη ζ) +A(X,C(∇Bη ζ)).
Combining, we get

RE(X,Y )Z = ∇EX∇EY Z −∇EX∇EY Z −∇E[X,Y ]Z

= A(X,A(Y, Z)) + (∇EX(A(Y, Z)))ver + C(∇Bξ ∇Bη ζ) +A(X,C(∇Bη ζ))
−A(Y,A(X,Z))− (∇EY (A(X,Z)))ver − C(∇Bη ∇Bξ ζ)−A(Y,C(∇Bξ ζ))
− 2T (A(X,Y ), Z)− 2A(A(X,Y ), Z)

= C
(
∇Bξ ∇Bη ζ −∇Bη ∇Bξ ζ −∇[ξ,η]ζ

)

+A(X,A(Y, Z))−A(Y,A(X,Z))− 2A(A(X,Y ), Z)

+A(X,C(∇Bη ζ))−A(Y,C(∇Bξ ζ))− 2T (A(X,Y ), Z)

+ (∇EX(A(Y, Z)))ver − (∇EY (A(X,Z)))ver

using [ξ, η] = 0, where the first two lines are horizontal and the last two lines
are vertical. Take the inner product in E with the horizontal H and use

gE(A(X,A(Y, Z)), H) = gE(∇X(A(Y, Z)ver), H) = gE(A(Y, Z)ver,∇XH)

= gE(A(Y, Z)ver, (∇XH)ver) = gE(A(Y, Z), A(X,H))

to get the desired formula. �

26.17. Corollary. Let p : E → B be a Riemann submersion between
manifolds with connections, and consider horizontal vectors X,Y, Z,H ∈
Hor(p)x. Then the sectional curvature expression becomes

gEx (R
E(X,Y )X,Y )

= gBp(x)(R
B(Txp.X, Txp.Y )Txp.X, TpY ) + 3‖Ax(X,Y )‖2gE

= gBp(x)(R
B(Txp.X, Txp.Y )Txp.X, TpY ) + 3

4‖[X̄, Ȳ ]ver‖2gE
for basic horizontal extensions X̄, Ȳ of X,Y .
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Proof. Again we extend everything to basic horizontal vector fields pro-
jecting to fields on B. From a slight generalization of (26.16.6) we have
[X,Y ]ver = 2A(X,Y ) in this case. By theorem (26.16) we have

gE(R(X,Y )X,Y ) = gB(RB(ξ, η)ξ, η) + 3gE(A(X,Y ), A(X,Y ))

= gB(RB(ξ, η)ξ, η) + 3
4‖[X,Y ]ver‖2.

Note that the last expression gives another formula in the case where X,Y
are horizontal and project to commuting fields. �

26.18. Riemann submersions via local frames. Let p : (E, gE) →
(B, gB) be a Riemann submersion. Choose for an open neighborhood U in
E an orthonormal frame field s = (s1, . . . , sm+k) ∈ Γ(TE|U)m+k in such a
way that s1, . . . , sm are vertical and sm+1, . . . , sm+k are basic (horizontal and
projectable). That way, if we project sm+1, . . . , sm+k onto TB|p(U), we get
another orthonormal frame field, s̄ = (s̄m+1, . . . , s̄m+k) ∈ C∞(TB|p(U))k,
since p, as Riemann submersion, is isometric on horizontal vectors. The
indices will always run in the domain indicated:

1 ≤ i, j, k ≤ m, m+ 1 ≤ ā, b̄, c̄ ≤ m+ k, 1 ≤ A,B,C ≤ m+ k.

The orthonormal coframe dual to s is given by

σA(sB) = δAB, σ =




σ1

...
σm+k


 ∈ Ω1(U)m+k.

Analogously, we have the orthonormal coframe σ̄ā ∈ Ω1(p(U)) on p(U) ⊆ B,
with σ̄ā(s̄b̄) = δā

b̄
. It is related to σā by p∗σ̄ā = σā. By (25.5) we have on

(U ⊂ E, gE)

gE |U =
∑

A σ
A ⊗ σA,

∇Es = s.ω where ωAB = −ωBA , so ω ∈ Ω1(U, so(n+ k)),

dσ + ω ∧ σ = 0, i.e., dσA +
∑

C ω
A
C ∧ σC = 0,

Rs = s.Ω where Ω = dω + ω ∧ ω ∈ Ω2(U, so(n+ k)),

or ΩAB = dωAB +
∑

C ω
A
C ∧ ωCB ,

Ω ∧ σ = 0 or
∑

C ΩAC ∧ σC = 0, the first Bianchi identity,

dΩ+ ω ∧ Ω− Ω ∧ ω = dΩ+ [ω,Ω]∧ = 0, the second Bianchi identity,

and similarly on (p(U) ⊂ B, gB) with bars on all forms.

For the following it will be faster to rederive some results than compiling
them from (26.7) and (26.8). We start by pulling back the structure equation
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dσ̄ + ω̄ ∧ σ̄ = 0 from B to E via p∗:

0 = p∗
(
dσ̄ā +

∑
ω̄ā
b̄
∧ σ̄b̄

)

= dp∗σ̄ā +
∑

(p∗ω̄ā
b̄
) ∧ (p∗σ̄b̄) = dσā +

∑
(p∗ω̄ā

b̄
) ∧ σb̄.

The ā-part of the structure equation on E, dσā+
∑
ωā
b̄
∧σb̄+∑ωāi ∧σi = 0,

combines with this to give

(1)
∑

(p∗ω̄ā
b̄
) ∧ σb̄ =∑ωā

b̄
∧ σb̄ +∑ωāi ∧ σi.

The left hand side of this equation contains no σi∧σā- or σi∧σj-terms. Let
us write out ωā

b̄
and ωāi in this basis:

ωāb̄ = −ωb̄ā =:
∑
qā
b̄c̄
σc̄ +

∑
bā
b̄i
σi, ωāi = −ωiā =:

∑
aā
ib̄
σb̄ +

∑
rāijσ

j .

This gives us for the right hand side of (1):

∑
qā
b̄c̄
σc̄ ∧ σb̄ +∑ bā

b̄i
σi ∧ σb̄ +∑ aā

ib̄
σb̄ ∧ σi +∑ rāijσ

j ∧ σi

=
∑
qā
b̄c̄
σc̄ ∧ σb̄ +∑(bā

b̄i
− aā

ib̄
)σi ∧ σb̄ + 1

2

∑
(rāij − rāji)σj ∧ σi.

So we have found aā
ib̄
= bā

b̄i
and rāij = rāji or, in other words, ωāi (sb̄) = ωā

b̄
(si)

and ωāi (sj) = ωāj (si). That is, ωāi (sA) = ωāA(si), and this just means that

the horizontal part of [sA, si] is 0, or [sA, si] is always vertical:

(2) 0 =
∑
sāω

ā
i (sA)−

∑
sāω

ā
A(si) = (∇sAsi −∇sisA)hor = [sA, si]

hor.

Now we consider again the second fundamental form SEb : TEb ×Eb
TEb →

Hor(E) of the submanifold Eb := p−1(b) in E. By (26.1), SEb is given as:

SEb(Xver,Y ver) = ∇EXverY ver −∇Eb
XverY

ver = ∇EXverY ver −
(
∇EXverY ver

)ver

=
(
∇EXverY ver

)hor

=
(
∇EXver(

∑
siσ

i(Y ver))
)hor

=
(∑

(∇EXversi)σ
i(Y ver) +

∑
sid(σ

i(Y ver)).Xver
)hor

=
(∑

sAω
A
i (X

ver)σi(Y ver)
)hor

+ 0 =
∑
sāω

ā
i (X

ver)σi(Y ver)

=
∑
rāij
(
sā ⊗ σj ⊗ σi

)
(Xver, Y ver).

So ∑
sāσ

ā(SEb) =
∑
rāij sā ⊗ σj ⊗ σi.

Note that rāij = rāji from above corresponds to symmetry of S. The covariant

derivative on the normal bundle Nor(Eb) = Hor(E)|Eb
→ Eb is given by the

Weingarten formula (26.3) as the corresponding projection:

∇Nor : X(Eb)× Γ(Nor(Eb))→ Γ(Nor(Eb)),

∇Nor
XverY hor = (∇EXverY hor)hor =

(
∇EXver

(∑
sb̄σ

b̄(Y hor)
))hor
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=
(∑

(∇EXversb̄)σ
b̄(Y hor)

)hor
+
∑
sb̄dσ

b̄(Y hor).Xver

=
∑
sāω

ā
b̄
(Xver)σb̄(Y hor) +

∑
sb̄dσ

b̄(Y hor).Xver

=
∑
bā
b̄i
sā ⊗ σi ⊗ σb̄(Xver, Y hor) +

∑
sā ⊗ dσā(Y hor)(Xver),

∇NorY hor =
∑(

bā
b̄i
σb̄(Y hor)σi + dσā(Y hor)

)
⊗ sā.

We consider now the O’Neill tensor fields from (26.16):

X,Y ∈ X(E),

A(X,Y ) =
(
∇EXhorY

hor
)ver

+
(
∇EXhorY

ver
)hor

=
(
∇EXhor (

∑
sāσ

ā(Y ))
)ver

+
(
∇EXhor(

∑
siσ

i(Y ))
)hor

=
∑
siω

i
ā(X

hor)σā(Y ) + 0 +
∑
sāω

ā
i (X

hor)σi(Y ) + 0

=
∑
si(−aāib̄)σb̄(X)σā(Y ) +

∑
sāa

ā
ib̄
σb̄(X)σi(Y )

=
∑
aā
ib̄
(σb̄ ⊗ σi ⊗ sā − σb̄ ⊗ σā ⊗ si)(X,Y ).(3)

Analogously:

T =
∑
rāij(σ

j ⊗ σi ⊗ sā − σj ⊗ σā ⊗ si).
If Hor(E) is integrable, then every leaf L is totally geodesic by (26.13.1),
and the sā|L are a local orthonormal frame field on L. The leaf L is totally
geodesic if and only if its second fundamental form which is given by

SL(Xhor, Y hor) := (∇EXhorY
hor)ver

vanishes. So it is a necessary condition for the integrability of Hor(E) that
SL = 0, that is,

0 = SL(sā, sb̄) = (∇sāsb̄)ver =
∑
siω

i
b̄
(sā) =

∑
si(−ab̄ic̄)σc̄(sā) = −

∑
i sia

b̄
iā.

This is equivalent to the condition aā
ib̄
= 0 for all ā

ib̄
or to A = 0.

Let us now prove the converse: If A vanishes, then the horizontal distribution
on E is integrable. In this case, we have 0 = A(sā, sb̄) = (∇Esāsb̄)ver + 0, as

well as 0 = A(sb̄, sā) = (∇Esb̄sā)
ver +0. Therefore, [sā, sb̄] = ∇Esāsb̄−∇Esb̄sā is

horizontal, and the horizontal distribution is integrable.

26.19. Theorem. Let p : E → B be a Riemann submersion; then the
following conditions are equivalent:

(1) p is integrable (that is, Hor(p) is integrable).

(2) Every p-parallel normal field along Eb is ∇Nor-parallel.

(3) The O’Neill tensor A is zero.

Proof. We already saw (1)⇐⇒ (3) above.
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(3) =⇒ (2) Take sā for a p-parallel normal field X along Eb. The condition
A = 0 implies A(sā, si) = 0 + (∇sāsi)hor = 0. Recall that, as we showed in
(26.18.2) above, [si, sā] is vertical. Therefore,

∇Nor
si sā = (∇Esisā)hor = ([si, sā] +∇Esāsi)hor = 0.

Since for any e ∈ Eb, Tep|Norb(Eb)
is an isometric isomorphism, a p-parallel

normal field X along Eb is determined completely by the equation X(e) =∑
X ā(e)sā(e). Therefore it is always a linear combination of the sā with

constant coefficients and we are done.

(2) =⇒ (3) By (2), ∇Nor
si sā = (∇Esisā)hor = 0. Therefore, as above, we

have that ([si, sā] + ∇Esāsi)hor = 0 + (∇Esāsi)hor = A(sā, si) = 0. Thus

σb̄A(sā, si) = ab̄āi = 0, so A vanishes completely. �

27. Jacobi Fields

27.1. Jacobi fields. Let (M,∇) be a manifold with covariant derivative
∇, with curvature R and torsion Tor. Let us consider a smooth mapping
γ : (−ε, ε)×[0, 1]→M such that t 7→ γ(s, t) is a geodesic for each s ∈ (−ε, ε);
we call this a 1-parameter variation through geodesics. Let us write ∂sγ =: γ′

and ∂tγ =: γ̇ in the following. Our aim is to investigate the variation vector
field ∂s|0 γ(s, ) = γ′(0, ).

We first note that by (22.10.4) we have

∇∂s γ̇ = ∇∂s(Tγ.∂t) = ∇∂t(Tγ.∂s) + Tγ.[∂s, ∂t] + Tor(Tγ.∂s, Tγ.∂t)

= ∇∂tγ′ +Tor(γ′, γ̇).(1)

We have ∇∂t γ̇ = ∇∂t(∂tγ) = 0 since γ(s, ) is a geodesic for each s. Thus
by using (24.5), we get

0 = ∇∂s∇∂t γ̇ = R(Tγ.∂s, Tγ.∂t)γ̇ +∇∂t∇∂s γ̇ +∇[∂s,∂t]γ̇

= R(γ′, γ̇)γ̇ +∇∂t∇∂tγ′ +∇∂t Tor(γ′, γ̇).(2)

Inserting s = 0, along the geodesic c = γ(0, ) we get the Jacobi differential
equation for the variation vector field Y = ∂s|0 γ = γ′(0, ):

(3) 0 = R(Y, ċ)ċ+∇∂t∇∂tY +∇∂t Tor(Y, ċ).

This is a linear differential equation of second order for vector fields Y along
the fixed geodesic c : [0, 1] → M . Thus for any t0 ∈ [0, 1] and any initial
values (Y (t0), (∇∂t)(t0)) ∈ Tc(t0)M × Tc(t0)M there exists a unique global
solution Y of (3) along c. These solutions are called Jacobi fields along c;
they form a 2m-dimensional vector space.
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27.2. The Jacobi flow. Consider a linear connector K : TTM → M
on the tangent bundle with its corresponding horizontal lift mapping C :
TM ×M TM → TTM (see (22.8)), its spray S : TM → TTM given by
S(X) := C(X,X) (see (22.7)) and its covariant derivative∇XY = K◦TY ◦X
(see (22.9)).

Theorem ([155]). Let S : TM → TTM be a spray on a manifold M .
Then κTM ◦ TS : TTM → TTTM is a vector field. Consider a flow line

J(t) = FlκTM◦TS
t (J(0))

of this field. Then we have:

• c := πM ◦ πTM ◦ J is a geodesic on M ,

• ċ = πTM ◦ J is the velocity field of c,

• Y := T (πM ) ◦ J is a Jacobi field along c,

• Ẏ = κM ◦ J is the velocity field of Y ,

• ∇∂tY = K ◦ κM ◦ J is the covariant derivative of Y .

The Jacobi equation is given by:

0 = ∇∂t∇∂tY +R(Y, ċ)ċ+∇∂t Tor(Y, ċ)
= K ◦ TK ◦ TS ◦ J.

This implies that in a canonical chart induced from a chart on M the curve
J(t) is given by

(c(t), ċ(t);Y (t), Ẏ (t)).

Proof. Consider a curve s 7→ X(s) in TM . Then each t 7→ πM (FlSt (X(s)))
is a geodesic in M , and in the variable s it is a variation through geodesics.
Thus Y (t) := ∂s|0πM (FlSt (X(s))) is a Jacobi field along the geodesic c(t) :=
πM (FlSt (X(0))) by (27.1), and each Jacobi field is of this form, for a suit-
able curve X(s); see (27.5.4) below. We consider now the curve J(t) :=
∂s|0 FlSt (X(s)) in TTM . Then by (8.13.6) we have

∂tJ(t) = ∂t∂s|0 FlSt (X(s)) = κTM∂s|0∂t FlSt (X(s)) = κTM∂s|0S(FlSt (X(s)))

= (κTM ◦ TS)(∂s|0 FlSt (X(s))) = (κTM ◦ TS)(J(t)),
so that J(t) is a flow line of the vector field κTM ◦ TS : TTM → TTTM .
Moreover using the properties of κ from (8.13) and of S from (22.7), we get

TπM .J(t) = TπM .∂s|0 FlSt (X(s)) = ∂s|0πM (FlSt (X(s))) = Y (t),

πMTπMJ(t) = c(t), the geodesic,

∂tY (t) = ∂tTπM .∂s|0 FlSt (X(s)) = ∂t∂s|0πM (FlSt (X(s)))

= κM∂s|0∂tπM (FlSt (X(s))) = κM∂s|0∂tπM (FlSt (X(s)))
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= κM∂s|0TπM .∂t FlSt (X(s)) = κM∂s|0(TπM ◦ S) FlSt (X(s))

= κM∂s|0 FlSt (X(s)) = κMJ(t),

∇∂tY = K ◦ ∂tY = K ◦ κM ◦ J.
Finally let us express the Jacobi equation (27.1.3). For the sake of shortness
we write γ(s, t) := πM (FlSt (X(s))):

∇∂t∇∂tY +R(Y, ċ)ċ+∇∂t Tor(Y, ċ)
= ∇∂t∇∂t .Tγ.∂s +R(Tγ.∂s, Tγ.∂t)Tγ.∂t +∇∂t Tor(Tγ.∂s, Tγ.∂t)
= K.T (K.T (Tγ.∂s).∂t).∂t

+ (K.TK.κTM −K.TK).TT (Tγ.∂t).T∂s.∂t

+K.T ((K.κM −K).TTγ.T∂s.∂t).∂t.

Note that for example for the term in the second summand we have

TTTγ.TT∂t.T∂s.∂t = T (T (∂tγ).∂s).∂t = ∂t∂s∂tγ

= ∂t.κM .∂t.∂sγ = TκM .∂t.∂t.∂sγ

which at s = 0 equals TκM Ÿ . Using this, we get for the Jacobi equation at
s = 0:

∇∂t∇∂tY +R(Y, ċ)ċ+∇∂t Tor(Y, ċ)
= (K.TK+K.TK.κTM .TκM−K.TK.TκM+K.TK.TκM−K.TK).∂t∂tY

= K.TK.κTM .TκM .∂t∂tY = K.TK.κTM .∂tJ = K.TK.TS.J,

where we used ∂t∂tY = ∂t(κM .J) = TκM∂tJ = TκM .κTM .TS.J . Finally
the validity of the Jacobi equation 0 = K.TK.TS.J follows trivially from
K ◦ S = 0TM . �

Note that the system of Jacobi fields depends only on the geodesic structure,
thus on the spray induced by the given covariant derivative. So we may
assume that the covariant derivative is torsion-free without loss; we do this
from now on.

27.3. Fermi charts. Let (M, g) be a Riemann manifold. Let c : (−2ε, 1 +
2ε) → M be a geodesic (for ε > 0). We define the Fermi chart along c as
follows.

Since c([−ε, 1 + ε]) is compact in M , there exists ρ > 0 such that

B⊥
c(0)(ρ) := {X ∈ T⊥

c(0)c := {Y ∈ Tc(0)M : g(Y, c′(0)) = 0}, |X|g < ρ},
exp ◦Pt(c, ) : (−ε, 1 + ε)×B⊥

c (0)(ρ)→M,(1)

(t,X) 7→ expc(t)(Pt(c, t)X)

is everywhere defined.
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Since its tangent mapping along (−ε, 1 + ε)× {0},

Tt,0(exp ◦Pt(c, )) : R× T⊥
c(0)c→ Tc(t)M = Tc(t)(c([0, 1]))× T⊥

c(t)c,

(s, Y ) 7→ s.c′(t) + Pt(c, t)Y,

is a linear isomorphism, we may assume (by choosing ρ smaller if necessary
using (22.7.6)) that the mapping exp ◦Pt(c, ) in (1) is a diffeomorphism
onto its image. Its inverse,

uc,ρ := (exp ◦Pt(c, ))−1 : Uc.ρ → (−ε, 1 + ε)×B⊥
c(0)(ρ),(2)

Uc.ρ := (exp ◦Pt(c, ))((−ε, 1 + ε)×B⊥
c(0)(ρ)),

is called the Fermi chart along c. Its importance is due to the following
result.

27.4. Lemma. Let X be a vector field along the geodesic c. For the Fermi
chart along c put Tc(t)(uc,ρ)

−1.X(t) =: (t, X̄(t)). Then we have

Tc(t)uc,ρ.(∇∂tX)(t) = (t, X̄ ′(t)).

So in the Fermi chart the covariant derivative ∇∂t along c is just the ordinary
derivative. More is true: The Christoffel symbol in the Fermi chart vanishes
along (−ε, 1 + ε)× {0}.
The last statement is a generalization of the property of Riemann normal
coordinates exp−1

x that the Christoffel symbol vanishes at 0; see (22.7).

Proof. In terms of the Christoffel symbol of the Fermi chart the geodesic
equation is given by c̄′′(t) = Γc̄(t)(c̄

′(t), c̄′(t)); see (22.4). But in the Fermi
chart the geodesic c is given by uc,ρ(c(t)) = (t, 0), so the geodesic equation

becomes 0 = Γc̄(t)((1, 0), (1, 0)) = Γc̄(t)(c̄
′(t), c̄′(t)). For Y0 ∈ T⊥

c(0)c the par-

allel vector field Y (t) = Pt(c, t)Y0 is represented by (t, 0; 0, Y0) in the Fermi
chart; thus we get 0 = Γc̄(t)(c̄

′(t), Y0). The geodesic s 7→ expc(t)(s.Pt(c, t).Y )

for Y ∈ T⊥
c(0)c is represented by s 7→ (t, s.Y ) in the Fermi chart. The corre-

sponding geodesic equation is 0 = ∂2

∂s2
(t, s.Y ) = Γ(t,s.Y )(Y, Y ). By symmetry

of Γ(t,0) these facts imply that Γ(t,0) = 0. Finally,

Tuc,ρ.(∇∂tX)(t) = X̄ ′(t)− Γ(t,0)(c̄
′(t), X̄(t)) = X̄ ′(t). �

27.5. Let (Mm, g) be a Riemann manifold, and let c : [0, 1] → M be a
geodesic which might be constant. Let us denote by Jc the 2m-dimensional
real vector space of all Jacobi fields along c, i.e., all vector fields Y along c
satisfying

∇∂t∇∂tY +R(Y, ċ)ċ = 0.



27. Jacobi Fields 351

Theorem.
(1) The vector space Jc is canonically isomorphic to the vector space Tc(t)M×
Tc(t)M via Jc ∋ Y 7→ (Y (t), (∇∂tY )(t)), for each t ∈ [0, 1].

(2) The vector space Jc carries a canonical symplectic structure (see (20.4)):

ωc(Y, Z) = g(Y (t), (∇∂tZ)(t))− g(Z(t), (∇∂tY )(t)) = constant in t.

(3) Now let c′ 6= 0. Then Jc splits naturally into the direct sum Jc =
J ⊤
c ⊕ J ⊥

c . Here J ⊤
c is the 2-dimensional ωc-nondegenerate subspace of all

Jacobi fields which are tangent to c. All these are of the form t 7→ (a+tb)c′(t)
for (a, b) ∈ R2. Also, J ⊥

c is the (2m − 2)-dimensional ωc-nondegenerate
subspace consisting of all Jacobi fields Y satisfying g(Y (t), c′(t)) = 0 for all
t. Moreover, ωc(J ⊤

c ,J ⊥
c ) = 0.

(4) Each Jacobi field Y ∈ Jc is the variation vector field of a 1-parameter
variation of c through geodesics, and conversely.

(5) Let J 0
c be the m-dimensional vector space consisting of all Jacobi fields

Y with Y (0) = 0. Then ωc(J 0
c ,J 0

c ) = 0, so J 0
c is a Lagrangian subspace

(see (20.4)).

Proof. First let c′(t) = 0 so c(t) = c(0). Then Y (t) ∈ Tc(0)M for all t. The
Jacobi equation becomes ∇t∇tY = Y ′′ so Y (t) = A+ tB for A,B ∈ Tc(0)M .
Then (1), (2), and (5) hold.

Let us now assume that c′ 6= 0. Part (1) follows from (27.1).

(2) For Y, Z ∈ Jc consider:
ωc(Y, Z)(t) = g(Y (t), (∇∂tZ)(t))− g(Z(t), (∇∂tY )(t)),

∂tωc(Y, Z) = g(∇∂tY,∇∂tZ) + g(Y,∇∂t∇∂tZ)
− g(∇∂tZ,∇∂tY )− g(Z,∇∂t∇∂tY )

= −g(Y,R(Z, c′)c′) + g(Z,R(Y, c′)c′)

= −g(R(Z, c′)c′, Y ) + g(R(Y, c′)c′, Z)

= g(R(Z, c′)Y, c′)− g(R(Y, c′)Z, c′) = 0,

where we used (24.4.4) and (24.4.5). Thus ωc(Y, Z)(t) is constant in t.
Also it is the standard symplectic structure (see (20.5)) on Tc(t)M × Tc(t)M
induced by gc(t) via (1).

(3) We have c′ 6= 0. In the Fermi chart (Uc,ρ, uc,ρ) along c we have c′ = e1,
the first unit vector, and the Jacobi equation becomes

(6) Y ∈ Jc ⇐⇒ Y ′′(t) +R(Y, e1)e1 = 0.

Consider first a Jacobi field Y (t) = f(t).c′(t) which is tangential to c′. From
(6) we get

0 = Y ′′(t) +R(Y (t), e1)e1 = f ′′(t).e1 + f(t).R(e1, e1)e1 = f ′′(t).e1
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so that f(t) = a+ tb for a, b ∈ R. Let g(t) = a′ + tb′. We use the symplectic
structure at t = 0 to get ωc(f.c

′, g.c′) = g(a.c′, b.c′) − g(a′.c′, b.c′) = (ab′ −
a′b)|c′|2, a multiple of the canonical symplectic structure on R2.

For an arbitrary Y ∈ Jc we can then write Y = Y1 + Y2 uniquely where
Y1 ∈ J ⊤

c is tangent to c′ and where Y2 is in the ωc-orthogonal complement
to J ⊤

c in Jc:
0 = ωc(c

′, Y2) = g(c′,∇∂tY2)− g(∇∂tc′, Y2) = g(c′,∇∂tY2) =⇒ ∇∂tY2⊥c′,
0 = ωc(t.c

′, Y2) = g(t.c′,∇∂tY2)− g(c′, Y2) = −g(c′, Y2) =⇒ Y2⊥c′.
Conversely, Y2⊥gc′ implies 0 = ∂tg(c

′, Y2) = g(c′,∇∂tY2) so that Y2 ∈ J ⊥
c

and J ⊥
c equals the ωc-orthogonal complement of J ⊤

c . By symplectic linear
algebra the latter space is ωc-nondegenerate.

(4) for ċ 6= 0 and ċ = 0. Let Y ∈ Jc be a Jacobi field. Consider b(s) :=
expc(0)(s.Y (0)). We look for a vector field X along b such that (∇∂sX)(0) =

∇∂tY (0). We try X(s) := Pt(b, s)(ċ(0) + s.(∇∂tY )(0)), then

X ′(0) = ∂s|0
(
Pt(b, s)(ċ(0) + s.(∇∂tY )(0))

)

= ∂s|0
(
Pt(b, s)(ċ(0)) + T (Pt(b, 0))∂s|0 (ċ(0) + s.(∇∂tY )(0))

= C(b′(0), ċ(0)) + vlTM (ċ(0), (∇∂tY )(0)) using (24.2).

Now we put γ(s, t) := expb(s)(t.X(s)); then γ(0, t) = expc(0)(t.X(0)) =

expc(0)(t.ċ(0)) = c(t). Obviously, γ is a 1-parameter variation of c through

geodesics; thus the variation vector field Z(t) = ∂s|0 γ(s, t) is a Jacobi vector
field. We have

Z(0) = ∂s|0 γ(s, 0) = ∂s|0 expb(s)(0b(s)) = ∂s|0 b(s) = Y (0),

(∇∂tZ)(0) = ∇∂t(Tγ.∂s)|s=0,t=0

= ∇∂s(Tγ.∂t)|s=0,t=0 by (22.10.4) or (27.1.1)

= ∇∂s
(
∂t|0 expb(s)(t.X(s))

)
|s=0 = ∇∂sX|s=0

= K(∂s|0X(s)) = K
(
C(b′(0), ċ(0)) + vl(ċ(0), (∇∂tY )(0))

)

= 0 + (∇∂tY )(0).

Thus Z = Y by (1).

(5) follows from (1) and symplectic linear algebra; see (20.5). �

27.6. Lemma. Let c be a geodesic with c′ 6= 0 in a Riemann manifold
(M, g) and let Y ∈ J 0

c be a Jacobi field along c with Y (0) = 0. Then we
have

Y (t) = Tt.ċ(0)(expc(0)) vl
(
t.ċ(0), t.(∇∂tY )(0)

)
.

Proof. Let us step back into the proof of (27.5.4). There we had

b(s) = expc(0)(s.Y (0)) = c(0),
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X(s) = Pt(c, s)(ċ(0) + s.(∇∂tY )(0)) = ċ(0) + s.(∇∂tY )(0),

Y (t) = ∂s|0 γ(s, t) = ∂s|0 expb(s)(t.X(s)) = Tt.ċ(0)(expc(0))∂s|0mtX(s)

= Tt.ċ(0)(expc(0)).T (mt)∂s|0 (ċ(0) + s.(∇∂tY )(0))

= Tt.ċ(0)(expc(0)).T (mt). vl
(
ċ(0), (∇∂tY )(0)

)

= Tt.ċ(0)(expc(0)). vl
(
t.ċ(0), t.(∇∂tY )(0)

)
. �

27.7. Corollary. On a Riemann manifold (M, g) consider expx : TxM →
M . Then for X ∈ TxM the kernel of TX(expx) : TX(TxM) → Texpx(X)M

is isomorphic to the linear space consisting of all Jacobi fields Y ∈ J 0
c for

c(t) = exp |x(tX) which satisfy Y (0) = 0 and Y (1) = 0.

Proof. By (27.6), Y (t) = TtX(expx). vl(tX, t(∇∂tY )(0)) is a Jacobi field
with Y (0) = 0. But then 0 = Y (1) = TX(expx) vl

(
X, (∇∂tY )(0)

)
holds if

and only if (∇∂tY )(0) ∈ ker(TX(expx)). �

27.8. Let (M, g) and (M̃, g̃) be two Riemann manifolds of the same dimen-

sion. Let c : [0, 1] → M and c̃ : [0, 1] → M̃ be two geodesics of the same

length. We choose a linear isometry I0 : (Tc(0)M, gc(0)) → (Tc̃(0)M̃, g̃c̃(0))
and define the linear isometries:

It := P̃t(c̃, t) ◦ I0 ◦ Pt(c, t)−1 : Tc(t)M → Tc̃(t)M̃.

Lemma. If Y is a vector field along c, then t 7→ (I∗Y )(t) = It Y (t) is a

vector field along c̃ and we have ∇̃∂t(I∗Y ) = I∗(∇∂tY ) so that ∇̃∂t ◦ I∗ =
I∗ ◦ ∇∂t.

Proof. We use Fermi charts (with the minimum of the two ρ’s)

M ⊃ Uc,ρ
uc,ρ // (−ε, 1 + ε)×B⊥

c(0)(ρ)

linearId×I0
��

M̃ ⊃ Uc̃,ρ
uc̃,ρ // (−ε, 1 + ε)×B⊥

c̃(0)(ρ).

By construction of the Fermi charts we have (I∗Y )(t) = T (u−1
c̃,ρ ◦ (Id×I0) ◦

uc,ρ).Y (t). Thus

∇̃∂t(I∗Y )(t) = ∇̃∂t(T (u−1
c̃,ρ ◦ (Id×I0) ◦ uc,ρ).Y )(t)

= T (uc̃,ρ)
−1∂t

(
(Id×I0) ◦ T (uc,ρ).Y (t)

)
by (27.4)

= T (uc̃,ρ)
−1.(Id×I0).∂tT (uc,ρ).Y (t)

= T (uc̃,ρ)
−1.(Id×I0).T (uc,ρ).(∇∂tY )(t) by (27.4)

= I∗(∇∂tY )(t). �
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27.9. Jacobi operators. On a Riemann manifold (M, g) with curvature
R we consider for each vector field X ∈ X(M) the corresponding Jacobi op-
erator RX : TM → TM which is given by RX(Y ) = R(Y,X)X. It turns out
that each RX is a self-adjoint endomorphism, g(RX(Y, Z)) = g(Y,RX(Z)),
since we have g(R(Y,X)X,Z) = g(R(X,Z)Y,X) = g(R(Z,X)X,Y ) by
(24.4.4) and (24.4.5). One can reconstruct the curvature R from the family
of Jacobi operators RX by polarization and the properties from (24.4).

27.10 Theorem (E. Cartan). Let (M, g) and (M̃, g̃) be Riemann mani-

folds of the same dimension. Let x ∈ M , x̃ ∈ M̃ , and ε > 0 be such that
expx : B0x(ε) → M and expx̃ : B0x̃(ε) → M̃ are both diffeomorphisms onto

their images. Let Ix : (TxM, gx) → (Tx̃M̃, g̃x̃) be a linear isometry. Then
the following hold:

The mapping Φ := expx̃ ◦Ix◦(expx |B0x(ε))
−1 : Bx(ε)→ B0x(ε)→ B0x̃(ε)→

Bx̃(ε) is a diffeomorphism which maps radial geodesics to radial geodesics.
The tangent mapping TΦ maps Jacobi fields Y along radial geodesics with
Y (0) = 0 to Jacobi fields Ỹ along radial geodesics with Ỹ (0) = 0.

Suppose that moreover for all radial geodesics c in Bx(ε) and their images
c̃ = Φ ◦ c the property

(1) It ◦Rċ(t) = R̃ ˙̃c(t) ◦ It
holds where It : Tc(t)M → Tc̃(t)M̃ is defined in (27.8). Then Φ is an isome-
try. Conversely, if Φ is an isometry, then (1) holds.

Proof. It is clear that Φ maps radial geodesics in Bx(ε) ⊂ M to radial

geodesics in Bx̃(ε) ⊂ M̃ . Any Jacobi field Y along a radial geodesic c can be
written as variation vector field Y (t) = ∂s|0 γ(s, t) where γ(s, ) is a radial
geodesic for all s and γ(0, t) = c(t). Then TΦ.Y (t) = TΦ.∂s|0 γ(s, t) =
∂s|0 (Φγ(s, t)), and any Φγ(s, ) is a radial geodesic in Bx̃(ε). Thus TΦ.Y
is a Jacobi field along the radial geodesic Φ ◦ c with TΦ.Y (0) = 0. This
proves the first assertion.

Now let Y be a Jacobi field along the radial geodesic c with Y (0) = 0. Then
the Jacobi equation 0 = ∇∂t∇∂tY + Rċ(Y ) holds. Consider (I∗Y )(t) =
It Y (t). By (27.8) and (1) we then have

∇̃∂t∇̃∂t(I∗Y ) + R̃ ˙̃c(I∗Y ) = I∗(∇∂t∇∂tY +RċY ) = 0.

Thus I∗Y is again a Jacobi field along the radial geodesic c̃ with (I∗Y )(0) =

0. Since also ∇̃∂t(I∗Y )(0) = I∗(∇∂tY )(0) = I0 (∇∂tY )(0) = TΦ.(∇∂tY )(0),
we get I∗Y = TΦ.Y . Since the vectors Y (t) for Jacobi fields Y along c
with Y (0) = 0 span Tc(t)M by (27.6), we may conclude that Tc(t)Φ = It :

Tc(t)M → Tc̃(t)M̃ is an isometry. The converse statement is obvious since
an isometry intertwines the curvatures. �
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27.11. Conjugate points. Let c : [0, a]→M be a geodesic on a Riemann
manifold (M, g) with c(0) = x. A parameter t0 ∈ [0, a] or its image c(t0) ∈
c([0, a]) is called a conjugate point for x = c(0) on c([0, a]) if the tangent
mapping

Tt0ċ(0)(expx) : Tt0ċ(0)(TxM)→ Tc(t0)M

is not an isomorphism. Then t0 > 0. The multiplicity of the conjugate point
is the dimension of the kernel of Tt0ċ(0)(expx) which equals the dimension of
the subspace of all Jacobi fields Y along c with Y (0) = 0 and Y (t0) = 0, by
(27.7).

27.12. Example. Let M = ρ · Sm ⊂ RM+1, the sphere of radius ρ >
0. Then any geodesic c with |ċ| = 1 satisfies c(ρπ) = −c(0), so −c(0) is
conjugate to c(0) along c with multiplicity m− 1.

27.13. Lemma. Let c : [0, a] → M be a geodesic in a Riemann manifold
(M, g). Then the vector ∂t(t.ċ(0))|t=t0 = vl(t0.ċ(0), ċ(0)) ∈ Tt0.ċ(0)(Tc(0)M)
is orthogonal to the kernel ker(Tt0ċ(0)(expc(0))), for any t0 ∈ [0, a].

Proof. If c(t0) is not a conjugate point to x = c(0) of c, this is clearly true. If
it is, let Y be the Jacobi field along c with Y (0) = 0 and (∇∂tY )(0) = X 6= 0
where vl(t0.ċ(0), X) ∈ ker(Tt0ċ(0)(expx)). Then we have

Tt0ċ(0)(expx) vl(t0.ċ(0), X) = Y (t0) = 0.

Let ĉ(t) = (t − t0)ċ(0) ∈ J ⊤
c , a tangential Jacobi field along c. By (27.5.2)

applied for t = 0 and for t− t0 we get

ωc(ĉ, Y ) = g(ĉ(0), (∇∂t)Y (0))− g(Y (0), (∇∂tY )(0)) = g(t0.ċ(0), X)− 0

= g(ĉ(t0), (∇∂t)Y (t0))− g(Y (t0), (∇∂tY )(t0)) = 0.

Thus t0.g(ċ(0), X) = 0 and since t0 > 0, we get X⊥ċ(0). �

We can extract more information about the Jacobi field Y from this proof.
We showed that then (∇∂tY )(0)⊥g ċ(0). We use this in the following appli-
cation of (27.5.2) for t = 0: Now

ωc(ċ, Y ) = g(ċ(0), (∇∂tY )(0))− g(Y (0, (∇∂t ċ)(0))) = 0.

Together with ωc(ĉ, Y ) = 0 from the proof this says that Y ∈ J ⊥
c , so by

(27.5.3), Y (t)⊥g ċ(t) for all t.
Let us denote by J ⊥,0

c = J ⊥
c ∩ J 0

c the space of all Jacobi fields Y with
Y (0) = 0 and Y (t)⊥g ċ(t) for all t. Then the dimension of the kernel of

Tt0ċ(0)(expx) equals the dimension of the space of all Y ∈ J ⊥,0
c which satisfy

Y (t0) = 0.

Thus, if c(0) and c(t0) are conjugate, then there are 1-parameter variations
of c through geodesics which all start at c(0) and end at c(t0), at least
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infinitesimally in the variation parameter. For this reason conjugate points
are also called focal points. We will strengthen this later on.

27.14. The Hessian of the energy alias second variation formulas.
Let (M, g) be a Riemann manifold. Let c : [0, a] → M be a geodesic with
c(0) = x and c(a) = y. A smooth variation of c with fixed ends is a
smooth mapping F : (−ε, ε) × [0, a] → M with F (0, t) = c(t), F (s, 0) = x,
and F (s, a) = y. The variation vector field for F is the vector field X =
∂s|0 F (s, ) along c, with X(0) = 0 and X(a) = 0.

The space C∞(([0, a], 0, a), (M,x, y)) of all smooth curves γ : [0, a] → M
with c(0) = x and c(a) = y is an infinite-dimensional smooth manifold
modeled on Fréchet spaces. See [113] for a thorough account of this. The
tangent space Tc(C

∞(([0, a], 0, a), (M,x, y))) at the geodesic c of this infinite-
dimensional manifold consists of all variation vector fields along c as above.
We consider again the energy as a smooth function

E : C∞(([0, a], 0, a), (M,x, y))→ R, E(γ) = 1
2

∫ a

0
|γ̇(t)|2g dt.

Let now F be a variation with fixed ends of the geodesic c. Then we have:

∂sE(F (s, )) = 1
2

∫ a

0
∂sg(∂tF, ∂tF ) dt =

∫ a

0
g(∇∂s∂tF, ∂tF ) dt

=

∫ a

0
g(∇∂t∂sF, ∂tF ) dt, by (22.10.4) or (27.1.1).

Therefore,

∂2s |0E(F (s, )) =

∫ a

0

(
g(∇∂s∇∂t∂sF, ∂tF ) + g(∇∂t∂sF,∇∂s∂tF )

)∣∣∣
s=0

dt

=

∫ a

0

(
g(∇∂t∇∂s∂sF, ∂tF ) + g(R(∂sF, ∂tF )∂sF, ∂tF )

+ g(∇∂t∂sF,∇∂t∂sF )
)∣∣∣
s=0

dt by (24.5) and (22.10.4)

=

∫ a

0

(
g(∇∂t∂sF,∇∂t∂sF ) + g(R(∂sF, ∂tF )∂sF, ∂tF )

)∣∣∣
s=0

dt

+

∫ a

0

(
g(∇∂t∇∂s∂sF, ∂tF )|s=0 + g(∇∂s∂sF |s=0,∇∂t∂tF |s=0︸ ︷︷ ︸

∇∂t
ċ=0

)
)
dt.

The last summand equals
∫ a
0 ∂tg(∇∂s∂sF, ∂tF )|s=0 dt which vanishes since

we have a variation with fixed ends and thus (∇∂s∂sF )(s, 0) = 0 and also
(∇∂s∂sF )(s, a) = 0. Recall X = ∂s|0 F , a vector field along c with X(0) = 0
and X(a) = 0. Thus

d2E(c)(X,X) = ∂2s |0E(F (s, )) =

∫ a

0

(
g(∇∂tX,∇∂tX)+g(R(X, ċ)X, ċ)

)
dt.
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If we polarize this, we get the Hessian of the energy at a geodesic c as follows
(the boundary terms vanish since X, Y vanish at the ends 0 and a):

dE(c)(X) =

∫ a

0
g(∇∂tX, ċ) dt = −

∫ a

0
g(X,∇∂t ċ) dt = 0,

d2E(c)(X,Y ) =

∫ a

0

(
g(∇∂tX,∇∂tY )− g(Rċ(X), Y )

)
dt,(1)

d2E(c)(X,Y ) = −
∫ a

0
g
(
∇∂t∇∂tX +Rċ(X), Y

)
dt.(2)

We see that among all vector fields X along c with X(0) = 0 and X(a) = 0
those which satisfy d2E(c)(X,Y ) = 0 for all Y are exactly the Jacobi fields.

We shall need a slight generalization. Let X, Y be continuous vector fields
along c which are smooth on [ti, ti+1] for 0 = t0 < t1 < · · · < tk = a, and
which vanish at 0 and a. These are tangent vectors at c to the smooth
manifold of all curves from x to y which are piecewise smooth in the same
manner. Then we take the following formula as a definition, which can be
motivated by the computations above (with considerable care). We will just
need that d2E(c), to be defined below, is continuous in the natural uniform
C2-topology on the space of piecewise smooth vector fields.

d2E(c)(X,Y ) =

∫ a

0

(
g(∇∂tX,∇∂tY ) + g(R(X, ċ)Y, ċ)

)
dt

=
k−1∑

i=0

∫ ti+1

ti

(
g(∇∂tX,∇∂tY ) + g(R(X, ċ)Y, ċ)

)
dt

=
k−1∑

i=0

∫ ti+1

ti

(
∂tg(∇∂tX,Y )− g(∇∂t∇∂tX,Y )− g(R(X, ċ)ċ, Y )

)
dt

= −
∫ a

0
g
(
∇∂t∇∂tX +Rċ(X), Y

)
dt(3)

+
k−1∑

i=0

(
g
(
(∇∂tX)(ti+1−), Y (ti+1)

)
− g
(
(∇∂tX)(ti+), Y (ti+1)

))
.

27.15. Theorem. Let (M, g) be a Riemann manifold and let c : [0, a]→M
be a geodesic with c(0) = x and c(a) = y.

(1) If Ttċ(0)(expx) : Ttċ(0)(TxM) → Tc(t)M is an isomorphism for all t ∈
[0, a], then for any smooth curve e from x to y which is near enough to c
the length L(e) ≥ L(c) with equality if and only if e is a reparameterization
of c. Moreover, d2E(c)(X,X) ≥ 0 for each smooth vector field X along c
which vanishes at the ends.

(2) If there are conjugate points c(0), c(t1) along c with 0 < t1 < a, then
there exists a smooth vector field X along c with X(0) = 0 and X(a) = 0
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such that d2E(c)(X,X) < 0. Thus for any smooth variation F of c with
∂s|0F (s, ) = X the curve F (s, ) from x to y is shorter than c for all
0 < |s| < ε.

Proof. (1) Since Ttċ(0)(expx) : Ttċ(0)(TxM)→ Tc(t)M is an isomorphism, for
each t ∈ [0, a] there exist an open neighborhood U(t.ċ(0)) ⊂ TxM of tċ(0)
such that expx |U(t.ċ(0)) is a diffeomorphism onto its image. Since [0, a].ċ(0)
is compact in TxM , there exists an ε > 0 such that U(t.ċ(0)) ⊃ Btċ(0)(ε) for
all t.

Now let e : [0, a]→M be a smooth curve with e(0) = x and e(a) = y which is
near c in the sense that there exists a subdivision 0 = t0 < t1 < · · · < tk = a
with e([ti, ti+1]) ⊂ expx(Btiċ(0)(ε)). We put:

ẽ : [0, a]→ TxM,

ẽ(t) := (expx |Btiċ(0)(ε))−1(e(t)), t ∈ [ti, ti+1].

Then ẽ is smooth, ẽ(0) = 0x, ẽ(a) = a.ċ(0), and expx(ẽ(t)) = e(t). We

consider the polar representation ẽ(t) = r(t).ϕ(t) in TxM where ϕ(t) = ẽ(t)
|ẽ(t)|

and r(t) = |ẽ(t)|. Let r = |ẽ(a)| = a|ċ(0)|. Then we put:

γ(s, t) = expx(r.t.ϕ(s))

which implies

e(t) = γ(t, r(t)r ) = expx(r(t).ϕ(t)), ė(t) = ∂sγ(t,
r(t)
r ) + ∂tγ(t,

r(t)

r
)
ṙ(t)

r
.

Note that ∇∂t∂tγ = 0 since γ(s, ) is a geodesic. From

∂tg(∂sγ,∂tγ) = g(∇∂t∂sγ, ∂tγ) + g(∂sγ,∇∂t∂tγ)
= g(∇∂s∂tγ, ∂tγ) + 0 by (22.10.1)

= 1
2∂sg(∂tγ, ∂tγ) =

1
2∂s|∂tγ(s, )|2 = 1

2∂sr
2|ϕ(s)|2 = 1

2∂sr
2 = 0

we get that g(∂sγ(s, t), ∂tγ(s, t)) = g(∂sγ(s, 0), ∂tγ(s, 0)) = g(0, r.ϕ(s)) = 0.
Thus

(3) gγ(s,t)(∂sγ(s, t), ∂tγ(s, t)) = 0 for all s, t.

By Pythagoras

|ė(t)|2g = |∂sγ(t, r(t)r )|2g + |∂tγ(t, r(t)r )|2g
|ṙ(t)|2
r2

= |∂sγ(t, r(t)r )|2g + r2|ϕ(t)|2g
|ṙ(t)|2
r2

≥ |ṙ(t)|2

with equality if and only if ∂sγ(t,
r(t)
r ) = 0, i.e., ϕ(t) is constant in t. So

(4)

L(e) =

∫ a

0
|ė(t)|g dt ≥

∫ a

0
|ṙ(t)| dt ≥

∫ a

0
ṙ(t) dt = r(a)− r(0) = r = L(c)
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with equality if and only if ṙ(t) ≥ 0 and ϕ(t) is constant, i.e., e is a repa-
rameterization of c.

Note that (3) and (4) generalize Gauß’s lemma (23.2) and its corollary (23.3)
to more general assumptions.

Now consider a vector field X along c with X(0) = 0 and X(a) = 0 and
let F : (−ε, ε) × [0, a] → M be a smooth variation of c with F (s, 0) = x,
F (s, a) = y, and ∂s|0 F = X. We have

2E(F (s, )).a =

∫ a

0
|∂tF |2g dt ·

∫ a

0
12 dt ≥

(∫ a

0
|∂tF |g.1 dt

)2

= L(F (s, ))2 ≥ L(c)2 by (4)(5)

=
(∫ a

0
|ċ(0)|g dt

)2
= |ċ(0)|2.a2 =

∫ a

0
|ċ(0)|2 dt · a = 2E(c).a.

Since c is a geodesic, we have ∂s|0E(F (s, )) = 0 and therefore we also get
d2E(c)(X,X) = ∂2s |0E(F (s, )) ≥ 0.

(2) Let c(0), c(t1) be conjugate points along c with 0 < t1 < a. By (27.11)
there exists a Jacobi field Y 6= 0 along c with Y (0) = 0 and Y (t1) = 0.
Choose 0 < t0 < t1 < t2 < a and a vector field Z along c with Z|[0, t0] = 0,

Z|[t2, a] = 0, and Z(t1) = −(∇∂tY )(t1) 6= 0 (since Y 6= 0). Let Ỹ be the

continuous piecewise smooth vector field along c which is given by Ỹ |[0, t1] =
Y |[0, t1] and Ỹ |[t1, a] = 0. Then Ỹ + ηZ is a continuous piecewise smooth
vector field along c which is broken at t1 and vanishes at 0 and at a. Then
we have

d2E(c)(Ỹ +ηZ, Ỹ +ηZ) = d2E(c)(Ỹ , Ỹ )+η2 d2E(c)(Z,Z)+2η d2E(c)(Ỹ , Z)

and by (22.12.3)

d2E(c)(Ỹ , Ỹ ) = −
∫ t1

0
g
(
∇∂t∇∂tY +Rċ(Y ), Y

)

−
∫ a

t1

g
(
∇∂t∇∂t0 +Rċ(0), 0

)

+ g((∇∂tY )(t1−), 0)− g((∇∂tY )(0+), 0)

+ g((∇∂t Ỹ )(a−), 0)− g((∇∂t Ỹ )(t1+), 0) = 0,

d2E(c)(Ỹ , Z̃) = −
∫ t1

0
g
(
∇∂t∇∂tY +Rċ(Y ), Z

)

−
∫ a

t1

g
(
∇∂t∇∂t0 +Rċ(0), Z

)

+ g((∇∂tY )(t1−), Z(t1))− g((∇∂tY )(0+), 0)

+ g((∇∂t Ỹ )(a−), 0)− g((∇∂t0)(t1+), Z(t1))

= g((∇∂tY )(t1), Z(t1)) = −g((∇∂tY )(t1), (∇∂tY )(t1))
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= −|(∇∂tY )(t1)|2g < 0,

d2E(c)(Ỹ + ηZ, Ỹ + ηZ) = η2 d2E(c)(Z,Z)− 2η |(∇∂tY )(t1)|2g.
The last expression will be negative for η small enough. Since d2E(c) is
continuous in the C2-topology for continuous piecewise smooth vector fields
along c, we can approximate Ỹ + ηZ by a smooth vector field X vanishing
at the ends such that we still have d2E(c)(X,X) < 0.

Finally, let F : (−ε, ε)× [0, a]→M be any smooth variation of c with fixed
ends and ∂s|0F = X. Consider the Taylor expansion

E(F (s, )) = E(c) + s dE(c)(X) + s2

2 d
2E(c)(X,X) + s3h(s)

where h(s) =
∫ 1
0

(1−u)2
2 ∂3vE(F (v, ))|v=us du. Since dE(c)(X) = 0, this

implies E(F (s, )) < E(c) for s 6= 0 small enough. Using both halves of
(5), this implies L(F (s, ))2 ≤ 2E(F (s, )) a < 2E(c) a = L(c)2. �

27.16. Theorem. Let (M, g) be a Riemann manifold with sectional cur-
vature k ≥ k0 > 0. Then for any geodesic c in M the distance between two
conjugate points along c is ≤ π√

k0
.

Proof. Let c : [0, a] → M be a geodesic with |ċ| = 1 such that c(a) is
the first point which is conjugate to c(0) along c. We choose a parallel unit
vector field Z along c, Z(t) = Pt(c, t).Z(0), |Z(0)|g = 1, Z(t)⊥g ċ(t), so that
∇∂tZ = 0. Consider f ∈ C∞([0, a],R) with f(0) = 0 and f(a) = 0, and let
0 < b < a. By (27.15.1) we have d2Eb0(c)(fZ, fZ) ≥ 0. By (27.14.1) we have

d2Eb0(c)(fZ, fZ) =

∫ b

0

(
g(∇∂t(fZ),∇∂t(fZ))− g(R(fZ, ċ)ċ, fZ)

)
dt

=

∫ b

0

(
f ′2 − f2k(Y ∧ ċ)

)
dt ≤

∫ b

0
(f ′2 − f2k0) dt

since Y, ċ form an orthonormal basis. Now we choose f(t) = sin(πtb) so that∫ b
0 f

2 dt = b
2 and

∫ b
0 f

′2 dt = π2

2b . Thus

0 ≤
∫ b

0
(f ′2 − f2k0) dt =

π2

2b
− b

2
k0

which implies b ≤ π√
k0
. Since this holds for all b < a, we get a ≤ π√

k0
. �

27.17. Corollary (Myers, 1935). Let M be a complete connected Rie-
mann manifold with sectional curvature k ≥ k0 > 0. Then the diameter of
M is bounded:

diam(M) := sup{dist(x, y) : x, y ∈M} ≤ π√
k0
.

Thus M is compact and each covering space of M is also compact, so the
the fundamental group π1(M) is finite.
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Proof. By (23.6.6) any two points x, y ∈M can be connected by a geodesic
c of minimal length. Assume for contradiction that dist(x, y) > π√

k0
; then by

(27.16) there exists an interior point z on the geodesic c which is conjugate
to x. By (27.15.2) there exist smooth curves in M from x to y which are
shorter than c, contrary to the minimality of c. �

27.18. Theorem. Let M be a connected complete Riemann manifold with
sectional curvature k ≤ 0. Then expx : TxM → M is a covering mapping
for each x ∈M . If M is also simply connected, then expx : TxM →M is a
diffeomorphism.

This result is due to [81] for surfaces and to [33] in the general case.

Proof. Let c : [0,∞) → M be a geodesic with c(0) = x. If c(a) is a point
conjugate to c(0) along c, then by (27.11) and (27.7) there exists a Jacobi
field Y 6= 0 along c with Y (0) = 0 and Y (a) = 0. By (27.13) we have
Y (t)⊥g ċ(t) for all t. Now use (27.14.2) and (27.14.1) to get

d2E(c)(Y, Y ) = −
∫ a

0
g
(
∇∂t∇∂tY +Rċ(Y ), Y

)
dt = 0,

d2Ea0 (c)(Y, Y ) =

∫ a

0

(
g(∇∂tY,∇∂tY )− g(R(Y, ċ)ċ, Y )

)
dt

=

∫ a

0

(
|∇∂tY |2g − k(Y ∧ ċ)(|Y |2|ċ|2 − g(Y, ċ))

)
dt > 0,

a contradiction. Thus there are no conjugate points. Thus the surjective
(by (23.6)) mapping expx : TxM →M is a local diffeomorphism by (27.11).
Lemma (27.20) below then finishes the proof. �

27.19. A smooth mapping f : (M, g)→ (M̄, ḡ) between Riemann manifolds
is called distance increasing if f∗ḡ ≥ g; in detail, ḡf(x)(Txf.X, Txf.X) ≥
gx(X,X) for all X ∈ TxM , all x ∈M .

Lemma. Let (M, g) be a connected complete Riemann manifold. If a smooth
mapping f : (M, g) → (M̄, ḡ) is surjective and distance increasing, then f
is a covering mapping.

Proof. Obviously, f is locally injective; thus Txf is injective for all x
and dim(M) ≤ dim(M̄). Since f is surjective, dim(M) ≥ dim(M̄) by the
theorem of Sard (1.18).

For each curve c : [0, 1]→M we have

Lg(c) =

∫ 1

0
|c′|g dt ≤

∫ 1

0
|c′|f∗ḡ dt = Lf∗ḡ(c);

thus distg(x, y) ≤ distf∗ḡ(x, y) for x, y ∈ M . So (M, distf∗ḡ) is a complete
metric space and (M, f∗ḡ) is a complete Riemann manifold also. Without
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loss we may thus assume that g = f∗ḡ, so that f is a local isometry. Then
(M̄ = f(M), ḡ) is also complete.

For fixed x̄ ∈ M̄ let r > 0 such that expx̄ : B0x̄(2r) → Bx̄(2r) ⊂ M̄ is
a diffeomorphism. Let f−1(x̄) = {x1, x2, . . . }. For each i the following
diagram commutes:

TxiM

Txif

��

B0xi
(2r)? _oo

expxi //

Txif

��

Bxi(2r)

f

��

� � // M

f
��

Tx̄M̄ B0x̄(2r)? _oo
expx̄ // Bx̄(2r)

� � // M̄.

We claim (which finishes the proof):

(1) f : Bxi(2r)→ Bx̄(2r) is a diffeomorphism for each i,

(2) f−1(Bx̄(r)) =
⋃
iBxi(r),

(3) Bxi(r) ∪Bxj (r) = ∅ for i 6= j.

(1) From the diagram we conclude that expxi is injective and f is surjective.
Since expxi : B0xi

(r) → Bxi(r) is also surjective (by completeness), f :

Bxi(r)→ Bx̄(r) is injective too and thus a diffeomorphism.

(2) From the diagram (with 2r replaced by r) we see that f−1(Bx̄(r)) ⊇
Bxi(r) for all i. If conversely y ∈ f−1(Bx̄(r)), let c̄ : [0, s] → Bx̄(r) be
the minimal geodesic from f(y) to x̄ in M̄ where s = distḡ(f(y), x̄). Let
c be the geodesic in M which starts at y and satisfies Tyf.c

′(0) = c̄′(0).
Since f is an infinitesimal isometry, f ◦ c = c̄ and thus f(c(s)) = x̄. So
c(s) = xi for some i. Since distg(y, xi) ≤ s < r, we have y ∈ B0xi

(r). Thus

f−1(Bx̄(r)) ⊆
⋃
iBxi(r).

(3) If y ∈ Bxi(r)∪Bxj (r), then xj ∈ Bxi(2r) and by (1) we get xj = xi. �

27.20. Lemma ([106]). If M is a connected complete Riemann manifold
without conjugate points, then expx : TxM →M is a covering mapping.

Proof. Since (M, g) is complete and connected, expx : TxM → M is sur-
jective; and it is also a local diffeomorphism by (27.11) since M has no
conjugate points. We will construct a complete Riemann metric g̃ on TxM
such that expx : (TxM, g̃) → (M, g) is distance increasing. By (27.19) this
finishes the proof.

Define the continuous function h : TxM → R>0 by

h(X) = sup{r : |TX(expx).ξ|2gexpx(X)
≥ r|ξ|2gx for all ξ ∈ TxM}

= min{|TX(expx).ξ|2gexpx(X)
: |ξ|gx = 1}

= 1
/√

operator norm(TX(expx)
−1 : Texpx(X)M → TxM).
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We use polar coordinates ϕ : R>0 × Sm−1 → TxM \ {0x} given by ϕ(r, ϑ) =
r.ϑ and express the metric by ϕ∗(gx) = dr2 + r2gS where gS is the metric
on the sphere. Now we choose an even smooth function f : R → R which
satisfies 0 < f(r(X)) ≤ h(X). Consider the Riemann metric g̃ = dr2 +
r2 f(r) on TxM .

For every R > 0 we have

B
g̃
0x(R) = {X ∈ TxM : distg̃(X, 0x) ≤ R} ⊆ {X ∈ TxM : r(X) ≤ R}

which is compact; thus (TxM, g̃) is complete.

It remains to check that expx : (TxM, g̃) → (M, g) is distance increasing.
Let ξ ∈ TX(TxM). If X = 0x, then T0x(expx).ξ = ξ, so expx is distance
increasing at 0x since f(0) ≤ 1.

So let X 6= 0x. Then ξ = ξ1 + ξ2 where dr(ξ2) = 0; thus ξ2 tangent to the
sphere through X, and ξ1⊥ξ2 (with respect to both gx and g̃X). Then

|ξ|2gx = |ξ1|2gx + |ξ2|2gx , |ξ|2g̃ = |ξ1|2g̃+ |ξ2|2g̃, |ξ|gx = |ξ|g̃ = |dr(ξ1)| = |dr(ξ)|.
By variant (27.15.3) of Gauß’s lemma the vector TX(expx).ξ1 ∈ Texpx(X)M is
tangent to the geodesic t 7→ expx(t.X) in (M, g) and TX(expx).ξ2 is normal
to it. Thus |TX(expx).ξ1|g = |ξ1|g = |ξ1|g̃ and

|TX(expx).ξ|2g = |TX(expx).ξ1|2g + |TX(expx).ξ2|2g = |ξ1|g̃ + |TX(expx).ξ2|2g,
|TX(expx).ξ|2g − |ξ|2g̃ = |TX(expx).ξ2|2g − |ξ2|2g̃.

In order to show that |TX(expx).ξ|g ≥ |ξ|g̃, we can thus assume that ξ = ξ2
is normal to the ray t 7→ t.X. But for these ξ we have |ξ|2g̃ = f(r(X))|ξ|2gx
by construction of g̃ and

|TX(expx).ξ|2g ≥ h(X) |ξ|2gx ≥ f(r(X)) |ξ|2gx = |ξ|2g̃.
So expx : (TxM, g̃)→ (M, g) is distance increasing. �





CHAPTER VI.

Isometric Group

Actions or Riemann

G-Manifolds

In this chapter, a Riemann or pseudo-Riemann metric will usually be called
γ since g is usually a group element.

28. Isometries, Homogeneous Manifolds, and Symmetric

Spaces

28.1. The group of isometries. Let (M,γ) be a connected pseudo-Rie-
mann manifold. Recall that a diffeomorphism ϕ : M → M is an isometry
if

ϕ∗γ = γ.

A vector field ξ ∈ X(M) is called aKilling vector field if its flow Flξt consists of
local isometries. By (8.16.3) this is the case if and only if the Lie derivative
satisfies Lξγ = 0. By (8.20) the space of all Killing vector fields is a Lie
algebra.

Theorem. The space X(M,γ) = {ξ ∈ X(M) : Lξγ = 0} of all Killing
vector fields on a pseudo-Riemann manifold (M,γ) is a finite-dimensional
Lie algebra of dimension at most m2 +m where m = dim(M).

The subspace of all complete Killing fields ξ (see (3.8)) is also a finite-
dimensional Lie algebra.

365
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The group Isom(M,γ) of all isometries of (M,γ) is a Lie group with Lie
algebra the algebra of all complete Killing fields. It acts smoothly onM . The
Lie group topology equals the pointwise open topology and also the compact
open toplogy in the Riemann case.

Proof. Any Killing vector field ξ is a Jacobi field along each geodesic since

its flow Flξt deforms geodesics through geodesics; see (27.1). Let us fix a
point x0 ∈ M . By (27.5.1) the field ξ is then uniquely determined by its
value ξ(x0) and by its covariant derivative Tx0M ∋ X 7→ ∇Xξ ∈ Tx0M :
First we know ξ on expγx0(Ux0) for a 0-neighborhood Ux0 , and each point
x ∈M can be connected to x0 by a curve consisting of geodesic arcs. Thus
the dimension of the Lie algebra X(M,γ) = {ξ ∈ X(M) : Lξγ = 0} of all
Killing vector fields is at most m2 +m if dim(M) = m.

We now use theorem (6.5): Let G be a simply connected Lie group with Lie

algebra X(M,γ). Then there is a smooth local action G×M ⊇ U ℓ−−→M .

Let H be the subgroup of G consisting of all g ∈ G with ℓg defined on
the whole of M . Let g ⊂ X(M,γ) be the vector space of all ξ such that
exp(tξ) ∈ H for all t. By (4.30.3) the space g is a Lie subalgebra of X(M,γ),
and g consists of complete vector fields. By theorem (6.5) again, there is a
Lie group Isom0(M,γ) consisting of diffeomorphisms ofM which implements
the infinitesimal action of the Lie algebra g on M . This is the connected
component of the isometry group Isom(M,γ). Therefore the isometry group
is a Lie group.

Obviously, the pointwise open topology on Isom(M,γ) equals the topology
as a Lie group. In the Riemann case, Isom(M,γ) consists of equicontinuous
mappings (namely isometries) for the Riemann distance function onM ; thus
the pointwise open topology equals the compact open topology. �

28.2. Invariant covariant derivatives on homogeneous spaces. Let
G be a Lie group and H a closed subgroup with Lie algebras g and h,
respectively. Let ℓ : G × G/H be the left action of G on the homogeneous
space G/H with notation ℓg(x) = ℓx(g) = ℓ(g, x) = g.x for g ∈ G, x ∈ G/H.
Let ζ : g → X(G/H) be the corresponding infinitesimal action, called the
fundamental vector field mapping. It is a Lie algebra antihomomorphism.
Let p : G → G/H be the projection, p(e) = o ∈ G/H. Then Tep : g →
To(G/H) factors to a linear isomorphism p : g/h → To(G/H) which is
equivariant under Ad : H → Aut(g/h) (induced from the adjoint action)
and h 7→ Toℓh ∈ GL(To(G/H)). We shall also use Te(Ad) =: ad : h →
L(g/h, g/h).

Let∇ be aG-invariant linear connection for T (G/H), and let ξ, η ∈ X(G/H).
Recall its properties: ∇ : X(G/H) × X(G/H) → X(G/H) is R-bilinear,
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∇fξη = f.∇ξη, and ∇ξ(f.η) = df(ξ).η + f.∇ξη. The Nomizu operator
Nξ : X(G/H)→ X(G/H) is defined by

(1) Nξη := ∇ξη − [ξ, η].

Then Nξ(f.η) = f.Nξη, so Nξ is tensorial, Nξ : TG/H → TG/H. Moreover,
Nf.ξη = f.Nξη + df(η).ξ. Now G-invariance for ∇ means ℓ∗g−1(∇ℓ∗gξℓ∗gη) =

∇ξη so that ∇ℓ∗gξℓ∗gη = ℓ∗g∇ξη implies

Nℓ∗gξℓ
∗
gη = ∇ℓ∗gξℓ∗gη − [ℓ∗gξ, ℓ

∗
gη] = ℓ∗g∇ξη − ℓ∗g[ξ, η] = ℓ∗gNξη.

Let us apply this for a fundamental vector field ξ = ζX :

T (ℓg−1)◦(NζXη)◦ℓg = ℓ∗g(NζXη) = Nℓ∗gζX (ℓ
∗
gη) = NζAd(g−1)X

(T (ℓg−1)◦η◦ℓg).

We evaluate this at the origin o ∈ G/H:

T (ℓg−1).(NζXη)|gH = NζAd(g−1)X
.(TgH(ℓg−1).η|gH),

NζX |gH = To(ℓg).NζAd(g−1)X
|o.TgH(ℓg−1) : TgHG/H → TgHG/H.(2)

Let us now define

(3) Φ : g→ L(g/h, g/h) by ΦX(Y + h) = p−1.NζX |o.p.(Y + h).

We have ζZ(gH) = To(ℓg).ζAd(g−1)Z |o, and for h ∈ H we have To(ℓh).p =
Ad(h).p. Using (2) we obtain:

ΦX = p−1.NζX |o.p = p−1.To(ℓh).NζAd(h−1)X
|o.To(ℓh−1).p

= Ad(h).p−1.NζAd(h−1)X
|o.p.Ad(h−1) = Ad(h).ΦAd(h−1)X .Ad(h

−1).

ΦAd(h)X = Ad(h).ΦX .Ad(h
−1), h ∈ H,X ∈ g.(4)

If X ∈ h, then ζX(o) = 0 so (NζXη)|o = ∇ζX |oη − [ζX , η]|o = 0 − [ζX , η]|o
which depends only on η(o) since ζX(o) = 0 so [ζX , f.η]|o = f(o).[ζX , η]|o +
df(ζX |o).η(o). Thus for X ∈ h:

ΦX(Y + h) = p−1.NζX |o.p.(Y + h) = p−1.NζX |o.Tep.Y = p−1.NζX |o(ζY |o)
= −p−1.[ζX , ζY ]|o = p−1.ζ[X,Y ]|o = ad(X)(Y + h).(5)

Theorem. G-invariant linear connections ∇ on a homogeneous space G/H
correspond bijectively to H-homomorphisms Φ : g → L(g/h, g/h) such that
ΦX = ad(X) for X ∈ h. If one such homomorphism exists, then the space
of all G-invariant linear connections on G/H is an affine space modeled on
HomH(⊗2(g/h), g/h).

The torsion of ∇ corresponds to the linear mapping
∧2 g/h→ g/h which is

induced by

(X,Y ) 7→ ΦX(Y + h)− ΦY (X + h) + ([X,Y ] + h).
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The curvature of ∇ corresponds to the mapping
∧2 g/h→ L(g/h, g/h) which

is induced by

(X,Y ) 7→ ΦX ◦ ΦY − ΦY ◦ ΦX +Φ[X,Y ].

Proof. Just unravel all computations from before backwards. Note that

(∇ζX ζY )|gH = (NζX ζY )|gH + [ζX , ζY ]|gH
= To(ℓg).NζAd(g−1)X

|o.TgH(ℓg−1).ζY |gH − ζ[X,Y ]|gH
= To(ℓg).NζAd(g−1)X

|o.ζAd g−1Y |o − To(ℓg).TgH(ℓg−1).ζ[X,Y ]|gH
= To(ℓg).p.ΦAd(g−1)X(Ad g

−1Y + h)− To(ℓg).ζAd(g−1)[X,Y ]|o
= To(ℓg).p.

(
ΦAd(g−1)X(Ad(g

−1)Y + h)(6)

− ([Ad(g−1)X,Ad(g−1)Y ] + h)
)
. �

28.3. Invariant pseudo-Riemann metrics on homogenous spaces.
Let G be a Lie group and let H be a closed subgroup. A G-invariant
pseudo-Riemann metric γ on G/H (if it exists) is uniquely determined by
the H-invariant nondegenerate bilinear form γo on ToG/H, and this in turn
is determined by the Ad(H)-invariant bilinear form B = p∗γo on g/h, if it
exists. Suppose that such a nondegenerate bilinear form exists. Then

γgH(ξ, η) = (ℓ∗g−1γ)gH(ξ, η) = γo(T (ℓg−1).ξ, T (ℓg−1).η).

For fundamental vector fields we get:

γgH(ζX(gH), ζY (gH)) = γo(T (ℓg−1).ζX(gH), T (ℓg−1).ζY (gH))

= B(Ad(g−1)X + h,Ad(g−1)Y + h),

d(Ad ◦ν)|g(Te(µg)X) = Ad(ν(g)).(ad ◦κl)(Tgν.Te(µg).X)

= Ad(g−1). ad(Ad(g).X),

dB((Ad ◦ν).X + h, (Ad ◦ν).X + h)|g(Te(µg).Z)
= −2B(Ad(g−1). ad(Ad(g).Z).X + h,Ad(g−1)X + h)

= −2B(Ad(g−1).[Ad(g).Z,X] + h,Ad(g−1)X + h)

= −2B([Z,Ad(g−1).X] + h,Ad(g−1)X + h),

dγ(ζX , ζX)(ζZ(gH)) = dγ(ζX , ζX)|gH(To(ℓg).ζAd(g−1)Z(o))

= dγ(ζX , ζX)|gH(Tp.Te(µg).Ad(g−1).Z)

= dB((Ad ◦ν).X + h, (Ad ◦ν).X + h)|g(Te(µg).Ad(g−1)Z)

= −2B([Ad(g−1)Z,Ad(g−1).X] + h,Ad(g−1)X + h)

= −B(Ad(g−1)[Z,X] + h,Ad(g−1)X + h).
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On the other hand we have for a G-invariant linear connection on G/H
corresponding to Φ : g→ L(g/h, g/h) as in (28.2.3):

2γ(∇ζZζX , ζX)|gH = 2B(ΦAd(g−1)Z(Ad g
−1X + h)

− ([Ad(g−1)Z,Ad(g−1)X] + h),Ad(g−1)X + h).

Collecting, we get

dγ(ζX , ζX)(ζZ(gH))− 2γ(∇ζZζX , ζX)|gH
= 2B

(
ΦAd(g−1)Z(Ad g

−1X + h),Ad(g−1)X + h
)

so that the connection

(1) ∇ respects γ ⇐⇒ B(ΦZ(X + h), Y + h) +B(X + h,ΦZ(Y + h)) = 0.

The Levi-Civita connection ∇ is uniquely determined by the pseudo-metric
γ. We now derive a formula for Φ corresponding to the connection∇ directly
from B. ∇ is torsion-free iff

0 = ΦX(Y + h)− ΦY (X + h) + ([X,Y ] + h) for all X,Y ∈ g.

Consider the symmetric bilinear form B̃ : g × g → g/h × g/h
B−−→ R on g.

Then torsion-freeness corresponds to

B̃([X,Y ], Z) = −B(ΦX(Y + h), Z + h) +B(ΦY (X + h), Z + h).

We permute this cyclically:

+B̃([X,Y ], Z) = −B(ΦX(Y + h), Z + h) +B(ΦY (X + h), Z + h),

+B̃([Y, Z], X) = −B(ΦY (Z + h), X + h) +B(ΦZ(Y + h), X + h),

−B̃([Z,X], Y ) = +B(ΦZ(X + h), Y + h)−B(ΦX(Z + h), Y + h).

We add, using (1):

(2) −B̃([X,Y ], Z)− B̃([Y, Z], X) + B̃([Z,X], Y ) = 2B(ΦY (Z + h), X + h).

It remains to check that the trilinear expression

(X,Y, Z) 7→ −B̃([X,Y ], Z)− B̃([Y, Z], X) + B̃([Z,X], Y )

factors to g/h × g × g/h → R. If X is in h, then the second term vanishes
and the first term cancels with the third one since B is Ad(h)-invariant.
Similarly for Z ∈ h. So (2) defines a mapping Φ which in turn gives rise to
the Levi-Civita connection ∇.



370 CHAPTER VI. Isometric Group Actions

28.4. Pseudo-Riemann locally symmetric spaces. Let (M,γ) be a
connected pseudo-Riemann manifold. For x ∈ M let Ux be an open neigh-
borhood of x inM and let B0x be an open absolutely convex 0-neighborhood
in TxM such that expγx : B0x → Ux is a diffeomorphism. We consider the
exponential mapping

TxM ⊃ B0x
expγx−−−−→ Ux ⊂M

and the local geodesic symmetry

sx : Ux → Ux, sx(exp
γ
x(X)) = expγx(−X).

Note that Tx(sx) = − Id on TxM . The pseudo-Riemann manifold (M,γ) is
called a pseudo-Riemann locally symmetric space if each local symmetry sx
is a local isometry, i.e., s∗xγ = γ.

Proposition. A pseudo-Riemann manifold (M,γ) is locally symmetric if
and only if its curvature is parallel: ∇R∇ = 0.

Proof. If (M,γ) is locally symmetric, we have s∗x(∇R) = (s∗∇)(s∗R) =
∇R, but (s∗x(∇R))x = (−1)5(∇R)x so that (∇R)x = 0 for all x ∈ M . If
conversely ∇R = 0, then R is constant under parallel transport. Thus by
theorem (27.10) each local symmetry is an isometry. �

28.5. Symmetric spaces. A connected (pseudo-)Riemann manifold (M,γ)
is called a (pseudo-)Riemann symmetric space if for each x ∈ M the local
symmetry extends to a globally defined isometry sx : M → M . Let us
choose a point o ∈M which we call the origin.

(1) An isometry f on (M,γ) which is involutive (f2 = Id) and has x as iso-
lated fixed point equals sx, by considering the linear involution Txf : Among
the possible eigenvalues ±1 only −1 is admissible since x is a locally isolated
fixed point.

(2) (M,γ) is a geodesically complete Riemann manifold.

Namely, let c : (a, b)→M be a geodesic. Then sc(t) maps the geodesic to it-
self (suitably reparameterized) and thus prolongs c (if t is not the midpoint).
So any geodesic is extendable to R and by (23.6), (M,γ) is a complete Rie-
mann manifold.

(3) The group Isom(M,γ) of all isometries of M acts transitively on M . In
the Riemann case, by (23.6.6) for any point x ∈ M there exists a geodesic
c : [0, 1]→M with c(0) = o and c(1) = x. But then sc(1/2)(o) = x. So every
point of M lies in the orbit through o. In the pseudo-Riemann case where
the Hopf-Rinov theorem (23.6) does not hold, we can choose a piecewise
smooth curve c from o to x which consists of geodesic segments. Then we
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can apply the reflections sy with respect to the midpoint of each geodesic
segment, iteratively, to map o to x.

(4) The group G := Isom(M,γ) of isometries of M is a Lie group and the
action ℓ : G ×M → M is smooth. This is an immediate consequence of
theorem (28.1).

(5) The mapping s : M ×M → M given by (x, y) 7→ sx(y) is smooth. This
is obvious.

(6) Let σ : G → G be given by σ(ϕ) = so ◦ ϕ ◦ so. Let H = Go be the
isotropy group of the origin o. Then σ is an involutive automorphism of G
and we have Gσ = {g ∈ G : σ(g) = g} ⊇ H ⊇ Gσ0 . Namely, for g ∈ H we
have

(so ◦ g ◦ so)(expγo(t.X)) = (so ◦ g)(expγo(−t.X)) = so(exp
γ
o(−t.Tog.X))

= expγo(t.Tog.X) = g(expγo(t.X))

so that σ(g) = g near o and thus everywhere, since g is an isometry. The Lie

algebra of Gσ is gσ
′
, the space of all ξ ∈ g = X(M,γ) such that σ′(ξ) = ξ.

But if ξ = σ′(ξ) = Tso ◦ ξ ◦ so, then at o we have ξ(o) = To(so).ξ(o) = −ξ(o)
so that ξ vanishes at o. But then expG(tξ) = Flξt has o as fixed point.

(7) For x, y ∈ M we have sx ◦ sy = ℓg for some g ∈ G. Choose gx, gy ∈ G
with gx.o = x and gy.o = y. Then

sx = ℓgx ◦ so ◦ ℓg−1
x
, sy = ℓgy ◦ so ◦ ℓg−1

y
,

sx ◦ sy = ℓgx ◦ so ◦ ℓg−1
x
◦ ℓgy ◦ so ◦ ℓg−1

y

= ℓgx ◦ (so ◦ ℓg−1
x .gy

◦ so) ◦ ℓg−1
y

= ℓgx ◦ ℓσ(g−1
x .gy)

◦ ℓg−1
y

= ℓgx.σ(g−1
x .gy).g

−1
y
.

(8) Since σ′ : g → g is an involutive automorphism of g = X(M,γ), we can
decompose g into the ±1 eigenspaces of σ′ and obtain

g = X(M,γ) = h⊕m, [h, h] ⊂ h, [h,m] ⊂ m, [m,m] ⊂ h,

which is called a reductive decomposition of g. Note that this decomposition
is invariant under ad(H) acting on g.

(9) Let p : G → M ∼= G/H be the submersion p(g) = g.o = ℓ(g, o) = ℓo(g).
Then Tep : g → ToM induces a linear isomorphism p′ := Tep|m : m → ToM
which is equivariant for the action of H = Go on m via ad and on ToM
via h 7→ Toℓh. The bilinear form B := (p′)∗γo on m is nondegenerate and
ad(H)-invariant. We identify m ∼= g/h ∼= ToM and make use of (28.3). From
now on let X,Xi ∈ h, Y, Yi ∈ m. If B is an H-invariant inner product on
m, we have B(adX Y1, Y2) + B(Y1, adX Y2) = 0. We extend B to a bilinear
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form B̃ on g which has h as its kernel. Equation (28.3.1) then becomes

B(ΦXY1, Y2) = −1
2B̃([Y2, X], Y1)− 1

2B̃([X,Y1], Y2) +
1
2B̃([Y1, Y2], X)

= −B(adX Y1, Y2),

B(ΦY Y1, Y2) = −1
2B̃([Y2, Y ], Y1)− 1

2B̃([Y, Y1], Y2) +
1
2B̃([Y1, Y2], Y ) = 0,

ΦX+Y Y1 = − adX Y1.

Note that the G-invariant connection on the symmetric space M = G/H is
prescribed by Φ uniquely and is independent of the choice of the metric γ.
From theorem (28.2) we conclude that the curvature operator is given by

R(Y1, Y2)Y3 = ΦY1 .ΦY2 .Y3 − ΦY2 .ΦY1 .Y3 +Φ[Y1,Y2]Y3 = −[[Y1, Y2], Y3].

(10) Geodesics emanating from o are given by

expMo (t.p′.Y ) = p(expG(tY )), Y ∈ m.

The fundamental vector field ζY ∈ X(M) is

ζY (ℓg(o)) = To(ℓg).ζad(g−1)Y (o) by (6.2.2)

= To(ℓg).Te(ℓ
o)ad(g−1)Y = To(ℓg).p

′.ad(g−1)Y .

By (28.2.6), for g = exp(tY ) we have

∇ζY ζY |exp(tY ).o = To(ℓexp(tY )).p.
(
ΦAd(exp(−tY ))Y (Ad(exp(−tY ))Y + h)

− ([Ad(exp(−tY ))Y,Ad(exp(−tY ))Y ] + h)
)

= To(ℓexp(tY )).p.
(
ΦY (Y )− ([Y, Y ] + h)

)
= 0.

So ζY is parallel along the flowline FlζYt (o) = exp(tY ).o and thus exp(tY ).o
is a geodesic in M .

(11) We consider now a geodesically complete connected submanifold N of
M . Without loss we assume that o ∈ N . If N is totally geodesic, then N is
itself a symmetric space with group of isometries G′ = NG(N) = {g ∈ G :
ℓg(N) ⊂ N} and isotropy group G′

o = H ∩G′. For x ∈ N the submanifolds
N and sx(N) are both totally geodesic with the same tangent space at x;
thus sx(N) = N . For g ∈ G′ we have ℓσ(g) = so ◦ ℓg ◦ so : N → N , so
σ(g) ∈ G′. Finally, G′ acts transitively on N : For x ∈ N choose a piecewise
geodesic in N from o to x. For each geodesic piece c : [0, 1] → N the
mapping sc(3/4) ◦ sc(1/4) is in G′ by (7) and maps c(0) to c(1).

(12) There is a bijective correspondence between

• totally geodesic connected geodesically complete submanfolds N of M
containing o and

• linear subspaces n ⊆ m with [[n, n], n] ⊆ n.
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The correspondence is given by n = (Tep|m)−1(ToN). The submanifold N is
flat if and only if [[n, n], n] = 0. Given N , then by (11) we have N ∼= G′/H ′

where H ′ = G∩H, and σ ∈ Aut(g) respects the Lie subalgebra g′ = Lie(G′).
Thus g′ = h′⊕ n ⊆ h⊕m are compatible reductive decompositions and thus
[n, n] ⊂ h′ and [h′, n] ⊂ n.

Conversely, given n ⊆ m with [[n, n], n] ⊆ n, we put h′ := [n, n] ⊂ h′ and
g′ = h′ ⊕ n. This is a Lie subalgebra of g. Let G′ be the connected Lie
subgroup of G with Lie algebra h′. Then G′.o = ℓ(G′, o) is a connected
geodesically complete submanifold of M which is a symmetric space and
thus totally geodesic in M by (10).

This ends our very short treatment of symmetric spaces. From here on it
becomes quite algebraic, and there are many good books on this subject; [82]
is the standard reference. The theory of homogeneous manifolds however is
best understood by using Cartan connections; for this see the book [32].

29. Riemann G-Manifolds

29.1. Preliminaries. Let (M,γ) be a RiemannG-manifold. If ϕ :M →M
is an isometric diffeomorphism, then

(1) ϕ(expMx (tX)) = expMϕ(x)(tTxϕ.X). This is due to the fact that isome-

tries map geodesics to geodesics, and the starting vector of the geodesic
t 7→ ϕ(expMx (t.X)) is Txϕ.X.

(2) If ϕ(x) = x, then, in the chart (Ux, (exp
M
x )−1), ϕ is a linear isometry

(where Ux is a neighborhood of x so small that (expMx )−1 : Ux → TxM
is a diffeomorphism onto a neighborhood of 0 in TxM):

ϕ̄(X) : = (expMx )−1 ◦ ϕ ◦ expMx (X)

= (expMx )−1 expMx (Txϕ.X) = Txϕ.X.

(3) Mϕ := {x ∈M : ϕ(x) = x} is a totally geodesic submanifold of M :
If we choose X ∈ Tx(Mϕ), then, since Txϕ.X = X and by (1), we have

ϕ(expMx (tX)) = expMx (Txϕ.tX) = expMx (tX).

So the geodesic through x with starting vector X stays in Mϕ.

(4) If H is a set of isometries, then MH = {x ∈ M : ϕ(x) = x for all ϕ ∈
H} is also a totally geodesic submanifold in M .

29.2. Definition. Let M be a proper Riemann G-manifold, x ∈ M . The
normal bundle to the orbit G.x is defined as

Nor(G.x) := T (G.x)⊥.

Let Norε(G.x) = {X ∈ Nor(G.x) : ‖X‖γ < ε}, and choose r > 0 small
enough for expx : TxM ⊇ Br(0x) → M to be a diffeomorphism onto its
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image and for expx(Br(0x))∩G.x to have only one component. Then, since
the action of G is isometric, exp defines a diffeomorphism from Norr/2(G.x)
onto an open neighborhood of G.x, so exp(Norr/2(G.x)) =: Ur/2(G.x) is a
tubular neighborhood of G.x. We define the normal slice at x by

Sx := expx(Norr/2(G.x)x).

29.3. Lemma. Under these conditions we have that
(1) Sg.x = g.Sx,
(2) Sx is a slice at x.

Proof. (1) Since G acts isometrically and by (29.1.1),

Sg.x = expg.x
(
Txℓg(Norr/2(G.x))x

)
= ℓg expx

(
Norr/2(G.x)x

)
= g.Sx.

(2) The mapping r : G.Sx → G.x given by expg.xX 7→ g.x defines a smooth
equivariant retraction (note that Sx and Sy are disjoint if x 6= y). �

29.4. Isotropy representation. LetM be a G-manifold and x ∈M ; then
the representation of the isotropy group

Gx −→ GL(TxM), g 7→ Txℓg,

is called the isotropy representation. IfM is a Riemann G-manifold, then the
isotropy representation is orthogonal and Tx(G.x) is an invariant subspace
under Gx. So Tx(G.x)

⊥ is also invariant, and

Gx −→ (Norx(G.x)), g 7→ Txℓg,

is called the slice representation.

29.5. Example. Let M = G be a compact Lie group with a bi-invariant
metric. Then G×G acts on G by (g1, g2).g := g1gg

−1
2 , making G a Riemann

(G × G)-space. The isotropy group of e is (G × G)e = {(g, g) : g ∈ G},
and the isotropy representation coincides with the adjoint representation of
G ∼= (G×G)e on g = Te(G).

29.6. Example. Let G/K be a semisimple symmetric space (K compact)
and let g = k + m be the corresponding reductive decomposition of the Lie
algebra g; see (28.5). Then Te(G/K) ∼= g/k ∼= m, and the isotropy subgroup

of G at e is K. The isotropy representation is Ad⊥K,G : K → (m). The slices
are points since the action is transitive.

29.7. Lemma. Let M be a proper Riemann G-manifold, x ∈M . Then the
following three statements are equivalent:
(1) x is a regular point.
(2) The slice representation at x is trivial.
(3) Gy = Gx for all y ∈ Sx for a sufficiently small slice Sx.
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Proof. Clearly, (2) ⇐⇒ (3). To see (3) =⇒ (1), let Sx be a small slice at
x. Then U := G.S is an open neighborhood of G.x inM , and for all g.s ∈ U
we have Gg.s = gGsg

−1 = gGxg
−1. Therefore G.x is a principal orbit. The

converse is true by (6.16.3), since Gx is compact. �

29.8. Definition. Let M be a Riemann G-manifold and G.x some or-
bit; then a smooth section u of the normal bundle Nor(G.x) is called an
equivariant normal field if

Ty(ℓg).u(y) = u(g.y) for all y ∈ G.x, g ∈ G.

29.9. Corollary. Let M be a proper Riemann G-manifold and x a reg-
ular point. If X ∈ Norx(G.x), then X̂(g.x) := Tx(ℓg).X is a well defined
equivariant normal field along G.x in M .

Proof. If g.x = h.x, then h−1g ∈ Gx ⇒ Tx(ℓh−1g).X = X, since the slice
representation is trivial by (29.7.2). Now by the chain rule, Tx(ℓg).X =

Tx(ℓh).X. Therefore X̂ is a well defined, smooth section of Nor(G.x). It is
equivariant by definition. �

29.10. Corollary. Let M be a Riemann G-manifold, G.x a principal orbit,
and (u1, . . . , un) an orthonormal basis of Norx(G.x). By corollary (29.9),
each ui defines an equivariant normal field ûi. So (û1, . . . , ûn) is a global
equivariant orthonormal frame field for Nor(G.x), and Nor(G.x) is a trivial
bundle. �

This follows also from the tubular neighborhood description G.Sx ∼= G×Gx

Sx, where Sx is a normal slice at x with trivial Gx-action; see (29.7).

29.11. Orbits as Riemann submanifolds. Let (M,γ) be a Riemann
G-manifold and u an equivariant normal field along an orbit G.x0. Consid-
ering this orbit as a Riemann submanifold, we recall from (26.1) the second
fundamental form S ∈ Γ(S2T ∗(G.x0) ⊗ Nor(G.x0)) and from (26.3.2) the
Weingarten mapping or shape operator Lu : T (G.x0) → T (G.x0) along the
normal field, which are related by

γ|TP (Lu(x)(Xx), Yx) = γ(S(Xx, Yx), u(x)), Xx, Yx ∈ Tx(G.x0), x ∈ G.x0.

Its eigenvalues are called the main curvatures of G.x0 along u. Since γ and
the submanifold G > x0 are G-invariant, the second fundamental form S is
G-equivariant. Since u is an equivariant normal form, the shape operator
Lu along u is also G-equivariant.
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29.12. Lemma. Let u be an equivariant normal field along an orbit G.x;
then

(1) Lu(g.x) = Tx(ℓg).Lu(x).Tg.x(ℓg−1),

(2) the main curvatures of G.x along u are all constant,

(3) {expM (u(y)) : y ∈ G.x} is another G-orbit.

Proof. (1) was already proved in (29.11) above. This implies (2) since the
eigenvalues are invariant under conjugation.

(3) {expM (u(y)) : y ∈ G.x} = G. expM (u(x)), since

g. expM (u(x)) = expM (Tℓg.u(x)) = expM (u(g.x)). �

29.13. Example. Let Nn(c) be the simply connected space form with
constant sectional curvature c, that is,

Nn(c) =





Sn, sphere with radius 1
c , if c > 0,

Rn, if c = 0,

Hn, hyperbolic sphere with radius 1
|c| , if c < 0.

Let G be a closed subgroup of Isom(Nn(c)). If P is a G-orbit, then so is the
subset {exp(u(x)) : x ∈ P} for any equivariant normal field u along P . For
instance:

(1) If G = SO(n) ⊂ Isom(Rn), then the G-orbits are the spheres with
center 0. A radial vector field with constant length on each sphere,
u(x) := f(|x|).x, defines an equivariant normal field on each orbit.
Clearly its flow carries orbits to orbits.

(2) Another example is the subgroup of Isom(Rn) consisting only of affine
translations in directions corresponding to a linear subspace V ⊂ Rn.
Here the orbits of G are then affine planes parallel to V . An equivariant
normal field on an orbit is a constant vector field orthogonal to V .

29.14. Theorem. LetM be a proper G-manifold; then the set of all regular
pointsMreg is open and dense inM . In particular, there is always a principal
orbit type.

Proof. Suppose x ∈Mreg. By (6.27) there is a slice S at x, and by (6.16.3)
S can be chosen small enough for all orbits through S to be principal as
well. Therefore G.S is an open neighborhood of x in Mreg which itself is
open by (6.15.3).

To see that Mreg is dense, let U ⊆ M be open, x ∈ U , and S be a slice
at x. Now choose a y ∈ G.S ∩ U for which the isotropy group Gy has
minimal dimension and the smallest number of connected components for



29. Riemann G-Manifolds 377

this dimension in all of G.S ∩U . Let Sy be a slice at y; then G.Sy ∩G.S ∩U
is open, and for any z ∈ G.Sy ∩ G.S ∩ U we have z ∈ g.Sy = Sg.y, so
Gz ⊆ Gg.y = gGyg

−1. By choice of y, this implies Gz = gGyg
−1 for all

z ∈ G.Sy ∩G.S ∩ U , and G.y is a principal orbit. �

29.15. Theorem. Let M be a proper G-manifold and x ∈ M . Then there
is a G-invariant neighborhood U of x in which only finitely many orbit types
occur.

Proof. By theorem (6.30) there is a G-invariant Riemann metric on M .
Let S be the normal slice at x. Then S is again a Riemann manifold, and
the compact group Gx acts isometrically on S. In (6.16.4) we saw that if
Gx.s1 and Gx.s2 have the same orbit type in S, then G.s1 and G.s2 have
the same orbit type in M . So the number of G-orbit types in G.S can be
no more than the number of Gx-orbit types in S. Therefore it is sufficient
to consider the case where G is a compact Lie group. Let us now prove
the assertion under this added assumption. We carry out induction on the
dimension of M .

For n = 0 there is nothing to prove. Suppose the assertion is proved for
dimM < n. Again, it will do to find a slice S at x with only a finite num-
ber of Gx-orbit types. If dimS < dimM , this follows from the induction
hypothesis. Now suppose dimS = n. The slice S is equivariantly diffeo-
morphic (by expγ) to an open ball in TxM under the slice representation.
Since the slice representation is orthogonal, it restricts to a Gx-action on
each sphere r.Sn−1 in this ball. By the induction hypothesis, locally, Sn−1

has only finitely many Gx-orbit types. Since Sn−1 is compact, it has only
finitely many orbit types globally. The orbit types are the same on all
spheres r.Sn−1 (r > 0), since x 7→ 1

rx is G-equivariant. Therefore, S has

only finitely many orbit types: those of Sn−1 and the 0-orbit. �

29.16. Theorem. If M is a proper G-manifold, then the set Msing/G of all
singular G-orbits does not locally disconnect the orbit space M/G (that is,
to every point in M/G the connected neighborhoods remain connected even
after removal of all singular orbits).

Proof. As in the previous theorem, we will reduce the statement to an
assertion about the slice representation. By theorem (6.30), there is a G-
invariant Riemann metric on M . Let S be the normal slice at x. Then S
is again a Riemann manifold, and the compact group Gx acts isometrically
on S. A principal Gx-orbit is the restriction of a principal G-orbit, since
Gx.s is principal means that all orbits in a sufficiently small neighborhood
of Gx.s have the same orbit type as the orbit Gx.s; see (29.7). Therefore,
by (6.16.4), the corresponding orbits in G.U are also of the same type, and
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G.s is principal as well. So there are ‘fewer’ singular G-orbits in G.S than
there are singular Gx-orbits in S. Now coverM with tubular neighborhoods
like G.Sx, and recall that G.Sx/G ∼= Sx/Gx by (6.16.5). This together with
the above argument shows us that it will suffice to prove the statement for
the slice action. Furthermore, as in the proof of theorem (29.15), we can
restrict our considerations to the slice representation. So we have reduced
the statement to the following:

If V is a real, n-dimensional vector space and G a compact Lie group acting
on V , then the set Vsing/G of all singular G-orbits does not locally discon-
nect the orbit space V/G (that is, to every point in V/G the connected
neighborhoods remain connected even after removal of all singular orbits).

We will prove this by induction on the dimension n of V . For n = 1,
i.e., V = R, the only nontrivial choice for G is O(1) ∼= Z2. In this case,
R/G = [0,∞) and Rsing/G = {0}. Clearly, {0} does not locally disconnect
[0,∞), and we can proceed to the general case.

Suppose the assertion is proved for all dimensions smaller than n. Now
for G ⊆ O(n) we consider the induced action on the invariant submanifold
Sn−1. For any x ∈ Sn−1 we can apply the induction hypothesis to the slice
representation Gx → (Norx(G.x)). This implies for the Gx-action on Sx that
Sx/Gx ∼= G.Sx/G is not locally disconnected after removing all its singular
points. As above, we can again cover Sn−1 with tubular neighborhoods like
G.Sx, and we see that all of Sn−1/G is not locally disconnected by its singular
orbits. Now we need to verify that the orbit space of the unit ball Dn is
not locally disconnected by its singular orbits. Since scalar multiplication
is a G-equivariant diffeomorphism, the singular orbits in V (not including
{0}) project radially onto singular orbits in Sn−1. So if we view the ball Dn

as cone over Sn−1 and denote the cone construction by cone(Sn−1), then
Dn

sing = cone(Sn−1
sing ). Furthermore, we have a homeomorphism

cone(Sn−1)/G −→ cone(Sn−1/G), G.[x, t] 7→ [G.x, t],

since G preserves the ‘radius’ t. Therefore

Dn/G = (cone(Sn−1))/G ∼= cone(Sn−1/G),

Dn
sing/G = cone(Sn−1

sing )/G
∼= cone(Sn−1

sing /G).

Since Sn−1
sing /G does not locally disconnect Sn−1/G, we also see that

cone(Sn−1
sing /G)

∼= Dn
sing/G

does not locally disconnect cone(Sn−1/G) ∼= Dn/G. �
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29.17. Corollary. Let M be a connected proper G-manifold; then:

(1) M/G is connected.

(2) M has precisely one principal orbit type.

Proof. (1) Since M is connected and the quotient map π : M → M/G is
continuous, its image M/G is connected as well.

(2) By the theorem (29.16) we have that M/G \ Msing/G = Mreg/G is
connected. On the other hand by (29.7), the orbits of a certain principal
orbit type form an open subset of M/G, in particular of Mreg/G. Therefore
if there were more than one principal orbit type, these orbit types would
partitionMreg/G into disjoint nonempty open subsets contradicting the fact
that Mreg/G is connected. �

29.18. Corollary. Let M be a connected, proper G-manifold of dimension
n and let k be the least number of connected components of all isotropy groups
of dimension m := inf{dimGx|x ∈ M}. Then the following two assertions
are equivalent:

(1) G.x0 is a principal orbit.

(2) The isotropy group Gx0 has dimension m and k connected components.

If furthermore G is connected and simply connected, these conditions are
again equivalent to:

(3) The orbit G.x0 has dimension n −m and for the order of the funda-
mental group we have |π1(G.x0)| = k.

Proof. Recall that we proved the existence of a principal orbit in (29.14)
just by taking a Gx0 as described above. The other direction of the proof
follows from corollary (29.17). Since there is only one principal orbit type,
this must be it.

If moreover G is connected and simply connected, we look at the fibration
Gx0 → G → G/Gx0 = G.x0 and at the following portion of its long exact
homotopy sequence:

0 = π1(G)→ π1(G.x0)→ π0(Gx0)→ π0(G) = 0

from which we see that |π1(G.x0)| = k if and only if the isotropy group Gx0
has k connected components. �

29.19. Theorem ([198]). Let π : G → O(V ) be an orthogonal, real,
finite-dimensional representation of a compact Lie group G. Let ρ1, . . . , ρk ∈
R[V ]G be homogeneous generators for the algebra R[V ]G of invariant poly-
nomials on V . For v ∈ V , let Norv(G.v) := Tv(G.v)

⊥ be the normal space
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to the orbit at v, and let Norv(G.v)
Gv be the subspace of those vectors which

are invariant under the isotropy group Gv.

Then grad ρ1(v), . . . , grad ρk(v) span Norv(G.v)
Gv as a real vector space.

Proof. Clearly each grad ρi(v) ∈ Norv(G.v)
Gv . In the following we will

identify G with its image π(G) ⊆ O(V ). Its Lie algebra is then a subalgebra
of o(V ) and can be realized as a Lie algebra consisting of skew-symmetric
matrices. Let v ∈ V , and let Sv be the normal slice at v which is chosen
so small that the projection of the tubular neighborhood (see (6.18)) pG.v :
G.Sv → G.v from the diagram

G× Sv
q // G×Gv Sv

π //

p

��

G.Sv

pG.v

��
G/Gv

π
∼=

// G.v

has the property that for any w ∈ G.Sv the point pG.v(w) ∈ G.v is the
unique point in the orbit G.v which minimizes the distance between w and
the orbit G.v.

Choose n ∈ Norv(G.v)
Gv so small that x := v + n ∈ Sv. So pG.v(x) = v.

For the isotropy groups we have Gx ⊆ Gv by (6.16.2). But we have also
Gv ⊆ Gv ∩ Gn ⊆ Gx, so that Gv = Gx. Let Sx be the normal slice at
x which we also choose so small that pG.x : G.Sx → G.x has the same
minimizing property as pG.v above, but so large that v ∈ G.Sx (choose n
smaller if necessary). We also have pG.x(v) = x since for the Euclidean
distance in V we have

|v − x| = min
g∈G
|g.v − x| since v = pG.v(x)

= min
g∈G
|h.g.v − h.x| for all h ∈ G

= min
g∈G
|v − g−1.x| by choosing h = g−1.

For w ∈ G.Sx we consider the local, smooth, G-invariant function

dist(w,G.x)2 = dist(w, pG.x(w))
2 = 〈w − pG.x(w), w − pG.x(w)〉

= 〈w,w〉+ 〈pG.x(w), pG.x(w)〉 − 2〈w, pG.x(w)〉
= 〈w,w〉+ 〈x, x〉 − 2〈w, pG.x(w)〉.

Its derivative with respect to w is

(1) d(dist( , G.x)2)(w)y = 2〈w, y〉 − 2〈y, pG.x(w)〉 − 2〈w, dpG.x(w)y〉.
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We shall show below that

(2) 〈v, dpG.x(v)y〉 = 0 for all y ∈ V,
so that the derivative at v is given by

(3) d(dist( , G.x)2)(v)y = 2〈v, y〉− 2〈y, pG.x(v)〉 = 2〈v−x, y〉 = −2〈n, y〉.
Now choose a smooth Gx-invariant function f : Sx → R with compact
support which equals 1 in an open ball around x and extend it smoothly
(see the diagram above, but for Sx) to G.Sx and then to the whole of V .
We assume that f is still equal to 1 in a neighborhood of v. Then g =
f. dist( , G.x)2 is a smooth G-invariant function on V which coincides with
dist( , G.x)2 near v. By the theorem of Schwarz (7.13) there is a smooth
function h ∈ C∞(Rk,R) such that g = h ◦ ρ, where ρ = (ρ1, . . . , ρk) : V →
Rk. Then we have finally by (3)

−2n = grad(dist( , G.x)2)(v) = grad g(v)

= grad(h ◦ ρ)(v) =
k∑

i=1

∂h

∂yi
(ρ(v)) grad ρi(v),

which proves the result.

It remains to check equation (2). Since TvV = Tv(G.v) ⊕ Norv(G.v), the
normal space Norx(G.x) = ker dpG.x(v) is still transversal to Tv(G.v) if n
is small enough; so it remains to show that 〈v, dpG.x(v).X.v〉 = 0 for each
X ∈ g. Since x = pG.x(v), we have |v − x|2 = ming∈G |v − g.x|2, and thus
the derivative of g 7→ 〈v− g.x, v− g.x〉 at e vanishes: For all X ∈ g we have

(4) 0 = 2〈−X.x, v − x〉 = 2〈X.x, x〉 − 2〈X.x, v〉 = 0− 2〈X.x, v〉,
since the action of X on V is skew-symmetric. Now we consider the equation
pG.x(g.v) = g.pG.x(v) and differentiate it with respect to g at e ∈ G in the
direction X ∈ g to obtain in turn

dpG.x(v).X.v = X.pG.x(v) = X.x,

〈v, dpG.x(v).X.v〉 = 〈v,X.x〉 = 0, by (4). �

29.20. Lemma. Let π : G → O(V ) be an orthogonal representation. Let
ω ∈ Ωphor(V )G be an invariant differential form on V which is horizontal in
the sense that iwωx = 0 if w is tangent to the orbit G.x. Let v ∈ V and let

w ∈ TvV be orthogonal to the space Norv(G.v)
G0

v of those orthogonal vectors
which are invariant under the connected component G0

v of the isotropy group
Gv. Then iwωv = 0.

Proof. We consider the orthogonal decomposition

TvV = Tv(G.v)⊕W ⊕Norv(G.v)
G0

v .
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We may assume that w ∈W since iuωv = 0 for u ∈ Tv(G.v).
We claim that each w ∈ W is a linear combination of elements of the form
X.u for u ∈ W and X ∈ gv := ker(dπ( )v). Since G0

v is compact, the
representation spaceW has no fixed point other than zero and is completely
reducible under G0

v and thus also under its Lie algebra gv, and we may
treat each irreducible component separately or assume thatW is irreducible.
Then gv(W ) is an invariant subspace which is not 0. So it agrees with W ,
and the claim follows.

So we may assume that w = X.u for u ∈W . But then

(v + 1
nu,X.u = nX.(v + 1

nu)) ∈ Tv+ 1
n
u(G.(v +

1
nu))

satisfies iX.uωv+u/n = 0 by horizontality and thus we have

iwωv = iX.uωv = lim
n
iX.uωv+u/n = 0. �

29.21. G-manifold with a single orbit type as fiber bundle. Let
(M,γ) be a proper Riemann G-manifold and suppose that M has only one
orbit type (see 6.11), (H). We then want to study the quotient map π :
M → M/G. Let us first consider the orbit space M/G. Choose x ∈ M
and let Sx denote the normal slice at x. Then by (6.16.2) we have Gy ⊆
Gx for all y ∈ Sx. Since Gy must additionally be conjugate to Gx and both
are compact, they must be the same by (6.12). So Gx = Gy and therefore
Gx acts trivially on Sx (this can also be seen as a special case of (29.7)).
From (6.16.5) it follows that π(Sx) ∼= Sx/Gx = Sx, and with (6.18) we
have that G.Sx is isomorphic to G/Gx × Sx. Therefore, for any x ∈ M ,
(π(Sx), exp

−1
x |Sx) can serve as a chart for M/G:

M

π
��

Sx? _oo

π
��

M/G π(Sx)? _oo Sx/Gx.

To make an atlas out of these charts, we have to check whether they are
compatible — which is obvious. By (6.29), M/G is Hausdorff, and therefore
it is a smooth manifold.

Now let us study the smooth submersion π : M → M/G. We want to find
a Riemann metric on M/G which will make π a Riemann submersion.

Claim. For Xx, Yx ∈ Horx(π) = Norx(G.x), the following inner product is
well defined:

γ̄π(x)(TπXx, TπYx) := γx(Xx, Yx).
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Proof. Choose X ′
gx, Y

′
gx ∈ Horgx(π) such that Tπ.X ′

gx = Tπ.Xx and
Tπ.Y ′

gx = Tπ.Yx. Then we see that X ′
gx = T (ℓg)Xx by the following argu-

mentation: Clearly Tπ(X ′
gx−T (ℓg).Xx) = 0, so the differenceX ′

gx−T (ℓg).Xx

is vertical. The map ℓg leaves G.x invariant; consequently, Tℓg maps vertical
vectors to vertical vectors and since it is an isometry, it also maps horizontal
vectors to horizontal vectors. Therefore X ′

gx−T (ℓg).Xx is horizontal as well
as vertical and must be zero.

Now we can conclude, that

γgx(X
′
gx, Y

′
gx) = γgx(T (ℓg)Xx, T (ℓg)Yx) = γx(Xx, Yx). �

So we have found a Riemann metric γ̄ on M/G which makes π a Riemann
submersion.

Let us finally try to understand in which sense π : M → M/G is an as-
sociated bundle. Let x ∈ M be such that Gx = H. By (29.1.4) the set
MH = {x ∈M : g.x = x for all g ∈ H} is a geodesically complete subman-
ifold of M . It is NG(H)-invariant, and the restriction π : MH → M/G is a
smooth submersion since for each y ∈ MH the slice Sy is also contained in
MH . The fiber of π :MH →M/G is a free NG(H)/H-orbit: If π(x) = π(y)
and Gx = H = Gy, then g ∈ NG(H). So π : MH → M/G is a princi-
pal NG(H)/H-bundle, and M is the associated bundle with fiber G/H as
follows:

MH ×G/H
(x,[g]) 7→g.x

((PP
PPP

PPP
PPP

PPP
P

��
MH ×NG(H)/H G/H∼=

//

��

M

��
M/G M/G.

29.22. Another fiber bundle construction. Let M again be a proper
Riemann G-manifold with only one orbit type. Then we can ‘partition’ M
into the totally geodesic submanifolds

MgHg−1
:= {x ∈M : ghg−1.x = x for all h ∈ H}

whereH = Gx0 (x0 ∈M arbitrary) is fixed and g varies. This is not a proper
partitioning in the sense that if g 6= e commutes with H, for instance, then

MgHg−1
= M eHe−1

. We want to find out just which g give the same sets

MgHg−1
.

Claim.

MgHg−1
=Mg′Hg′−1 ⇐⇒ gN(H) = g′N(H)

where N(H) denotes the normalizer of H in G.
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Proof. First let us show the following identity:

N(H) = {g ∈ G : g(MH) ⊆MH}.
(⊆) Let n ∈ N(H) and y ∈MH . Then n.y is H-invariant:

hn.y = nn−1hn.y = n(n−1hn).y = n.y.

(⊇) gMH ⊆ MH implies that hg.y = g.y, or equivalently g−1hg.y = y,
for any y ∈ MH and h ∈ H. Recall at this point that H = Gx0 for
some x0 ∈ M . Therefore, we have g−1hg.x0 = x0 and consequently
g−1hg ∈ Gx0 = H.

Using this characterization for N(H) and the identity

g′{g ∈ G : gMH ⊆MH} = {g ∈ G : gMH ⊆ g′MH},

we can convert the right hand side of our equality, gN(H) = g′N(H), to the
following:

{a ∈ G : aMH ⊆ g.MH} = {a ∈ G : aMH ⊆ g′.MH}.

In particular, this is the case if

g.MH = g′.MH .

In fact, let us show that the two equations are equivalent. Suppose indirectly
that g.y /∈ g′.MH for some y ∈MH . Then a = g has the property a.MH 6⊆
g′.MH , so {a ∈ G : aMH ⊆ g.MH} 6= {a ∈ G : aMH ⊆ g′.MH}.
So far we have shown that gN(H) = g′N(H) ⇔ g.MH = g′.MH . To
complete the proof, it only remains to check whether

MgHg−1
= g.MH .

This is easily done (as well as plausible, since it strongly resembles the ‘dual’
notion Ggx = gGxg

−1):

y ∈MgHg−1 ⇐⇒ ghg−1.y = y for all h ∈ H
⇐⇒ hg−1.y = g−1y for all h ∈ H
⇐⇒ g−1.y ∈MH

⇐⇒ y ∈ gMH . �

Claim. The map π̄ : M → G/N(H) defined by MgHg−1 ∋ x 7→ g.N(H) is
a fiber bundle with typical fiber MH .
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Proof. To prove this, let us consider the following diagram:

G×MH

q
����

ℓ // M

π̃

}}④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④

G×N(H) M
H

ℓ̃

66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠

����
G/N(H).

Here we use the restricted action ℓ : N(H) ×MH → MH to associate to
the principal bundle G → G/N(H) the bundle G[MH , ℓ] = G ×N(H) M

H .

It remains to show that ℓ̃ is a diffeomorphism, since then π̃ has the desired
fiber bundle structure. The map ℓ̃ is smooth, since ℓ̃ ◦ q = ℓ is smooth and
q is a submersion. Now let us show that ℓ̃ is bijective.
(1) ℓ̃ is surjective: Since H is the only orbit type, for every x ∈ M there

is a g ∈ G, such that Gx = gHg−1, which implies x ∈ MgHg−1
= gMH ⊆

ℓ(G×MH). So ℓ is surjective and, by the commutativity of the diagram, so

is ℓ̃.
(2) ℓ̃ is injective: Suppose ℓ(a, x) = a.x = b.y = ℓ(b, y), for some a, b ∈
G, x, y ∈ MH . Then b−1a.x = y ∈ MH implies hb−1a.x = y = b−1a.x
which implies again (b−1a)−1hb−1a.x = x. Since there is only one orbit type
and all isotropy groups are compact, we know that x ∈MH ⇒ H = Gx (by
(6.12)). So (b−1a)−1hb−1a is again in H, and b−1a ∈ N(H). In this case,
q(a, x) = [a, x] = [bb−1a, x] = [b, b−1a.x] = [b, y] = q(b, y).

The inverse map ℓ̃−1 is smooth, since ℓ is a submersion. So ℓ̃ is a diffeomor-
phism and π̄ a fiber bundle with typical fiber MH . �

29.23. Construction for more than one orbit type. Let (H) be one
particular orbit type (H = Gx). To reduce the case at hand to the previous
one, we must partition the points in M into sets with common orbit type:

M(H) := {x ∈M : (Gx) = (H)}.

Claim. For a proper Riemann G-manifold, the space M(H) as defined above
is a smooth G-invariant submanifold.

Proof. The set M(H) is of course G-invariant as a collection of orbits of
a certain type. We only have to prove that it is a smooth submanifold.
Take any x in M(H) (then, without loss, H = Gx), and let Sx be a slice at
x. Consider the tubular neighborhood G.S ∼= G ×H Sx (see (6.18)). Then
the orbits of type (H) in G.S are just those orbits that meet Sx in SHx
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(where SHx shall denote the fixed point set of H in Sx). Or, equivalently,
(G×H Sx)(H) = G×H SHx :

(⊆) [g, s] ∈ (G ×H Sx)(H) ⇒ g.s ∈ G.S(H) ⇒ gHg−1 = Gs ⊆ H ⇒ Gs =

H ⇒ s ∈ SHx ⇒ [g, s] ∈ G×H SHx .

(⊇) [g, s] ∈ G ×H SHx ⇒ s ∈ SHx ⇒ H ⊆ Gs, but since s ∈ Sx, we have
Gs ⊆ Gx = H by (6.16.2); therefore Gs = H and [g, s] ∈ (G×H Sx)(H).

Now, let Sx = expx(Norr(G.x)) be the normal slice at x. That is, r is chosen
so small that expx is a diffeomorphism on Norr(G.x) =: V . Notice that V
is not only diffeomorphic to Sx, but G-equivariantly so, if we let G act on
Norx(G.x) via the slice representation. Since the slice action is orthogonal,
in particular linear, the set of points fixed by the action of H is a linear
subspace of Norx(G.x) and its intersection with V , a “linear” submanifold.
Therefore SHx is also a submanifold of Sx. Now consider the diagram

G× SHx
ℓ //

p

&& &&▲▲
▲▲

▲▲
▲▲

▲▲
M

G×H SHx .

i

::✈✈✈✈✈✈✈✈✈✈

The map i is well defined, injective and smooth, since p is a submersion and
ℓ is smooth. Furthermore, p is open, and so is ℓ. Just consider any open
set of the form U ×W in G × SHx . Then ℓ(U ×W ) is the union of all sets
ℓu(W ) for u ∈ U . Since ℓu is a diffeomorphism, each one of these is open,
so ℓ(U × W ) is open as well. Therefore, i must be open, and so i is an
embedding and G.SH ∼= G×H SHx is an embedded submanifold of M . �

Let (H) be one particular orbit type (H = Gx); then M
H is again a closed,

totally geodesic submanifold of M ; see (29.1.3).

Claim. {x ∈M : Gx = H} is an open submanifold of MH .

For one orbit type, x ∈ MH implied H = Gx, and thus {x ∈ M : Gx =
H} =MH . For more than one orbit type,MH is not necessarily contained in
M(H). Therefore, it is necessary to study {x ∈M : Gx = H} =MH ∩M(H).

Proof. In (29.22) we saw that N(H) is the largest subgroup of G acting on
MH . It induces a proper N(H)/H-action onMH . Now, {x ∈M : Gx = H}
is the set of all points inMH with trivial isotropy group with respect to this
action. So by (29.18) it is simply the set of all regular points. Therefore, by
(29.14), {x ∈M : Gx = H} is an open, dense submanifold of MH . �

Now,M(H) can be turned into a fiber bundle over G/N(H) with typical fiber
{x ∈M : Gx = H} just as before. On the other hand,M(H) is a fiber bundle
overM(H)/G with typical fiber G/H. The partition ofM into submanifolds
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M(H) and that of M/G into the different orbit types is locally finite by
(29.15). So M and M/G are in a sense stratified, and π : M → M/G is a
stratified Riemann submersion (see also [40]).

29.24. Remark. Let M be a connected Riemann G-manifold and (H) the
principal orbit type, then we saw in (29.23) that π : M(H) → M(H)/G is a
Riemann submersion. Now we can prove:

Claim. For x ∈Mreg =M(H) a vector field ξ ∈ Γ(Nor(G.x)) is π-parallel if
and only if ξ is G-equivariant.

Proof. (⇐= ) If ξ(g.x) = Txℓg.ξ(x), then Tg.xπ.ξ(g.x) = Tg.xπ◦Txℓg.ξ(x) =
Txπ.ξ(x) for all g ∈ G. Therefore ξ is π-parallel.

( =⇒ ) The tangent vectors ξ(g.x) and Txℓgξ(x) are both in Norg.x(G.x), and
since ξ is π-parallel, we have Tg.xπ.ξ(g.x) = Txπ.ξ(x) = Tg.xπ ◦ Txℓg.ξ(x).
So ξ(g.x) and Txℓg.ξ(x) both have the same image under Tg.xπ. Because
Tg.xπ restricted to Norg.x(G.x) is an isomorphism, ξ(g.x) = Txℓg.ξ(x). �

30. Polar Actions

In this chapter, let (M,γ) always denote a connected, complete Riemann G-
manifold, and assume that the action of G on M is effective and isometric.

30.1. Lemma. Consider X ∈ g, the Lie algebra of G, ζX , the as-
sociated fundamental vector field to X, and c, a geodesic in M . Then
γ(c′(t), ζX(c(t))) is constant in t.

This is an example of a momentum mapping if we lift the whole situation to
the symplectic manifold T ∗M and identify this with TM via γ. See section
(34).

Proof. Let ∇ be the Levi-Civita covariant derivative on M . Then

∂t.γ(c
′(t), ζX(c(t))) = γ

(
∇∂tc′(t), ζX(c(t))

)
+ γ
(
c′(t),∇∂t(ζX ◦ c)

)
.

Since c is a geodesic, ∇∂tc′(t) = 0, and so is the entire first summand. So it
remains to show that γ

(
c′(t),∇∂t(ζX ◦ c)

)
vanishes as well.

Let s1, . . . , sn be a local orthonormal frame field on an open neighborhood U
of c(t), and let σ1, . . . , σn be the orthonormal coframe. Then γ =

∑
σi⊗σi.

Let us use the notation

ζX |U =:
∑

siX
i,

∇ζX |U =:
∑

Xj
i sj ⊗ σi.

Then we have

∇∂t(ζX ◦ c) =
∑

Xj
i (c(t))sj(c(t))σ

i(c′(t)).
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So

γ
(
c′(t),∇∂t(ζX ◦ c)

)
=
∑

σj(c′(t))σj
(
∇∂t(ζX ◦ c)

)

=
∑

Xj
i (c(t))σ

j(c′(t))σi(c′(t)).

If we now show that Xj
i + Xi

j = 0, then γ(c′(t),∇∂t(ζX ◦ c)) will be zero,
and the proof will be complete. Since the action of G is isometric, ζX is a
Killing vector field; that is, LζXγ = 0. So we have

∑
LζXσi ⊗ σi +

∑
σi ⊗ LζXσi = 0.

Now we must try to express LζXσi in terms of Xj
i . For this, recall the

structure equation: dσk +
∑
ωkj ∧ σj = 0. We have

LζXσi = iζXdσ
i + d(iζXσ

i) = −iζX (
∑

ωij ∧ σj) + d(σi(ζX))

= −iζX
∑

ωij ∧ σj + dXi =
∑

ωij .X
j −

∑
ωij(ζX)σ

j + dXi.

Since

∇ζX |U = ∇(
∑

sjX
j) =

∑
si.ω

i
j .X

j +
∑

si ⊗ dXi =
∑

Xi
jsi ⊗ σj ,

we can replace
∑
ωij .X

j by
∑
Xi
jσ
j − dXi. Therefore,

LζXσi =
∑

(Xi
jσ
j − ωij(ζX)σj) =

∑
(Xi

j − ωij(ζX))σj .
Now, let us insert this into 0 = LζXγ:

0 =
∑
LζXσi ⊗ σi +

∑
σi ⊗ LζXσi

=
∑

(Xi
j − ωij(ζX))σj ⊗ σi +

∑
(Xi

j − ωij(ζX))σi ⊗ σj

=
∑

(Xi
j +Xj

i )σ
j ⊗ σi −

∑
(ωij(ζX) + ωji (ζX))σ

j ⊗ σi

=
∑

(Xi
j +Xj

i )σ
j ⊗ σi − 0

since ω(Y ) is skew-symmetric. This implies Xi
j + Xj

i = 0, and we are
done. �

30.2. Definition. For any x in Mreg we define:

E(x) := expγx(Norx(G.x)) ⊆M,

Ereg(x) := E(x) ∩Mreg.

In a neighborhood of x, E(x) is a manifold; globally, it can intersect itself.

30.3. Lemma. Let x ∈Mreg, then:

(1) g.E(x) = E(g.x) , g.Ereg(x) = Ereg(g.x).
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(2) For Xx ∈ Nor(G.x) the geodesic c : t 7→ exp(t.Xx) is orthogonal to
every orbit it meets.

(3) If G is compact, then E(x) meets every orbit in M .

Proof. (1) This is a direct consequence of (29.1.1):

g. expx(t.X) = expg.x(t.Txℓg.X).

(2) By choice of starting vector Xx, the geodesic c is orthogonal to the orbit
G.x, which it meets at t = 0. Therefore it intersects every orbit it meets
orthogonally, by lemma (30.1).

(3) For arbitrary x, y ∈M , we will prove that E(x) intersects G.y. Since G
is compact, by continuity of ℓy : G → M , the orbit G.y is compact as well.
Therefore we can choose g ∈ G in such a way that dist(x,G.y) = dist(x, g.y).
Let c(t) := expx(t.Xx) be a minimal geodesic connecting x = c(0) with
g.y = c(1). We now have to show that Xx ∈ Norx(G.x): Take a point
p = c(t) on the geodesic very close to g.y — close enough so that expp is
a diffeomorphism into a neighborhood Up of p containing g.y (it shall have
domain V ⊆ TpM). In this situation Gauß’s lemma (23.2) states that all
geodesics through p are orthogonal to the geodesic spheres: expp(k.S

m−1)

(where Sm−1 := {Xp ∈ TpM : γ(Xp, Xp) = 1}, and k > 0 is small enough
for k.Sm−1 ⊆ V to hold). From this it can be concluded that c is orthogonal
to G.y : Take the smallest geodesic sphere around p touching G.y. By the
minimality of c, c must leave the geodesic sphere at a touching point, and by
Gauß’s lemma, it must leave at a right angle to the geodesic sphere. Clearly,
the touching point is just g.y = c(1), and there c also meets G.y at a right
angle. By (2), c encloses a right angle with every other orbit it meets as well.
In particular, c starts orthogonally to G.x. Therefore, Xx is in Norx(G.x),
and g.y = c(1) ∈ E(x). �

30.4. Remark. Let x ∈ M be a regular point and Sx the normal slice at
x. If Sx is orthogonal to every orbit it meets, then so are all g.Sx (g ∈ G
arbitrary). So the submanifolds g.Sx can be considered as leaves of the
horizontal foliation (local solutions of the horizontal distribution — which
has constant rank in a neighborhood of a regular point), and the Riemann
submersion π : Mreg → Mreg/G is integrable. Since this is not always the
case (the horizontal distribution is not generally integrable), it must also be
false, in general, that the normal slice is orthogonal to every orbit it meets.
But it does always meet orbits transversally.

Example. Consider the isometric action of the circle group S1 on C×C (as
real vector spaces) defined by eit.(z1, z2) := (eit.z1, e

it.z2). Then p = (0, 1) is
a regular point: Gp = {1}. The subspace Norp(S1.p) of TpC×C takes on the
following form: Norp(S

1.p) = 〈(1, 0), (i, 0), (0, 1)〉R = C × R. Therefore, we
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get E(0, 1) = {(u, 1 + r) : u ∈ C, r ∈ R}. In particular, y = (1, 1) ∈ E(0, 1),
but S1.y = {(eit, eit) : t ∈ R} is not orthogonal to E(0, 1). Its tangent space,
Ty(S

1.y) = R.(i, i), is not orthogonal to C× R.

30.5. Definition. A connected closed complete submanifold Σ ⊂ M is
called a section for the G-action, and the action is called a polar action if:

(1) Σ meets every orbit, or equivalently, G.Σ =M .

(2) Where Σ meets an orbit, it meets it orthogonally: For x ∈ Σ we have
TxΣ ⊆ Norx(G.x); equivalently, for x ∈ Σ, X ∈ g we have ζX(x) ⊥ TxΣ.

If Σ is a section, then so is g.Σ for all g in G. Since G.Σ = M , there is a
section through every point in M . We say that M admits sections.

The notion of a section was introduced in [216, 217] and in slightly different
form in [189, 190]. The case of linear representations was considered in
[23], [36], and then in [38] where representations admitting sections were
called polar representations (see (30.16)) and where all polar representations
of connected Lie groups were completely classified. Also, [35] considered
Riemann manifolds admitting flat sections. We follow here the notion of
[189].

30.6. Examples. For the standard action of O(n) on Rn the orbits are
spheres, and every line through 0 is a section.

If G is a compact, connected Lie group with bi-invariant metric, then conj :
G × G → G, conjg(h) = ghg−1 is an isometric action on G. The orbits are
just the conjugacy classes of elements.

Proposition. Every maximal torus H of a compact connected Lie group G
is a section.

A torus is a product of circle groups, or equivalently, a compact connected
abelian Lie group; a maximal torus of a compact Lie group is a toral sub-
group which is not properly contained in any larger toral subgroup.

Proof. We check (30.5.1), conj(G).H = G: This states that any g ∈ G can
be found in some subgroup which is conjugate to H, g ∈ aHa−1. This is
equivalent to ga ∈ aH or gaH = aH. So the claim now presents itself as a
fixed point problem: Does the map ℓg : G/H → G/H : aH 7→ gaH have a
fixed point? It is solved in the following way:

The fixed point theorem of Lefschetz [215, 11.6.2, p. 297] says that a
smooth mapping f : M → M from a connected compact manifold to itself
has no fixed point if and only if

dimM∑

i=0

(−1)iTrace(H i(f) : H i(M)→ H i(M)) = 0.
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Since G is connected, ℓg is homotopic to the identity, so

dimG/H∑

i=0

(−1)iTrace(H i(ℓg) : H
i(G/H)→ H i(G/H))

=

dimG/H∑

i=0

(−1)iTrace(H i(Id)) =

dimG/H∑

i=0

(−1)i dimH i(G/H) = χ(G/H),

the Euler characteristic ofG/H. This is given by the following theorem [182,
Sec. 13, Theorem 2, p. 217]: If G is a connected compact Lie group and H
is a connected compact subgroup, then the Euler characteristic χ(G/H) ≥ 0.
Moreover χ(G/H) > 0 if and only if the rank of G equals the rank of H. In
the case when χ(G/H) > 0, then χ(G/H) = |WG|/|WH |, the quotient of the
respective Weyl groups.

Since the Weyl group of a torus is trivial, in our case we have χ(G/H) =
|WG| > 0, and thus there exists a fixed point.

Now we show that (30.5.2) holds, h ∈ H,X ∈ g⇒ ζX(h) ⊥ ThH: We have

ζX(h) = ∂t|0 exp(tX)h exp(−tX) = Teµ
h.X − Teµh.X.

Now choose Y ∈ h. Then we have Teµh.Y ∈ ThH, and

γh(Teµh.Y, Teµ
h.X − Teµh.X) = γe(Y,Ad(h).X −X)

= γe(Y,Ad(h).X)− γe(Y,X)

= γe(Ad(h).Y,Ad(h).X)− γe(Y,X) = 0

by the right, left, and therefore Ad-invariance of γ and by the commutativity
of H. �

30.7. Example. Let G be a compact semisimple Lie group acting on its
Lie algebra by the adjoint action Ad : G × g → g. Then every Cartan
subalgebra h of g is a section.

Proof. Every element of a semisimple Lie algebra g is contained in a Cartan
subalgebra, and any two Cartan subalgebras are conjugated by an element
g ∈ G, since G is compact. This is a consequence of (30.6) above, since the
subgroup in G corresponding to a Cartan subalgebra is a maximal torus.
Thus every AdG-orbit meets the Cartan subalgebra h. It meets orthogonally
with respect to the Cartan-Killing form B: Let H1, H2 ∈ h and X ∈ g.
Then ∂t|0Ad(exp(tX)).H1 = ad(X)H1 is a typical vector tangent to the
orbit through H1 ∈ h, and H2 is tangent to h. Then

B(ad(X)H1, H2) = B([X,H1], H2) = B(X, [H1, H2]) = 0

since h is commutative. �



392 CHAPTER VI. Isometric Group Actions

30.8. Example. In (7.1) we showed that for the O(n)-action on S(n) by
conjugation the space Σ of all diagonal matrices is a section.

Similarly, when the SU(n) act on the Hermitian matrices by conjugation,
the (real) diagonal matrices turn out to be a section.

30.9. Definition. The principal horizontal distribution on a Riemann
G-manifold M is the horizontal distribution on π :Mreg →Mreg/G.

Theorem. If a connected, complete Riemann G-manifold M has a section
Σ, then:

(1) The principal horizontal distribution is integrable.

(2) Every connected component of Σreg is a leaf for the principal horizontal
distribution.

(3) If L is the leaf of Hor(Mreg) through x ∈Mreg, then π|L : L→Mreg/G
is an isometric covering map.

(4) Σ is totally geodesic.

(5) Every regular point x ∈ M is contained in a unique section E(x) =
expγx(Norx(G.x)).

(6) A G-equivariant normal field along a principal orbit is parallel in terms
of the induced covariant derivative ∇Nor.

Proof. (1) The submanifolds g.Σreg of Mreg are integral manifolds to the
horizontal distribution, since they are orthogonal to each orbit and by an
argument of dimension.

(2) is clear. (3) is (26.13.2). (4) follows from (26.13.1).

(5) For x ∈M choose g ∈ G such that g.x ∈ Σ∩G.x; then g−1.Σ is a section
through x. By (2) and (4) we have E(x) ⊆ g−1.Σ. The converse can be
seen as follows: Let y ∈ g−1.Σ and choose a minimal geodesic from x to y.
By the argument given in the proof of (30.3.2) this geodesic is orthogonal
to the orbit through x and thus lies in E(x). So y ∈ E(x).

(6) See (26.19) and recall that by (29.24) a normal field is G-equivariant if
and only if it is π-parallel, where π :M →M/G is the orbit map. �

30.10. Remark. The converse of (30.9.1) is not true. Namely, an integral
manifold of Hor(Mreg) is not, in general, a section.

Example. Consider the Lie group G = S1 × {1}, and let it act on M :=
S1 × S1 by translation. Let ξ = (1, 0) denote the fundamental vector field
of the action, and choose any η ∈ Lie(S1 × S1) = R × R which generates a
1-parameter subgroup c which is dense in S1 × S1 (irrational ascent). Now,
endow S1×S1 with a Riemann metric making ξ and η an orthonormal frame
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field. Any section of M would then have to be a coset of c, and therefore
dense. This contradicts the assumption that a section is a closed embedded
submanifold.

30.11. Example. If (G/H, σ) is a symmetric space, then the totally ge-
odesic connected submanifolds N of G/H through e ∈ G/H correspond
exactly to the linear subspaces

TeN = n ⊆ m := TeG/H ∼= {X ∈ g : σ′(X) = −X}

which fulfill [[n, n], n] ⊆ n; see (28.5.12).

This implies that a locally totally geodesic submanifold of a simply con-
nected symmetric space can be extended uniquely to a complete, totally
geodesic submanifold. Here we mean by locally geodesic submanifold that a
geodesic can leave the submanifold only at its “boundary”. In other words,
the second fundamental form must be zero.

30.12. Corollary. Let M = G/H be a simply connected, complete sym-
metric space, and let K ⊆ G be a Lie subgroup. Then the action of K on
G/H admits sections if and only if Hor(Mreg) is integrable. In particular, if
the principal K-orbits have codimension 1, there exist sections.

30.13. Theorem. Consider any Riemann G-manifold M . Then the fol-
lowing statements are equivalent.

(1) Hor(Mreg) is integrable.

(2) Each G-equivariant normal field along a principal orbit is ∇Nor-parallel.

(3) For x ∈Mreg, S the normal slice at x and X ∈ g and s ∈ S arbitrary,
ζX(s) ⊥ Ts(S).

Proof. The equivalence of (1) and (2) is a direct consequence of (26.19) and
remark (29.24). Furthermore, suppose (1); then there is an integral subman-
ifold H of the horizontal distribution going through x. The submanifold H
is totally geodesic by (26.13.1), and so S = expx(Norr(G.x)) is contained
in H. Therefore, (3) holds: The fundamental vector field ζX is tangent
to the orbit G.s and so it is perpendicular to the horizontal distribution
and to Ts(S). Now if we suppose (3), then S is an integral submanifold of
Hor(Mreg), and (1) holds. �

30.14. Remark. We already saw in (29.10) that NorG.x is a trivial bundle.
Now we even have a parallel global frame field. So the normal bundle to a
regular orbit is flat.
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30.15. Corollary. Consider an orthogonal representation ρ : G → O(V )
Let x ∈ V be any regular point and Σ the linear subspace of V that is orthog-
onal to the orbit through x. Then the following statements are equivalent:

(1) V admits sections.

(2) Σ is a section.

(3) For all y ∈ Σ and X ∈ g we have ζX(y) ⊥ Σ.

Proof. (3) implies that the horizontal bundle is integrable (see (30.13)).
In this case (30.11) implies (1). Also, (1) implies (2) by (30.9.5), and (2)
obviously implies (3). �

30.16. Definition. An orthogonal representation of G is called a polar
representation if it admits sections.

Corollary. Let G ⊂ O(V ) be a polar representation of a compact Lie group,
and let v ∈ V be a regular point. Then

Σ := {w ∈ V : ζg(w) ⊆ ζg(v)}
is the section through v, where ζg(w) := {ζX(w) : X ∈ g} ⊆ V .

Proof. Since ζg(v) = Tv(G.v) and by (30.15), a section through v is given
by Σ′ := ζg(v)

⊥. If z ∈ Σ′, then ζg(z) ⊆ (Σ′)⊥, which in our case implies
that ζg(z) ⊆ ζg(v). So z ∈ Σ.

Conversely, suppose z is a regular point in Σ. Consider the section Σ′′ =
ζg(z)

⊥ through z. Then, since ζg(z) ⊆ ζg(v), we also have that Σ′ = ζg(v)
⊥ ⊆

ζg(z)
⊥ = Σ′′. Therefore Σ′ = Σ′′ and, in particular, z ∈ Σ′. �

30.17. Lemma. Let G ⊂ O(V ) be an orthogonal representation of a
compact Lie group. Then for every v ∈ V the normal space to the orbit

Norv := Norv(G.v) = Tv(G.v)
⊥

meets every orbit.

Proof. Let w ∈ V and consider f : G → R, f(g) = 〈g.w, v〉. Let g0
be a critical point, e.g., a minimum on the compact group G; then 0 =
df(g0).(X.g0) = 〈X.g0.w, v〉 = −〈g0.w,X.v〉 for all X ∈ g. Thus g0.w ∈
Norv(G.v). �

30.18. Lemma. Let G ⊂ O(V ) be an orthogonal representation of a
compact Lie group. For any regular v0 ∈ V the following assertions are
equivalent:

(1) For any v ∈ Vreg there exists g ∈ G with g.Tv(G.v) = Tv0(G.v0).

(2) Norv0(G.v0) = Tv0(G.v0)
⊥ is a section.
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Proof. (1)⇒ (2) Let g ⊂ o(V ) be the Lie algebra of G. Consider the linear
subspace

A := {v ∈ Norv0(G.v0) : 〈g.v,Norv0(G.v0)〉 = 0}
of Norv0(G.v0) ⊂ V . If (2) does not hold, then A ( Norv0(G.v0), and then
dim(G.A) < dim(V ). So there exists w ∈ Vreg \G.A, and by lemma (30.17)
we may assume that w ∈ Norv0(G.v0). By (1) there exists g ∈ G with
g.Norw(G.w) = Norv0(G.v0). This means Norg.w(G.w) = Norv0(G.v0), a
contradiction to g.w /∈ A.
(2) ⇒ (1) For any w ∈ Vreg there exists g ∈ G with g.w ∈ Norv0(G.v0),
by (3.18). But then g.Norw(G.w) = Norg.w(G.w) = Norv0(G.v0), so (1)
holds. �

30.19. Theorem. If G ⊂ O(V ) is a polar representation, then for any
v ∈ V with a section Σ ⊂ Norv(G.v), the isotropy representation Gv ⊂
O(Norv(G.v)) is also polar with the same section Σ ⊂ Norv(G.v).

Conversely, if there exists some v ∈ V such that the isotropy representation
Gv ⊂ O(Norv(G.v)) is polar with section Σ ⊂ Norv(G.v), then also G ⊂
O(V ) is polar with the same section Σ ⊂ V .

Proof. Let G ⊂ O(V ) be polar with section Σ, and let v ∈ Σ and w ∈
Σreg = Σ ∩ Vreg.
Claim. Then V = Σ⊕gv.w⊕g.v is an orthogonal direct sum decomposition.

Namely, we have 〈g.Σ,Σ〉 = 0 so that

〈gv.w, g.v〉 = 〈w, g. gv.v︸︷︷︸
0

〉 − 〈w, [gv, g]︸ ︷︷ ︸
⊂g

.v〉 = 0.

Since w is in Vreg, we have the orthogonal direct sum V = Σ⊕ g.w, so that
dim(V ) = dim(Σ) + dim(g)− dim(gw); and also we have (gv)w = gw. Thus
we get

dim(Σ⊕ gv.w ⊕ g.v) = dim(Σ) + dim(gv)− dim((gv)w) + dim(g)− dim(gv)

= dim(Σ) + dim(gv)− dim(gw) + dim(g)− dim(gv)

= dim(V )

and the claim follows.

But then we see from the claim that Norv = Σ ⊕ gv.w is an orthogonal
decomposition and that (30.18.1) holds, so that Gv ⊂ Norv is polar with
section Σ.

Conversely, if Gv ⊂ Norv is polar with section Σ, we get the orthogonal
decomposition Norv(G.v) = Σ⊕ gv.Σ of Norv(G.v). This implies 〈Σ, g.Σ〉 =
0. By lemma (30.17) we have G.Norv = V . By polarity we have Gv.Σ =
Norv; thus finally G.Σ = V . So G ⊂ O(V ) is polar. �
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30.20. Theorem. Let G be connected and G ⊂ O(V = V1 ⊕ V2) be a polar
reducible representation, which is decomposed as V = V1 ⊕ V2 as G-module.
Then we have:

(1) Both G-modules V1 and V2 are polar, and any section Σ of V is of the
form Σ = Σ1 ⊕ Σ2 for sections Σi in Vi.

(2) Consider the connected subgroups

G1 := {g ∈ G : g|Σ2 = 0}o, G2 := {g ∈ G : g|Σ1 = 0}o.
Then G = G1.G2, and G1 × G2 acts on V = V1 ⊕ V2 componentwise
by (g1, g2)(v1 + v2) = g1.v1 + g2.v2, with the same orbits as G: G.v =
(G1 ×G2).v for any v.

Proof. Let v = v1 + v2 ∈ Σ ∩ Vreg ⊂ V = V1 ⊕ V2. Then V = Σ ⊕ g.v;
thus vi = si +Xi.v for si ∈ Σi and Xi ∈ g. But then si ∈ Σi ∩ Vi =: Σi and
Vi = (Σ ∩ Vi)⊕ g.vi and the assertion (1) follows.

Moreover Norv1 = (g.v1)
⊥ = Σ1 ⊕ V2, and by theorem (30.19) the action of

Gv1 on this space is polar with section Σ1⊕Σ2. Thus we have gv1 = g2 := gΣ1

and gv1 acts only on V2 and vanishes on V1 and we get V2 = Σ2 ⊕ gv1v2 =
Σ2 ⊕ g.v2. Similarly gv2 = g1 := gΣ2 and gv2 acts only on V1 and vanishes
on V2, and V1 = Σ1⊕ gv2v1 = Σ1⊕ g.v1. Thus g = g1+ g2 and consequently
G = G1.G2 = G2.G1 by compactness of Gi. For any g ∈ G we have g =
g1.g2 = g′2.g

′
1 for gi, g

′
i ∈ Gi. For u = u1 + u2 ∈ V1 ⊕ V2 = V we then have

g.(u1 + u2) = g1.g2.u1 + g′2.g
′
1.u2 = g1.u1 + g′2.u2; thus G.u ⊆ (G1 × G2).u.

Since both orbits have the same dimension, G.u is open in (G1×G2).u; since
all groups are compact and connected, the orbits coincide. �

30.21. The generalized Weyl group of a section. Consider a complete
Riemann G-manifold M which admits sections. For any closed subset S of
M we define the largest subgroup of G which induces an action on S:

N(S) := {g ∈ G : ℓg(S) = S}
and the subgroup consisting of all g ∈ G which act trivially on S:

Z(S) := {g ∈ G : ℓg(s) = s, for all s ∈ S}.
Then, since S is closed, N(S) is closed, hence a Lie subgroup of G. The
centralizer Z(S) =

⋂
s∈S Gs is closed as well and is a normal subgroup of

N(S). Therefore, N(S)/Z(S) is a Lie group, and it acts on S effectively.

If we take for S a section Σ, then the above constructed group is called the
generalized Weyl group of Σ and is denoted by

W (Σ) = N(Σ)/Z(Σ).
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For any regular point x ∈ Σ, Gx acts trivially on the normal slice Sx at x
(by (29.7)). Since Σ = expxNorx(G.x) by (30.9.5), Sx is an open subset of
Σ, and we see that Gx acts trivially on all of Σ. So we have Gx ⊆ Z(Σ). On
the other hand, Z(Σ) ⊆ Gx is obvious; therefore

Z(Σ) = Gx for x ∈ Σ ∩Mreg.

Now, since Z(Σ) is a normal subgroup of N(Σ), we have N(Σ) ⊆ N(Gx)
where the second N stands for the normalizer in G. So we have

W (Σ) ⊆ N(Gx)/Gx for x ∈ Σ ∩Mreg.

30.22. Proposition. Let M be a proper Riemann G-manifold and let
Σ be a section; then the associated Weyl group W (Σ) is discrete. If Σ′ is
a different section, then there is an isomorphism W (Σ) → W (Σ′) induced
by an inner automorphism of G. It is uniquely determined up to an inner
automorphism of W (Σ).

Proof. Take a regular point x ∈ Σ and consider the normal slice Sx. Then
Sx ⊆ Σ is open. Therefore, any g in N(Σ) close to the identity element
maps x back into Sx. By (6.15.2), the element g then lies in Gx = Z(Σ). So
Z(Σ) is an open subset of N(Σ), and the quotient W (Σ) is discrete.

If Σ′ is another section, then Σ′ = g.Σ where g ∈ G is uniquely determined
up to N(Σ). Clearly, conjg : G→ G induces isomorphisms

conjg :N(Σ)
∼=−−→ N(Σ′),

Z(Σ)
∼=−−→ Z(Σ′),

and therefore it factors to an isomorphism W (Σ)
∼=−−→W (Σ′). �

30.23. Example. Any finite group is a generalized Weyl group in the
appropriate setting. That is, to an arbitrary finite group W we will now
construct a setting in which it occurs as a Weyl group. Let G be a compact
Lie group and H a closed subgroup such that W ⊆ N(H)/H (this is always
possible since any finite group can be regarded as a subgroup of O(V ) =: G
so we need only choose H = {e}). Next, take a smooth manifold Σ on which
W acts effectively. Consider the inverse image ofW under the quotient map
π : N(H) → N(H)/H, K := π−1(W ). Then the action of W induces a
K-action on Σ as well. The smooth manifold M := G ×K Σ has a left G-
action. Let −B denote the G-invariant Riemann metric on G induced by
the Cartan-Killing form on the semisimple part and any inner product on
the center, and let γΣ be a W -invariant Riemann metric on Σ. Then the
Riemann metric −B × γΣ on G× Σ induces a G-invariant Riemann metric
on the quotient space G×KΣ. With this, G×KΣ is a Riemann G-manifold,
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and if q : G×Σ→ G×K Σ is the quotient map, then q({e}×Σ) ∼= Σ meets
every G-orbit orthogonally. So it is a section. The largest subgroup of G
acting on Σ is K and the largest one acting trivially on Σ is H. Therefore,
W (Σ) = K/H =W is the Weyl group associated to the section Σ.

30.24. Theorem. Let M be a proper Riemann G-manifold with sections.
Then, for any x ∈M , the slice representation Gx → O(Norx(G.x)) is a polar
representation. If Σ is a section through x in M , then TxΣ is a section in
Norx(G.x) for the slice representation. Furthermore,

W (TxΣ) =W (Σ)x.

Proof. Clearly TxΣ ⊆ Norx(G.x). We begin by showing that it has the
right codimension. Take a ξ ∈ Norx(G.x) close to 0x; then (Gx)ξ = Gy for
y = expγx ξ, since expx is a Gx-equivariant diffeomorphism in a neighborhood
of 0x. So Gx.ξ ∼= Gx/(Gx)ξ = Gx/Gy. Let us now calculate the codimension
of Gx.ξ in Norx(G.x):

dim(Norx(G.x))− dim(Gx.ξ) = dim(Norx(G.x))− dim(Gx) + dim(Gy)

= dim(Norx(G.x)) + dim(G/Gx)︸ ︷︷ ︸
=dimM

− (dimG− dim(Gy))︸ ︷︷ ︸
=dimG/Gy

= codimM (G.y).

Since regular points form a dense subset, we can choose ξ ∈ TxΣ regular by
assuming that y = expγx(X) is regular in Σ. Then y is regular as well and
we get

codimNorx(G.x)(Gx.ξ) = codimM (G.y) = dimΣ = dim(TxΣ).

So TxΣ is a linear subspace of NorxG.x with the right codimension for a
section. Therefore, if we show that TxΣ is orthogonal to each orbit it meets,
then it is already the entire orthogonal complement of a regular orbit, and
by corollary (30.15), we know that it meets every orbit.

Denote the G-action on M by ℓ : G → Isom(M). If ξ ∈ TxΣ is arbitrary,
then it remains to prove that for all η ∈ TxΣ and X ∈ gx:

γx(η, ζ
Tℓ|Gx
X (ξ)) = 0.

To do this, choose a smooth 1-parameter family η(t) ∈ Texp(tξ)Σ such that
η(0) = η and ∇∂tη = 0. Since Σ is a section in M , we know for each single
t that

γexp(tξ)(ζ
ℓ
X(exp

γ(tξ)), η(t)) = 0.

If we differentiate this equation, we get

0 = ∂s|0γ(ζℓX
(
expγ(sξ)), η(s)

)
= γ

(
∇∂sζℓX(expγ(sξ)), η(0)

)
.
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So it remains to show that ∇∂sζℓX(expγ(sξ)) is the fundamental vector field
of X at ξ for the slice representation:

∇∂sζℓX(expγ(sξ)) = ∇ξζℓX = K ◦ TζℓX .ξ
= K ◦ T (∂t|0ℓexpG(tX)).∂s|0 expγx(sξ)
= K.∂s|0.∂t|0ℓexpG(tX)(exp

γ
x(sξ))

= K.κM .∂t|0.∂s|0ℓexpG(tX)(exp
γ
x(sξ))

= K.κM .∂t|0.T (ℓexpG(tX))(ξ).

Here, K denotes the connector and κM the canonical flip between the two
structures of TTM , and we use the identity K ◦ κ = K, which is a conse-
quence of the symmetry of the Levi-Civita connection. The argument of K
in the last expression is vertical already since X ∈ gx. Therefore we can
replace K by the vertical projection and get

∇∂sζℓX(expγ(sξ)) = vpr ∂t|0Tx(ℓexpG(tX)).ξ = ζ
T2ℓ|Gx
X (ξ).

So ζ
T2ℓ|Gx
X (ξ) intersects TxΣ orthogonally, and therefore TxΣ is a section.

Now consider NGx(Tx(Σ)) = {g ∈ Gx : Tx(ℓg).TxΣ = TxΣ}. Clearly,
NG(Σ)∩Gx ⊆ NGx(Tx(Σ)). On the other hand, any g ∈ NGx(Tx(Σ)) leaves
Σ invariant as the following argument shows.

For any regular y ∈ Σ we have Σ = expy Nor(G.y). Therefore x = expy η
for a suitable η ∈ TyΣ, and conversely, y can be written as y = expx ξ for
ξ = −∂t|1 expy(tη) ∈ TxΣ. Now g.y = g. expx ξ = expx Txℓg.ξ lies in Σ, since
Txℓg.ξ lies in TxΣ. So g maps all regular points in Σ back into Σ. Since
these form a dense subset and since ℓg is continuous, we get g ∈ NG(Σ).

We have now shown that

NGx(TxΣ) = NG(Σ) ∩Gx.
Analogous arguments used on ZGx(TxΣ) give

ZGx(TxΣ) = ZG(Σ),

and we see that

WGx(TxΣ) = (N(Σ) ∩Gx)/Z(Σ) =W (Σ)x. �

30.25. Corollary. Let M be a Riemann G-manifold admitting sections
and let x ∈M . Then for any section Σ through x we have

Norx(G.x)
G0

x ⊆ TxΣ,
where G0

x is the connected component of the isotropy group Gx at x.

Proof. By theorem (30.24) the tangent space TxΣ is a section for the slice
representation Gx → O(Norx(G.x)). Let ξ ∈ TxΣ be a regular vector for the
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slice representation. By corollary (30.16) we have TxΣ = {η ∈ Norx(G.x) :

ζgx(η) ⊂ ζgx(ξ)}. Since Norx(G.x)
G0

x consists of all η in Norx(G.x) with
ζgx(η) = 0, the result follows. �

30.26. Corollary. Let M be a proper Riemann G-manifold admitting
sections and let x ∈M . Then Gx acts transitively on the set of all sections
through x.

Proof. Consider two arbitrary sections Σ1 and Σ2 through x and a normal
slice Sx at x. By theorem (30.24), TxΣ2 is a section for the slice representa-
tion. Since expx can be restricted to a Gx-equivariant diffeomorphism onto
Sx, Σ2∩Sx is a section for the Gx-action on Sx. Next, choose a regular point
y ∈ Σ1 ∩ Sx. Its Gx-orbit meets the section Σ2 ∩ Sx, that is, we can find a
g ∈ Gx such that g.y ∈ Σ2. Now Σ2 and g.Σ1 are both sections containing
the regular point g.y. Therefore they are equal. �

30.27. Corollary. Let M be a proper G-manifold with sections, let Σ be a
section of M and let x ∈ Σ. Then

G.x ∩ Σ =W (Σ).x.

Proof. The inclusion (⊇) is clear. Now we have

y ∈ G.x ∩ Σ ⇐⇒ y = g.x ∈ Σ for some g ∈ G.
Take this g and consider the section Σ′ := g.Σ. Then Σ and Σ′ are both
sections through y, and by (30.26) there is a g′ ∈ Gy which carries Σ′ back
into Σ. Now g′g.Σ = Σ, that is, g′g ∈ N(Σ), and g′g.x = g′.y = y. So
y ∈ N(Σ).x =W (Σ).x. �

30.28. Corollary. If M is a proper G-manifold with section Σ, then the
inclusion of Σ into M induces a homeomorphism j between the orbit spaces:

Σ
i //

πΣ
����

M

πM
����

Σ/W (Σ)
j // M/G

(but it does not necessarily preserve orbit types; see remark (6.17)).

Proof. By the preceding corollary there is a one to one correspondence
between the G-orbits in M and the W (G)-orbits in Σ, so j is well defined
and bijective. Since j ◦ πΣ = πM ◦ i and πΣ is open, j is continuous.

Consider any open set U ⊆ Σ/W (Σ). We now have to show that

π−1
M j(U) = G.π−1

Σ (U)
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is an open subset of M (since then j(U) is open and j−1 is continuous).
Take any x ∈ π−1

M j(U). We assume x ∈ Σ (otherwise it can be replaced by

a suitable g.x ∈ Σ). So x ∈ π−1
Σ (U). Let Sx be a normal slice at x; then

Σ ∩ Sx is a submanifold of Sx of dimension dimΣ. In Sx, x has arbitrarily
small Gx-invariant neighborhoods, since the slice action is orthogonal and
Sx is G-equivariantly diffeomorphic to an open ball in Norx(G.x). Let Vx be
such an open neighborhood of x, small enough for Vx ∩Σ to be contained in
π−1
Σ (U). Then Vx is again a slice; therefore G.Vx is open in M by (6.15.3).

Now we have to check whether G.Vx is really a subset of π−1
M j(U). Using

corollary (30.26), we get

G.(Vx ∩ Σ) = G.Gx(Vx ∩ Σ) = G.(Vx ∩Gx.Σ) = G.Vx.

Therefore, G.Vx ⊆ G.π−1
Σ (U) = π−1

M j(U) where it is an open neighborhood

of x. So π−1
M j(U) is an open subset of M , j(U) is open in M/G, and j−1 is

continuous. �

30.29. Corollary. Let M be a proper Riemann G-manifold and Σ ⊆ M
a section with Weyl group W . Then the inclusion i : Σ →֒ M induces an
isomorphism

C0(M)G
i∗−−−→ C0(Σ)W .

Proof. By corollary (30.27) we see that every f ∈ C0(Σ)W has a unique

G-equivariant extension f̃ onto V . If we consider once more the diagram

Σ
i //

πΣ
����

M

πM
����

Σ/W (Σ)
j // M/G,

we see that f factors over πΣ to a map f ′ ∈ C0(Σ/W (Σ)), and since j is a

homeomorphism by (30.28), we get for the G-invariant extension f̃ of f :

f̃ = f ′ ◦ j−1 ◦ πM ∈ C0(M)G. �

30.30. Theorem ([189, 4.12] or [220, theorem D]). Let G → GL(V )
be a polar representation of a compact Lie group G, with section Σ and
generalized Weyl group W =W (Σ).

Then the algebra R[V ]G of G-invariant polynomials on V is isomorphic to
the algebra R[Σ]W of W -invariant polynomials on the section Σ, via the
restriction mapping f 7→ f |Σ.
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Remark. This seemingly very algebraic theorem is actually a consequence
of the geometry of the orbits. This already becomes evident in the case of a
degree 1 homogeneous polynomial. To see that the G-invariant extension of
p ∈ B[Σ]W1 to V is again a polynomial (and again of degree 1), we we must
assume the following convexity result of Terng.

Under the conditions of the theorem, for every regular orbit G.x the orthog-
onal projection onto Σ, pr(G.x), is contained in the convex hull of G.x ∩ Σ
(this is a finite subset of Σ by (30.27) since G is compact and W (Σ) is
discrete).

Let us make this assumption. Denote by p̃ the unique G-invariant extension
of p; then clearly p̃ is homogeneous. Now, notice that for any orbit G.x, p is
constant on the convex hull of G.x ∩ Σ =: {g1.x, g2.x, . . . , gk.x}. Just take
any s =

∑
λigi.x with

∑
λi = 1; then

p(s) =
∑

λip(gi.x) = p(g1.x)
∑

λi = p(g1.x).

With this and with our assumption we can show that for regular points
u, v ∈ M , p̃(u + v) = p̃(u) + p̃(v). Suppose without loss of generality that
u+ v ∈ Σ; then

p(u+ v) = p(pr(u) + pr(v)) = p(pr(u)) + p(pr(v)).

At this point, the convexity theorem asserts that pr(u) and pr(v) can be
written as convex combinations of elements of G.u∩Σ and G.v ∩Σ, respec-
tively. If we fix an arbitrary gu (resp. gv) in G such that gu.u (resp. gv.v)
lie in Σ, then by the above argument we get

p(pr(u)) = p(gu.u) and p(pr(v)) = p(gv.v).

So we have

p(u+ v) = p(gu.u) + p(gv.v) = p̃(u) + p̃(v),

and p̃ is linear on Vreg. Since the regular points are a dense subset of V and
since p̃ is continuous by (30.29), p̃ is linear altogether.

A proof of the convexity theorem can be found in [219] or again in [190, pp.
168–170]. For a proof of theorem (30.30) we refer to [220]. In both sources
the assertions are shown for the more general case where the principal orbits
are replaced by isoparametric submanifolds (i.e., submanifolds of a space
form with flat normal bundle and whose principal curvatures along any
parallel normal field are constant; compare (29.12) and (30.14)). To any
isoparametric submanifold there is a singular foliation which generalizes the
orbit foliation of a polar action but retains many of its fascinating properties.

In connection with the example we studied in (7.1), the convexity theorem
from above yields the following classical result of [203]:
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Let M ⊆ S(n) be the subset of all symmetric matrices with fixed distinct
eigenvalues a1, . . . , an and pr : S(n)→ Rn defined by

pr(xij) := (x11, x22, . . . , xnn);

then pr(M) is contained in the convex hull of the permutation group orbit
Sn.a through a = (a1, . . . , an).

30.31. Theorem. Let M be a proper Riemann G-manifold with section Σ
and Weyl group W . Then the inclusion i : Σ →֒M induces an isomorphism

C∞(M)G
i∗−−−→ C∞(Σ)W (Σ).

Proof. Clearly f ∈ C∞(M)G implies i∗f ∈ C∞(Σ)W . By (30.29) we know

that every f ∈ C∞(Σ)W has a unique continuous G-invariant extension f̃ .

We now have to show that f̃ ∈ C∞(M)G.

Let us take an x ∈ M and show that f̃ is smooth at x. Actually, we can
assume x ∈ Σ, because if f̃ is smooth at x, then f̃ ◦ ℓg−1 is smooth at g.x,

so f̃ is smooth at g.x as well. Now let Sx denote a normal slice at x. Then
we have

G.Sx

##❍
❍❍

❍❍
❍❍

❍❍
G×Gx Sx

Ioo

yysss
ss
ss
ss
s

f̃◦I $$■
■■

■■
■■

■■
■

G× Sx
qoooo

f̃ |Sx◦pr2{{①①
①①
①①
①①
①

G/Gx R.

Since in the above diagram I is an isomorphism and q a submersion, it is
sufficient to show that f̃ |Sx◦pr2, or equivalently, that f̃ |Sx is smooth at x. Let
B ⊆ TxSx be a ball around 0x such that B ∼= Sx and TxΣ∩B ∼= Σ∩Sx. Then,
by theorem (30.24), the Gx-action on Sx is basically a polar representation
(up to diffeomorphism). So it remains to show the following:

Claim. If Σ is a section of a polar representation Gx → O(V ) with Weyl
group Wx and f is a smooth Wx-invariant function on Σ, then f extends to
a smooth Gx-invariant function f̃ on V .

In order to show this, let ρ1, . . . , ρk be a system of homogeneous Hilbert
generators for R[Σ]Wx . Then, by Schwarz’s theorem (7.13), there is an
f ′ ∈ C∞(Rk) such that f = f ′ ◦ (ρ1, . . . , ρk). By theorem (30.30), each ρi
extends to a polynomial ρ̃i ∈ R[V ]Gx . Therefore we get that

f̃ := f ′ ◦ (ρ̃1, . . . , ρ̃k) : V → R

is a smooth Gx-invariant extension of f . �
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30.32. Basic differential forms. Our next aim is to show that pull-
back along the embedding Σ → M induces an isomorphism Ωphor(M)G ∼=
Ωp(Σ)W (Σ) for each p, where a differential form ω on M is called horizontal
if it kills each vector tangent to some orbit. For each point x in M , the slice
representation of the isotropy group Gx on the normal space Tx(G.x)

⊥ to
the tangent space to the orbit through x is a polar representation. The first
step is to show that the result holds for polar representations. This is done
in theorem (30.40). The method used there is inspired by [212]. Then the
general result is proven, following [154, 156].

As usual, for a Lie group G we denote by g its Lie algebra, the multiplication
by µ : G × G → G; for g ∈ G let µg, µ

g : G → G denote the left and right
translation. Let ℓ : G ×M → M be a left action of the Lie group G on
a smooth manifold M . We consider the partial mappings ℓg : M → M
for g ∈ G and ℓx : G → M for x ∈ M and the fundamental vector field
mapping ζ : g → X(M) given by ζX(x) = Te(ℓ

x)X. Since ℓ is a left action,
the negative −ζ is a Lie algebra homomorphism.

A differential form ϕ ∈ Ωp(M) is called G-invariant if (ℓg)
∗ϕ = ϕ for all

g ∈ G and horizontal if ϕ kills each vector tangent to a G-orbit: iζXϕ = 0 for

all X ∈ g. We denote by Ωphor(M)G the space of all horizontal G-invariant
p-forms on M . They are also called basic forms.

30.33. Lemma. Under the exterior differential, the space Ωhor(M)G of
basic forms is a subcomplex of Ω(M).

The cohomology of the complex (Ωhor(M)G, d) is called the basic cohomology
of the G-manifold M .

Proof. If ϕ ∈ Ωhor(M)G, then the exterior derivative dϕ is clearly G-
invariant. For X ∈ g we have

iζXdϕ = iζXdϕ+ diζXϕ = LζXϕ = 0,

so dϕ is also horizontal. �

30.34. Lemma. Let f , g : M → N be smooth G-equivariant mappings
between G-manifolds which are G-equivariantly C∞-homotopic: R ×M is
again a G-manifold (with the action on M only), and there exists a G-equi-
variant h ∈ C∞(R×M,N) with h(0, x) = f(x) and h(1, x) = g(x).

Then f and g induce the same mapping in basic cohomology:

f∗ = g∗ : Hbasic(N)→ Hbasic(M).

Proof. We recall the proof of (11.4) where we showed this without G. For
ω ∈ Ωkhor(N)G we have h∗ω ∈ Ωkhor(R ×M)G since h is equivariant. The
insertion operator inst : M → R × M , given by inst(x) = (t, x), is also
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equivariant. The integral operator I10 (ϕ) :=
∫ 1
0 ins∗t ϕdt commutes with the

insertion of fundamental vector fields and with the G-action, so it induces
an operator I10 : Ωkhor(R ×M)G → Ωkhor(M)G. Let T := ∂

∂t ∈ X(R ×M)

be the unit vector field in direction R. Thus the homotopy operator h̄ :=
I10 ◦ iT ◦ h∗ : Ωkhor(N)G → Ωk−1

hor (M)G is well defined, and from the proof of
(11.4) we conclude that it still satisfies

g∗ − f∗ = (h ◦ ins1)∗ − (h ◦ ins0)∗

= (ins∗1− ins∗0) ◦ h∗

= (d ◦ I10 ◦ iT + I10 ◦ iT ◦ d) ◦ h∗

= d ◦ h̄− h̄ ◦ d,

which implies the desired result since for ω ∈ Ωkhor(M)G with dω = 0 we
have g∗ω − f∗ω = h̄dω + dh̄ω = dh̄ω. �

30.35. Basic lemma of Poincaré ([111]). Let ℓ : G ×M → M be a
proper G-manifold. For k > 0 let ω ∈ Ωkhor(M)G be a basic k-form on M
with dω = 0 in a G-invariant neighborhood of an orbit G.x. Then there
exists a basic form ϕ ∈ Ωk−1

hor (M)G such that dω = ϕ in a G-invariant
neighborhood of G.x.

Proof. By (6.30) we may assume that M is a Riemann G-manifold. Let Sx
be a slice with center x which is diffeomorphic to a small ball in Tx(G.x)

⊥ ⊂
TxM and thus contractible.

We denote again by ℓ : Gx × Sx → Sx the induced action of the isotropy
group Gx on the slice. Then dω = 0 on the G-invariant neighborhood G.Sx
which is G-equivariantly diffeomorphic to the associated bundle G ×Gx Sx
by (6.18). The quotient mapping

q : G× Sx → G×Gx Sx

is the projection of a principal Gx bundle by (18.7.3) for the right action
Rh(g, y) = (gh, h−1.y), and it is equivariant for the left G-action (acting on
G alone). Thus q∗ω is still G-horizontal and G-invariant on G × Sx and
thus q∗ω is of the form prSx

α for a unique form α on Sx. Moreover q∗ω is
also horizontal and invariant for the right Gx-action by (19.14). So α is a
Gx-basic form on Sx.

Now Sx is Gx-equivariantly diffeomorphic to a ball in a vector space where
Gx acts linearly and isometrically. This ball is Gx-equivariantly contractible
to 0 via v → r.v, r ∈ [0, 1]. Thus the basic cohomology of Hk

basic(Sx)

vanishes for k > 0, and there exists a Gx-basic form β ∈ Ωk−1
hor (Sx)

Gx with
dβ = α. Then pr∗Sx

β is Gx-basic and G-basic on G × Sx, so it induces a

form ϕ ∈ Ωk−1
hor (G×Gx Sx)

G which satisfies dψ = ω. �
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30.36. Theorem. For a proper G-manifold M the basic cohomology
H∗

basic(M) coincides with the real cohomology of the Hausdorff orbit space

M/G in the sense of Čech or in the sense of singular cohomology.

Sketch of proof. On the category of proper G-manifolds and smooth
G-equivariant mappings the basic cohomology satisfies the axioms for coho-
mology listed in (11.11). We proved all but the Mayer-Vietoris property, for
which the proof (11.10) applies without any change. Pushing these proper-
ties down to the orbit spaces, they suffice to prove that basic cohomology
equals singular or Čech cohomology of the orbit space with real coefficients,
via the abstract theorem of de Rham in sheaf theory. �

30.37. Theorem ([154, 156]). Let M × G → M be a proper isometric
right action of a Lie group G on a smooth Riemann manifold M , which
admits a section Σ.

Then the restriction of differential forms induces an isomorphism

Ωphor(M)G
∼=−−→ Ωp(Σ)W (Σ)

between the space of horizontal G-invariant differential forms on M and the
space of all differential forms on Σ which are invariant under the action of
the generalized Weyl group W (Σ) of the section Σ.

Proof of injectivity in (30.37). Let i : Σ→M be the embedding of the

section. It clearly induces a linear mapping i∗ : Ωphor(M)G → Ωp(Σ)W (Σ)

which is injective by the following argument: Let ω ∈ Ωphor(M)G with i∗ω =
0. For x ∈ Σ we have iXωx = 0 for X ∈ TxΣ since i∗ω = 0 and also for
X ∈ Tx(G.x) since ω is horizontal. Let x ∈ Σ ∩Mreg be a regular point;

then TxΣ = (Tx(G.x))
⊥ and so ωx = 0. This holds along the whole orbit

through x since ω is G-invariant. Thus ω|Mreg = 0, and since Mreg is dense
in M , ω = 0. �

So it remains to show that i∗ is surjective. This will be done in (30.44)
below.

30.38. Lemma. Let ℓ ∈ V ∗ be a linear functional on a finite-dimensional
vector space V , and let f ∈ C∞(V,R) be a smooth function which vanishes
on the kernel of ℓ, so that f |ℓ−1(0) = 0. Then there is a unique smooth
function g such that f = ℓ.g.

Proof. Choose coordinates x1, . . . , xn on V such that ℓ = x1. Then we have
f(0, x2, . . . , xn) = 0 and therefore

f(x1, . . . , xn) =

∫ 1

0
∂1f(tx

1, x2, . . . , xn)dt.x1 = g(x1, . . . , xn).x1. �
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30.39. Question. Let G → GL(V ) be a representation of a compact Lie
group in a finite-dimensional vector space V . Let

ρ = (ρ1, . . . , ρm) : V → Rm

be the polynomial mapping whose components ρi are a minimal set of homo-
geneous generators for the algebra R[V ]G of invariant polynomials.

We consider the pullback homomorphism ρ∗ : Ωp(Rm) → Ωp(V ). Is it sur-
jective onto the space Ωphor(V )G of G-invariant horizontal smooth p-forms
on V ?

See remark (30.41) for a class of representations where the answer is yes.

In general the answer is no. A counterexample is the following: Let the
cyclic group Zn = Z/nZ of order n, viewed as the group of n-th roots of
unity, act on C = R2 by complex multiplication. A generating system of
polynomials consists of ρ1 = |z|2, ρ2 = Re(zn), ρ3 = Im(zn). But then each
dρi vanishes at 0 and there is no chance of having the horizontal invariant
volume form dx ∧ dy in ρ∗Ω(R3).

30.40. Theorem ([154, 156]). Let G→ GL(V ) be a polar representation
of a compact Lie group G, with section Σ and generalized Weyl group W =
W (Σ). Then the pullback to Σ of differential forms induces an isomorphism

Ωphor(V )G
∼=−−→ Ωp(Σ)W (Σ).

According to [38, remark after proposition 6], for any polar representation
of a connected Lie group the generalized Weyl group W (Σ) is a reflection
group. This theorem is true for polynomial differential forms and also for
real analytic differential forms, by essentially the same proof.

Proof. Let i : Σ → V be the embedding. It is proved in (30.37) that the

restriction i∗ : Ωphor(V )G → Ωp(Σ)W (G) is injective, so it remains to prove
surjectivity.

Let us first suppose that W =W (Σ) is generated by reflections (a reflection
group or Coxeter group). Let ρ1, . . . , ρn be a minimal set of homogeneous
generators of the algebra R[Σ]W of W -invariant polynomials on Σ. Then
this is a set of algebraically independent polynomials, n = dimΣ, and their
degrees d1, . . . , dn are uniquely determined up to order. We even have (see
[95])

(1) d1 . . . dn = |W |, the order of W ,

(2) d1 + · · ·+ dn = n+N , where N is the number of reflections in W ,

(3)
∏n
i=1(1 + (di − 1)t) = a0 + a1t+ · · ·+ ant

n, where ai is the number of
elements in W whose fixed point set has dimension n− i.
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Let us consider the mapping ρ = (ρ1, . . . , ρn) : Σ → Rn and its Jacobian
J(x) = det(dρ(x)). Let x1, . . . , xn be coordinate functions in Σ. Then for
each σ ∈W we have

J.dx1 ∧ · · · ∧ dxn = dρ1 ∧ · · · ∧ dρn = σ∗(dρ1 ∧ · · · ∧ dρn)
= (J ◦ σ)σ∗(dx1 ∧ · · · ∧ dxn)
= (J ◦ σ) det(σ)(dx1 ∧ · · · ∧ dxn),

J ◦ σ = det(σ−1)J.(4)

If J(x) 6= 0, then in a neighborhood of x the mapping ρ is a diffeomorphism
by the inverse function theorem, so that the 1-forms dρ1, . . . , dρn are a local
coframe there. Since the generators ρ1, . . . , ρn are algebraically independent
over R, J 6= 0. Since J is a polynomial of degree (d1−1)+ · · ·+(dn−1) = N
(see (2)), the set U = Σ \ J−1(0) is open and dense in Σ, and dρ1, . . . , dρn
form a coframe on U .

Now let (σα)α=1,...,N be the set of reflections in W , with reflection hyper-
planes Hα. Let ℓα ∈ Σ∗ be a linear functional with Hα = ℓ−1(0). If x ∈ Hα,
we have J(x) = det(σα)J(σα.x) = −J(x), so that J |Hα = 0 for each α, and
by lemma (30.38) we have

(5) J = c.ℓ1 . . . ℓN .

Since J is a polynomial of degree N , c must be a constant. Repeating the
last argument for an arbitrary function g and using (5), we get:

(6) If g ∈ C∞(Σ,R) satisfies g ◦ σ = det(σ−1)g for each σ ∈ W , we have
g = J.h for h ∈ C∞(Σ,R)W .

(7) Claim. Let ω ∈ Ωp(Σ)W . Then we have

ω =
∑

j1<···<jp
ωj1...jpdρj1 ∧ · · · ∧ dρjp ,

where ωj1...jp ∈ C∞(Σ,R)W .

Since dρ1, . . . , dρn form a coframe on the W -invariant dense open set U =
{x : J(x) 6= 0}, we have

ω|U =
∑

j1<···<jp
gj1...jpdρj1 |U ∧ · · · ∧ dρjp |U

for gj1...jp ∈ C∞(U,R). Since ω and all dρi are W -invariant, we may replace
gj1...jp by

1
|W |

∑

σ∈W
gj1...jp ◦ σ ∈ C∞(U,R)W ,

or assume without loss that gj1...jp ∈ C∞(U,R)W .
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Let us choose now a form index i1 < · · · < ip with

{ip+1 < · · · < in} = {1, . . . , n} \ {i1 < · · · < ip}.

Then for some sign ε = ±1 we have

ω|U ∧ dρip+1 ∧ · · · ∧ dρin = ε.gi1...ip .dρ1 ∧ · · · ∧ dρn
= ε.gi1...ip .J.dx

1 ∧ · · · ∧ dxn,
ω ∧ dρip+1 ∧ · · · ∧ dρin = ε.ki1...ipdx

1 ∧ · · · ∧ dxn(8)

for a function ki1...ip ∈ C∞(Σ,R). Thus

(9) ki1...ip |U = gi1...ip .J |U.

Since ω and all dρi areW -invariant, by (8) we get ki1...ip ◦σ = det(σ−1)ki1...ip
for each σ ∈ W . But then by (6) we have ki1...ip = ωi1...ip .J for unique

ωi1...ip ∈ C∞(Σ,R)W , and (9) then implies ωi1...ip |U = gi1...ip , so that the
claim (7) follows since U is dense.

Now we may finish the proof of the theorem in the case where W = W (Σ)
is a reflection group. Let i : Σ → V be the embedding. By theorem
(30.30) the algebra R[V ]G of G-invariant polynomials on V is isomorphic
to the algebra R[Σ]W of W -invariant polynomials on the section Σ, via
the restriction mapping i∗. Choose polynomials ρ̃1, . . . , ρ̃n ∈ R[V ]G with
ρ̃i ◦ i = ρi for all i. Put ρ̃ = (ρ̃1, . . . , ρ̃n) : V → Rn. In the setting of
claim (7), use Schwarz’s theorem (7.13) to find hi1,...,ip ∈ C∞(Rn,R) with
hi1,...,ip ◦ ρ = ωi1,...,ip and consider

ω̃ =
∑

j1<···<jp
(hj1...jp ◦ ρ̃)dρ̃j1 ∧ · · · ∧ dρ̃jp ,

which is in Ωphor(V )G and satisfies i∗ω̃ = ω.

Thus the mapping i∗ : Ωphor(V )G → Ωphor(Σ)
W is surjective in the case where

W =W (Σ) is a reflection group.

Now we treat the general case. Let G0 be the connected component of G.
From (30.15.3) one concludes: A subspace Σ of V is a section for G if and
only if it is a section for G0. Thus ρ is a polar representation for G if and
only if it is a polar representation for G0.

The generalized Weyl groups of Σ with respect to G and to G0 are related
by

W (G0) = NG0(Σ)/ZG0(Σ) ⊂W (G) = NG(Σ)/ZG(Σ),

since ZG(Σ) ∩NG0(Σ) = ZG0(Σ).

Let ω ∈ Ωp(Σ)W (G) ⊂ Ωp(Σ)W (G0). Since G0 is connected, the generalized
Weyl group W (G0) is generated by reflections (a Coxeter group) by [38,
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remark after proposition 6]. Thus by the first part of the proof

i∗ : Ωphor(V )G0
∼=−−→ Ωp(Σ)W (G0)

is an isomorphism, and we get ϕ ∈ Ωphor(M)G0 with i∗ϕ = ω. Let us consider

ψ :=

∫

G
g∗ϕdg ∈ Ωphor(V )G,

where dg denotes Haar measure on G. In order to show that i∗ψ = ω, it
suffices to check that i∗g∗ϕ = ω for each g ∈ G. Now g(Σ) is again a section
of G, thus also of G0. Since any two sections are related by an element of
the group, there exists h ∈ G0 such that hg(Σ) = Σ. Then hg ∈ NG(Σ) and
we denote by [hg] the coset in W (G), and we may compute as follows:

(i∗g∗ϕ)x = (g∗ϕ)x.
p∧
Ti = ϕg(x).

p∧
Tg.

p∧
Ti

= (h∗ϕ)g(x).
p∧
Tg.

p∧
Ti, since ϕ ∈ Ωphor(M)G0

= ϕhg(x).

p∧
T (hg).

p∧
Ti = ϕi[hg](x).

p∧
Ti.

p∧
T ([hg])

= ϕi[hg](x).

p∧
Ti.

p∧
T ([hg]) = (i∗ϕ)[hg](x).

p∧
T ([hg])

= ω[hg](x).

p∧
T ([hg]) = [hg]∗ω = ω. �

30.41. Remark. The proof of theorem (30.40) shows that the answer to
question (30.39) is yes for the representations treated in (30.40).

30.42. Corollary. Let ρ : G → O(V, 〈 , 〉) be an orthogonal polar
representation of a compact Lie group G, with section Σ and generalized
Weyl group W =W (Σ). Let B ⊂ V be an open ball centered at 0.

Then the restriction of differential forms induces an isomorphism

Ωphor(B)G
∼=−−→ Ωp(Σ ∩B)W (Σ).

Proof. Check the proof of (30.40) or use the following argument. Suppose
that B = {v ∈ V : |v| < 1} and consider a smooth diffeomorphism f :

[0, 1)→ [0,∞) with f(t) = t near 0. Then g(v) := f(|v|)
|v| v is a G-equivariant

diffeomorphism B → V and by (30.40) we get

Ωphor(B)G
(g−1)∗−−−−−→ Ωphor(V )G

∼=−−→ Ωp(Σ)W (Σ) g∗−−−→ Ωp(Σ ∩B)W (Σ). �
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30.43. Let us assume that we are in the situation of the main theorem
(30.37) for the rest of this section. For x ∈M let Sx be a (normal) slice and
Gx the isotropy group, which acts on the slice. Then G.Sx is open inM and
G-equivariantly diffeomorphic to the associated bundle G→ G/Gx via

G× Sx
q // G×Gx Sx

∼= //

��

G.Sx

r

��
G/Gx

∼= // G.x,

where r is the projection of a tubular neighborhood. Since q : G × Sx →
G ×Gx Sx is a principal Gx-bundle with principal right action (g, s).h =
(gh, h−1.s), we have an isomorphism q∗ : Ω(G×GxSx)→ ΩGx−hor(G×Sx)Gx .
Since q is also G-equivariant for the left G-actions, the isomorphism q∗ maps
the subalgebra Ωphor(G.Sx)

G ∼= Ωphor(G ×Gx Sx)
G of Ω(G ×Gx Sx) to the

subalgebra ΩpGx−hor(Sx)
Gx of ΩGx−hor(G× Sx)Gx . So we have proved:

Lemma. In this situation there is a canonical isomorphism

Ωphor(G.Sx)
G ∼=−−→ ΩpGx−hor(Sx)

Gx

which is given by pullback along the embedding Sx → G.Sx.

30.44. Rest of the proof of theorem (30.37). Let us consider ω ∈
Ωp(Σ)W (Σ). We want to construct a form ω̃ ∈ Ωphor(M)G with i∗ω̃ = ω.
This will finish the proof of theorem (30.40).

Choose x ∈ Σ and an open ball Bx with center 0 in TxM such that the
Riemann exponential mapping expx : TxM →M is a diffeomorphism on Bx.
We consider now the compact isotropy group Gx and the slice representation
ρx : Gx → O(Vx), where Vx = Norx(G.x) = (Tx(G.x))

⊥ ⊂ TxM is the
normal space to the orbit. This is a polar representation with section TxΣ,
and its generalized Weyl group is given byW (TxΣ) ∼= NG(Σ)∩Gx/ZG(Σ) =
W (Σ)x (see (30.24)). Then expx : Bx ∩ Vx → Sx is a diffeomorphism onto
a slice and expx : Bx ∩ TxΣ → Σx ⊂ Σ is a diffeomorphism onto an open
neighborhood Σx of x in the section Σ.

Let us now consider the pullback (exp |Bx ∩TxΣ)∗ω ∈ Ωp(Bx ∩TxΣ)W (TxΣ).
By corollary (30.42) there exists a unique form ϕx ∈ ΩpGx−hor(Bx ∩ Vx)Gx

such that i∗ϕx = (exp |Bx ∩ TxΣ)∗ω, where ix is the embedding. Then we
have

((exp |Bx ∩ Vx)−1) ∗ ϕx ∈ ΩpGx−hor(Sx)
Gx

and by lemma (30.43) this form corresponds uniquely to a differential form
ωx ∈ Ωphor(G.Sx)

G which satisfies (i|Σx)∗ωx = ω|Σx, since the exponential
mapping commutes with the respective restriction mappings. Now the in-
tersection G.Sx ∩ Σ is the disjoint union of all the open sets wj(Σx) where
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we pick one wj in each left coset of the subgroup W (Σ)x in W (Σ). If we
choose gj ∈ NG(Σ) projecting on wj for all j, then

(i|wj(Σx))∗ωx = (ℓgj ◦ i|Σx ◦ w−1
j )∗ωx

= (w−1
j )∗(i|Σx)∗ℓ∗gjωx

= (w−1
j )∗(i|Σx)∗ωx = (w−1

j )∗(ω|Σx) = ω|wj(Σx),
so that (i|G.Sx ∩Σ)∗ωx = ω|G.Sx ∩Σ. We can do this for each point x ∈ Σ.

Using the method of (6.28) and (6.30), we may find a sequence of points
(xn)n∈N in Σ such that the π(Σxn) form a locally finite open cover of the
orbit space M/G ∼= Σ/W (Σ) and a smooth partition of unity fn consisting
of G-invariant functions with supp(fn) ⊂ G.Sxn . Then ω̃ :=

∑
n fnω

xn ∈
Ωphor(M)G has the required property i∗ω̃ = ω. �



CHAPTER VII.

Symplectic and Poisson

Geometry

31. Symplectic Geometry and Classical Mechanics

31.1. Motivation. A particle with mass m > 0 moves in a potential V (q)
along a curve q(t) in R3 in such a way that Newton’s second law is satisfied:
mq̈(t) = − gradV (q(t)). Let us consider the the quantity pi := m · q̇i as
an independent variable. It is called the i-th momentum. Let us define the
energy function (as the sum of the kinetic and potential energy) by

E(q, p) :=
1

2m
|p|2 + V (q) =

m|q̇|2
2

+ V (q).

Then mq̈(t) = − gradV (q(t)) is equivalent to
{
q̇i = ∂E

∂pi
,

ṗi = − ∂E
∂qi
, i = 1, 2, 3,

which are Hamilton’s equations of motion. In order to study this equation
for a general energy function E(q, p), we consider the matrix

J =

(
0 IR3

−IR3 0

)
.

Then the equation is equivalent to u̇(t) = J ·gradE(u(t)), where u = (q, p) ∈
R6. In complex notation, where zi = qi +

√
−1 pi, this is equivalent to

żi = −2
√
−1 ∂E

∂z̄i
.

413
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Consider the Hamiltonian vector field HE := J · gradE associated to the
energy function E; then we have u̇(t) = HE(u(t)), so the orbit of the par-
ticle with initial position and momentum (q0, p0) = u0 is given by u(t) =

FlHE
t (u0).

Let us now consider the symplectic structure

ω(x, y) =
3∑

i=1

(xiy3+i − x3+iyi) = (x|Jy) for x, y ∈ R6.

Then the Hamiltonian vector field HE is given by

ω(HE(u), v) = (HE |Jv) = (J gradE(u)|Jv)
= (J⊤ J gradE(u)|v) = (gradE(u)|v) = dE(u)v.

The Hamiltonian vector field is therefore the ‘gradient’ of E with respect to
the symplectic structure ω; we write HE = gradω E.

How does this equation react to coordinate transformations? So let f :
R3 × R3 → R3 × R3 be a (local) diffeomorphism. We consider the energy
E ◦ f and put u = f(w). Then

ω(gradω(E ◦ f)(w), v) = d(E ◦ f)(w)v = dE(f(w)).df(w)v

= ω(gradω E(f(w)), df(w)v)

= ω(df(w) df(w)−1 gradω E(f(w)), df(w)v)

= ω(df(w) (f∗ gradω E)(w), df(w)v)

= (f∗ω)((f∗ gradω E)(w), v).

So we see that f∗ gradω E = gradω(E◦f) if and only if f∗ω = ω, i.e., df(w) ∈
Sp(3,R) for all w. Such diffeomorphisms are called symplectomorphisms. By
(3.14) we have

Flf
∗ gradω E
t = f−1 ◦ Flgradω Et ◦f

in general.

31.2. Lemma (E. Cartan). Let V be a real finite-dimensional vector

space, and let ω ∈ ∧2 V ∗ be a 2-form on V . Consider the linear mapping
ω̌ : V → V ∗ given by 〈ω̌(v), w〉 = ω(v, w).

If ω 6= 0, then the rank of the linear mapping ω̌ : V → V ∗ is 2p, and there
exist linearly independent l1, . . . , l2p ∈ V ∗ which form a basis of ω̌(V ) ⊂ V ∗

such that ω =
∑p

k=1 l
2k−1 ∧ l2k. Furthermore, l2 can be chosen arbitrarily

in ω̌(V ) \ 0.

Proof. Let v1, . . . , vn be a basis of V and let v1, . . . , vn be the dual basis of
V ∗. Then ω =

∑
i<j ω(vi, vj)v

i ∧ vj =:
∑

i<j aij v
i ∧ vj . Since ω 6= 0, not all
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aij = 0. Suppose that a12 6= 0. Put

l1 =
1

a12
ω̌(v1) =

1

a12
i(v1)ω =

1

a12
i(v1)

(∑

i<j

aij v
i ∧ vj

)

= v2 +
1

a12

n∑

j=3

a1j v
j ,

l2 = ω̌(v2) = i(v2)ω = i(v2)
(∑

i<j

aij v
i ∧ vj

)
= −a12v1 +

n∑

j=3

a2j v
j .

So, l1, l2, v3, . . . , vn is still a basis of V ∗. Put ω1 := ω − l1 ∧ l2. Then
iv1ω1 = iv1ω − iv1 l1 ∧ l2 + l1 ∧ iv1 l2 = a12l

1 − 0− a12l1 = 0,

iv2ω1 = iv2ω − iv2 l1 ∧ l2 + l1 ∧ iv2 l2 = l2 − l2 + 0 = 0.

So the 2-form ω1 is in the subalgebra of
∧
V ∗ generated by v3, v4, . . . , vn. If

ω1 = 0, then ω = l1 ∧ l2. If ω1 6= 0, we can repeat the procedure and get the
form of ω.

If l = ω̌(v) ∈ ω̌(V ) ⊂ V ∗ is arbitrary but 6= 0, there is some w ∈ V with
〈l, w〉 = ω(v, w) 6= 0. Choose a basis v1, . . . , vn of V with v1 = w and v2 = v.
Then l2 = i(v2)ω = i(v)ω = l. �

31.3. Corollary. Let ω ∈ ∧2 V ∗ and let 2p = rank(ω̌ : V → V ∗).

Then p is the maximal number k such that ω∧k = ω ∧ · · · ∧ ω 6= 0.

Proof. By (31.2) we have ω∧p = p! l1 ∧ l2 ∧ · · · ∧ l2p and ω∧(2p+1) = 0. �

31.4. Symplectic vector spaces. A symplectic form on a vector space
V is a 2-form ω ∈ ∧2 V ∗ such that ω̌ : V → V ∗ is an isomorphism. Then
dim(V ) = 2n and there is a basis l1, . . . , l2n of V ∗ such that ω =

∑n
i=1 l

i ∧
ln+i, by (31.2).

For a linear subspaceW ⊂ V we define the symplectic orthogonal byWω⊥ =
W⊥ := {v ∈ V : ω(w, v) = 0 for all w ∈ W}; which coincides with the
annihilator (or polar) ω̌(W )◦ = {v ∈ V : 〈ω̌(w), v〉 = 0 for all w ∈W} in V .

Lemma. For linear subspaces W,W1,W2 ⊂ V we have:

(1) W⊥⊥ =W .

(2) dim(W ) + dim(W⊥) = dim(V ) = 2n.

(3) ω̌(W⊥) =W ◦ and ω̌(W ) = (W⊥)◦ in V ∗.

(4) For two linear subspace W1,W2 ⊂ V we have W1 ⊆W2 ⇔W⊥
1 ⊇W⊥

2 ,
(W1 ∩W2)

⊥ =W⊥
1 +W⊥

2 , and (W1 +W2)
⊥ =W⊥

1 ∩W⊥
2 .

(5) dim(W1 ∩W2)− dim(W⊥
1 ∩W⊥

2 ) = dimW1 + dimW2 − 2n.
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Proof. (1) – (4) are obvious, using duality and the annihilator. (5) can be
seen as follows. By (4) we have

dim(W1 ∩W2)
⊥ = dim(W⊥

1 +W⊥
2 )

= dim(W⊥
1 ) + dim(W⊥

2 )− dim(W⊥
1 ∩W⊥

2 ),

dim(W1 ∩W2) = 2n− dim(W1 ∩W2)
⊥ by (2)

= 2n− dim(W⊥
1 )− dim(W⊥

2 ) + dim(W⊥
1 ∩W⊥

2 )

= dim(W1) + dim(W2)− 2n+ dim(W⊥
1 ∩W⊥

2 ). �

A linear subspace W ⊆ V is called:

isotropic if W ⊆W⊥ ⇒ dim(W ) ≤ n,
coisotropic if W ⊇W⊥ ⇒ dim(W ) ≥ n,
Lagrangian if W =W⊥ ⇒ dim(W ) = n,

symplectic if W ∩W⊥ = 0 ⇒ dim(W ) = even.

31.5. Example. LetW be a vector space with dualW ∗. Then (W×W ∗, ω)
is a symplectic vector space where ω((v, v∗), (w,w∗)) = 〈w∗, v〉 − 〈v∗, w〉.
Choose a basis w1, . . . , wn of W = W ∗∗ and let w1, . . . , wn be the dual
basis. Then ω =

∑
iw

i ∧ wi. The two subspaces W × 0 and 0 ×W ∗ are
Lagrangian.

Consider now a symplectic vector space (V, ω) and suppose thatW1,W2 ⊆ V
are two Lagrangian subspaces such thatW1∩W2 = 0. Then ω :W1×W2 → R
is a duality pairing, so we may identify W2 with W ∗

1 via ω. Then (V, ω) is
isomorphic to W1 ×W ∗

1 with the symplectic structure described above.

31.6. Let R2n = Rn× (Rn)∗ with the standard symplectic structure ω from
(31.5). Recall from (4.7) the Lie group Sp(n,R) of symplectic automor-
phisms of (R2n, ω),

Sp(n,R) = {A ∈ L(R2n,R2n) : A⊤JA = J}, where J =

(
0 IRn

−IRn 0

)
.

Let ( | ) be the standard inner product on R2n and let R2n ∼=
√
−1Rn ⊕

Rn = Cn, where the scalar multiplication by
√
−1 is given by J

(
x
y

)
=
(
y
−x
)
.

Then we have:

ω
((

x
y

)
,
(
x′

y′

))
= 〈y′, x〉 − 〈y, x′〉 =

((
x
y

)∣∣∣
(
y′

−x′
))

=
((

x
y

)∣∣∣ J
(
x′

y′

))

= (xT , yT )J

(
x′

y′

)
.
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Since J2 = −IR2n we have J ∈ Sp(n,R), and since J⊤ = −J = J−1 we
also have J ∈ O(2n,R). We consider now the Hermitian inner product
h : Cn × Cn → C given by

h(u, v) : = (u|v) +
√
−1ω(u, v) = (u|v) +

√
−1(u|Jv),

h(v, u) = (v|u) +
√
−1(v|Ju) = (u|v) +

√
−1(J⊤v|u)

= (u|v)−
√
−1(u|Jv) = h(u, v),

h(Ju, v) = (Ju|v) +
√
−1(Ju|Jv) =

√
−1((u|J⊤Jv)−

√
−1(u|J⊤v))

=
√
−1((u|v) +

√
−1ω(u, v)) =

√
−1h(u, v).

Lemma. The subgroups Sp(n,R), O(2n,R), and U(n) of GL(2n,R) acting
on R2n ∼= Cn are related by

O(2n,R) ∩GL(n,C) = Sp(n,R) ∩GL(n,C) = Sp(n,R) ∩O(2n,R) = U(n).

Proof. For A ∈ GL(2n,R) (and all u, v ∈ R2n) we have in turn

h(Au,Av) = h(u, v) ⇔A ∈ U(n),
{

(Au|Av) = (u|v) (real part)
ω(Au,Av) = ω(u, v) (imagin. part)

}
⇔A ∈ O(2n,R) ∩ Sp(n,R),

{
(Au|Av) = (u|v)

JA = AJ

}
⇔A ∈ O(2n,R) ∩GL(n,C),

{
JA = AJ

(Au|JAv) = (Au|AJv) = (u|Jv)

}
⇔A ∈ Sp(n,R) ∩GL(n,C). �

31.7. The Lagrange-Grassmann manifold. Let L(R2n, ω) = L(2n)
denote the space of all Lagrangian linear subspaces of R2n; we call it the
Lagrange-Grassmann manifold. It is a subset of the Grassmann manifold
G(n, 2n;R); see (18.5).

In the situation of (31.6) we consider a linear subspace W ⊂ (R2n, ω) of
dimension n. Then we have:

W is a Lagrangian subspace

⇔ ω|W = 0 ⇔ ( |J( ))|W = 0

⇔ J(W ) is orthogonal to W with respect to ( | ) = Re(h).

Thus the group O(2n,R) ∩ GL(n,C) = U(n) acts transitively on the La-
grange-Grassmann manifold L(2n). The isotropy group of the Lagrangian
subspace Rn × 0 is the subgroup O(n,R) ⊂ U(n) consisting of all unitary
matrices with all entries real. So L(2n) = U(n)/O(n,R) by (5.11), which
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is a compact homogenous space and a smooth manifold. The dimension of
L(2n) is given by

dimL(2n) = dimU(n)− dimO(n,R) = (n+ 2n(n−1)
2 )− n(n−1)

2 = n(n+1)
2 .

Which choices did we make in this construction? Starting with a general
symplectic vector space (V, ω), we first choose a basic Lagrangian subspace
L (= Rn × 0), and then we identify V/L with L∗ via ω. Next we chose a
positive inner product on L, transport it to L∗ via ω and extend it to L×L∗

by putting L and L∗ orthogonal to each other. All these possible choices are
homotopic to each other.

Finally we consider detC = det : U(n)→ S1 ⊂ C. Then det(O(n)) = {±1}.
So det2 : U(n)→ S1 and det2(O(n)) = {1}. For U ∈ U(n) and A ∈ O(n,R)
we have det2(UA) = det2(U) det2(A) = det2(U), so this factors to a well
defined smooth mapping det2 : U(n)/O(n) = L(2n)→ S1.

Claim. The group SU(n) acts (from the left) transitively on each fiber of
det2 : L(2n) = U(n)/O(n)→ S1.
Namely, for U1, U2 ∈ U(n) with det2(U1) = det2(U2) we get det(U1) =
± det(U2). There exists A ∈ O(n) such that det(U1) = det(U2.A); thus
U1(U2A)

−1 ∈ SU(n) and U1(U2A)
−1U2AO(n) = U1O(n). The claim is

proved.

Now SU(n) is simply connected and each fiber of det2 : U(n)/O(n)→ S1 is
diffeomorphic to SU(n)/SO(n) which again is simply connected by the exact
homotopy sequence of the fibration SO(n)→ SU(n)→ SU(n)/SO(N),

· · · → (0 = π1(SU(n)))→ π1(SU(n)/SO(n))→ (π0(SO(n)) = 0)→ · · · .
Now we consider the fibration SU(n)/SO(n)→ L(2n)→ S1; from its exact
homotopy sequence

→ 0 = π1(SU(n)/SO(n))→ π1(L(2n))→ π1(S
1)→ π0(SU(n)/SO(n)) = 0

we conclude that π1(L(2n)) = π1(S
1) = Z. Also (by the Hurewicz homo-

morphism) we have H1(L(2n),Z) = Z and thus H1(L(2n),R) = R.

Let dz
2π

√
−1z
|S1 = xdy−ydx

2π
√
−1
|S1 ∈ Ω1(S1) be a generator of H1(S1,Z). Then

the pullback (det2)∗ dz
2π

√
−1z

= (det2)∗ xdy−ydx
2π

√
−1
∈ Ω1(L(2n)) is a generator of

H1(L(2n)). Its cohomology class is called the Maslov class.

31.8. Symplectic manifolds and their submanifolds. A symplectic
manifold (M,ω) is a manifold M together with a 2-form ω ∈ Ω2(M) such

that dω = 0 and ωx ∈
∧2 T ∗

xM is a symplectic structure on TxM for each
x ∈M . So dim(M) is even; dim(M) = 2n, say. Moreover, ω∧n = ω∧ · · ·∧ω
is a volume form on M (nowhere zero) called the Liouville volume, which
fixes also an orientation of M .
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Among the submanifolds N of M we can single out those whose tangent
spaces TxN have special relations to the symplectic structure ωx on TxM as
listed in (31.4): Thus a submanifold N of M is called:

isotropic if TxN ⊆ TxNω⊥ for each x ∈ N ⇒ dim(N) ≤ n,
coisotropic if TxN ⊇ TxNω⊥ for each x ∈ N ⇒ dim(N) ≥ n,
Lagrangian if TxN = TxN

ω⊥ for each x ∈ N ⇒ dim(N) = n,

symplectic if TxN ∩ TxNω⊥ = 0 for each x ∈ N ⇒ dim(N) = even,

where for a linear subspace W ⊂ TxN its symplectic orthogonal is given by
Wω⊥ = {X ∈ TxM : ωx(X,Y ) = 0 for all Y ∈W}, as in (31.4).

31.9. The cotangent bundle. Consider the manifold M = T ∗Q, where
Q is a manifold. Recall that for any smooth f : Q → P which is locally
a diffeomorphism we get a homomorphism of vector bundles T ∗f : T ∗Q →
T ∗P covering f by T ∗

xf = ((Txf)
−1)∗ : T ∗

xQ→ T ∗
f(x)P .

There is a canonical 1-form ϑ = ϑQ ∈ Ω1(T ∗Q), called the Liouville form,
which is given by

ϑ(X) = 〈πT ∗Q(X), T (πQ)(X)〉, X ∈ T (T ∗Q),

where we used the projections (and their local forms):

T (T ∗Q)
πT∗Q

xxqqq
qqq

qq T (πQ)

&&▲▲
▲▲▲

▲▲▲
(q, p; ξ, η)

πT∗Q

xx♣♣♣
♣♣♣

♣♣ T (πQ)

''◆◆
◆◆◆

◆◆◆

T ∗Q

πQ &&▼▼
▼▼

▼▼
▼▼

▼
TQ,

πQxxqqq
qq
qq
qq

(q, p)

πQ
''◆◆

◆◆◆
◆◆◆

◆◆
(q, ξ).

πQ
ww♦♦♦

♦♦♦
♦♦♦

♦

Q q

For a chart q = (q1, . . . , qn) : U → Rn on Q and its induced (cotan-
gent) chart T ∗q : T ∗U → Rn × (Rn)∗, where T ∗

x q = (Txq
−1)∗, we con-

sider the ‘momentum coordinates’ pi := 〈T ∗q( ), ei〉 : T ∗U → R. Then
(q1, . . . , qn, p1, . . . , pn) : T ∗U → Rn × (Rn)∗ are the canonically induced
coordinates on the cotangent bundle. In these coordinates we have

ϑQ =
n∑

i=1

(
ϑQ(

∂
∂qi

)dqi + ϑQ(
∂
∂pi

)dpi

)
=

n∑

i=1

pi dq
i + 0,

since ϑQ(
∂
∂qi

) = ϑRn(q, p; ei, 0) = 〈p, ei〉 = pi.

Now we define the canonical symplectic structure ωQ = ω ∈ Ω2(T ∗Q) by

ωQ := −dϑQ
locally
=

n∑

i=1

dqi ∧ dpi.
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Note that ω̌( ∂
∂qi

) = dpi and ω̌(
∂
∂pi

) = −dqi.

Lemma. The 1-form ϑQ ∈ Ω1(T ∗Q) has the following universal property
and is uniquely determined by it:

Any 1-form ϕ ∈ Ω1(Q) is a smooth section ϕ : Q→ T ∗Q and for the pullback
we have ϕ∗ϑQ = ϕ ∈ Ω1(Q). Moreover, ϕ∗ωQ = −dϕ ∈ Ω2(Q).

The 1-form ϑQ is natural in Q ∈ Mfn: For every local diffeomorphism
f : Q→ P the local diffeomorphism T ∗f : T ∗Q→ T ∗P satisfies (T ∗f)∗ϑP =
ϑQ, and a fortiori (T ∗f)∗ωP = ωQ.

In this sense ϑQ is a universal 1-form, or a universal connection, and ωQ
is the universal curvature, for R1-principal bundles over Q. Compare with
section (19).

Proof. For a 1-form ϕ ∈ Ω1(Q) we have

(ϕ∗ϑQ)(Xx) = (ϑQ)ϕx(Txϕ.Xx) = ϕx(TϕxπQ.Txϕ.Xx)

= ϕx(Tx(πQ ◦ ϕ).Xx) = ϕx(Xx).

Thus ϕ∗ϑQ = ϕ. Clearly this equation describes ϑQ uniquely. For ω we
have ϕ∗ωQ = −ϕ∗dϑQ = −dϕ∗ϑQ = −dϕ.
For a local diffeomorphism f : Q→ P , for α ∈ T ∗

xQ, and for Xα ∈ Tα(T ∗Q)
we compute as follows:

((T ∗f)∗ϑP )α(Xα) = (ϑP )T ∗f.α(Tα(T
∗f).Xα) = (T ∗f.α)(T (πP ).T (T

∗f).Xα)

= (α ◦ Txf−1)(T (πP ◦ T ∗f).Xα) = α.Txf
−1.T (f ◦ πQ).Xα

= α(T (πQ).Xα) = ϑQ(Xα). �

31.10. Lemma. Let ϕ : T ∗Q → T ∗P be a (globally defined) local diffeo-
morphism such that ϕ∗ϑP = ϑQ. Then there exists a local diffeomorphism
f : Q→ P such that ϕ = T ∗f .

Proof. Let ξQ = −ω̌−1 ◦ ϑQ ∈ X(T ∗Q) be the so-called Liouville vector
field:

T (T ∗Q)
−ω̌Q // T ∗(T ∗Q).

T ∗Q
ξQ

dd■■■■■■■■■ θQ

99ttttttttt

Then locally ξQ =
∑n

i=1 pi
∂
∂pi

. Its flow is given by Fl
ξQ
t (α) = et.α. Since

ϕ∗ϑP = ϑQ, we also have that the Liouville vector fields ξQ and ξP are ϕ-
dependent. Since ξQ = 0 exactly at the zero section, we have ϕ(0Q) ⊆ 0P ,
so there is a smooth mapping f : Q→ P with 0P ◦ f = ϕ ◦ 0Q : Q→ T ∗P .

By (3.14) we have ϕ ◦ FlξQt = FlξPt ◦ϕ, so the image of ϕ of the closure
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of a flow line of ξQ is contained in the closure of a flow line of ξP . For
αx ∈ T ∗

xQ the closure of the flow line is [0,∞).αx and ϕ(0x) = 0f(x); thus
ϕ([0,∞).αx) ⊂ T ∗

f(x)P , and ϕ is fiber respecting: πP ◦ϕ = f ◦πQ : T ∗Q→ P .

Finally, for Xα ∈ Tα(T ∗Q) we have

α(TαπQ.Xα) = ϑQ(Xα) = (ϕ∗ϑP )(Xα) = (ϑP )ϕ(α)(Tαϕ.Xα)

= (ϕ(α))(Tϕ(α)πP .Tαϕ.Xα) = (ϕ(α))(Tα(πP ◦ ϕ).Xα)

= (ϕ(α))(Tα(f ◦ πQ).Xα) = (ϕ(α))(Tf.TαπQ.Xα),

thus α = ϕ(α) ◦ TπQ(α)f,

ϕ(α) = α ◦ TπQ(α)f
−1 = (TπQ(α)f

−1)∗(α) = T ∗f(α). �

31.11. Time dependent vector fields. Let ft be a smooth curve of
diffeomorphisms on a manifold M locally defined for each t, with f0 = IdM ,
as in (3.6). We define two time dependent vector fields

ξt(x) := (Txft)
−1 ∂

∂tft(x), ηt(x) := ( ∂∂tft)(f
−1
t (x)).

Then T (ft).ξt =
∂
∂tft = ηt ◦ ft, so ξt and ηt are ft-related.

Lemma. In this situation, for ω ∈ Ωk(M) we have:

(1) iξt f
∗
t ω = f∗t iηt ω.

(2) ∂
∂tf

∗
t ω = f∗t Lηtω = Lξt f∗t ω.

Proof. (1) is by computation:

(iξt f
∗
t ω)x(X2, . . . , Xk) = (f∗t ω)x(ξt(x), X2, . . . , Xk)

= ωft(x)(Txft.ξt(x), Txft.X2, . . . , Txft.Xk)

= ωft(x)(ηt(ft(x)), Txft.X2, . . . , Txft.Xk)

= (f∗t iηt ω)x(X2, . . . , Xk).

(2) We put η̄ ∈ X(R ×M), η̄(t, x) = (∂t, ηt(x)). We recall from (3.30) the
evolution operator for ηt:

Φη : R× R×M →M, ∂
∂tΦ

η
t,s(x) = ηt(Φ

η
t,s(x)), Φηs,s(x) = x,

which satisfies

(t,Φηt,s(x)) = Flη̄t−s(s, x), Φηt,s = Φηt,r ◦ Φηr,s(x).

Since ft satisfies
∂
∂tft = ηt◦ft and f0 = IdM , we may conclude that ft = Φηt,0,

or (t, ft(x)) = Flη̄t (0, x), so ft = pr2 ◦Flη̄t ◦ ins0. Thus
∂
∂tf

∗
t ω = ∂

∂t(pr2 ◦Fl
η̄
t ◦ ins0)∗ω = ins∗0

∂
∂t(Fl

η̄
t )

∗ pr∗2 ω

= ins∗0(Fl
η̄
t )

∗Lη̄ pr∗2 ω.
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For time independent vector fields Xi on M we have, using (9.6):

(Lη̄ pr∗2 ω)(0×X1, . . . , 0×Xk)|(t,x) = η̄((pr∗2 ω)(0×X1, . . . ))|(t,x)
−∑i(pr

∗
2 ω)(0×X1, . . . , [η̄, 0×Xi], . . . , 0×Xk)|(t,x)

= (∂t, ηt(x))(ω(X1, . . . , Xk))−
∑

i ω(X1, . . . , [ηt, Xi], . . . , Xk)|x
= (Lηtω)x(X1, . . . , Xk).

This implies for Xi ∈ TxM
( ∂∂tf

∗
t ω)x(X1, . . . , Xk) = (ins∗0(Fl

η̄
t )

∗Lη̄ pr∗2 ω)x(X1, . . . , Xk)

= ((Flη̄t )
∗Lη̄ pr∗2 ω)(0,x)(0×X1, . . . , 0×Xk)

= (Lη̄ pr∗2 ω)(t,ft(x))(0t × Txft.X1, . . . , 0t × Txtx.Xk)

= (Lηtω)ft(x)(Txft.X1, . . . , Txtx.Xk)

= (f∗t Lηtω)x(X1, . . . , Xk),

which proves the first part of (2). The second part now follows by using (1):

∂
∂tf

∗
t ω = f∗t Lηtω = f∗t (diηt + iηtd)ω = d f∗t iηtω + f∗t iηtdω

= d iξt f
∗
t ω + iξt f

∗
t dω = d iξt f

∗
t ω + iξt d f

∗
t ω = Lξt f∗t ω. �

31.12. Surfaces. Let M be an orientable 2-dimensional manifold. Let
ω ∈ Ω2(M) be a volume form onM . Then dω = 0, so (M,ω) is a symplectic
manifold. There are not many different symplectic structures on M if M is
compact, since we have:

31.13. Theorem (J. Moser). Let M be a connected compact oriented
manifold. Let ω0, ω1 ∈ ΩdimM (M) be two volume forms (both > 0).

If
∫
M ω0 =

∫
M ω1, then there is a diffeomorphism f : M → M such that

f∗ω1 = ω0.

Proof. Put ωt := ω0 + t(ω1 − ω0) for t ∈ [0, 1]; then each ωt is a volume
form on M since these form a convex set.

We look for a curve of diffeomorphisms t 7→ ft with f∗t ωt = ω0; then
∂
∂t(f

∗
t ωt) = 0. Since

∫
M (ω1 − ω0) = 0, we have [ω1 − ω0] = 0 ∈ Hm(M),

so ω1 − ω0 = dψ for some ψ ∈ Ωm−1(M). Put ηt := ( ∂∂tft) ◦ f−1
t ; then by

(31.11) we have:

0
wish
= ∂

∂t(f
∗
t ωt) = f∗t Lηtωt + f∗t

∂
∂tωt = f∗t (Lηtωt + ω1 − ω0),

0
wish
= Lηtωt + ω1 − ω0 = diηtωt + iηtdωt + dψ = diηtωt + dψ.

We can choose ηt uniquely by iηtωt = −ψ, since ωt is nondegenerate for
all t. Then the evolution operator ft = Φηt,0 exists for t ∈ [0, 1] since M is
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compact, by (3.30). We have, using (31.11.2),

∂
∂t(f

∗
t ωt) = f∗t (Lηtωt + dψ) = f∗t (diηtωt + dψ) = 0,

so f∗t ωt = constant = ω0. �

31.14. Coadjoint orbits of a Lie group. Let G be a Lie group with
Lie algebra g and dual space g∗, and consider the adjoint representation
Ad : G → GL(g). The coadjoint representation Ad∗ : G → GL(g∗) is then
given by Ad∗(g)α := α◦Ad(g−1) = Ad(g−1)∗(α). For α ∈ g∗ we consider the
coadjoint orbit G.α ⊂ g∗ which is diffeomorphic to the homogenous space
G/Gα, where Gα is the isotropy group {g ∈ G : Ad∗(g)α = α} at α.
As in (6.2), for X ∈ g we consider the fundamental vector field ζX =
− ad(X)∗ ∈ X(g∗) of the coadjoint action. For any Y ∈ g we consider
the linear function evY : g∗ → R. The Lie derivative of the fundamental
vector field ζX on the function evY is then given by

(1) LζX evY = −d evY ◦ ad(X)∗ = − evY ◦ ad(X)∗ = ev[Y,X], X, Y ∈ g.

Note that the tangent space to the orbit is Tβ(G.α) = {ζX(β) : X ∈ g}.
Now we define the symplectic structure on the orbit O = G.α by

(ωO)α(ζX , ζY ) = α([X,Y ]) = 〈α, [X,Y ]〉, α ∈ g∗, X, Y ∈ g,(2)

ωO(ζX , ζY ) = ev[X,Y ] .

Theorem (Kirillov, Kostant, Souriau). If G is a Lie group, then any
coadjoint orbit O ⊂ g∗ carries a canonical symplectic structure ωO which is
invariant under the coadjoint action of G.

Proof. First we claim that forX ∈ g we haveX ∈ gα = {Z ∈ g : ζZ(α) = 0}
if and only if α([X, ]) = (ωO)α(ζX , ) = 0. Indeed, for Y ∈ g we have

〈α, [X,Y ]〉 = 〈α, ∂|0Ad(exp(tX))Y 〉 = ∂|0〈α,Ad(exp(tX))Y 〉
= ∂|0〈Ad∗(exp(−tX))α, Y 〉 = −〈ζX(α), Y 〉 = 0.

This shows that ωO as defined in (2) is well defined and also nondegenerate
along each orbit.

Now we show that dωO = 0, using (2):

(dωO)(ζX , ζY , ζZ) =
∑

cyclic

ζX ωO(ζY , ζZ)−
∑

cyclic

ωO([ζX , ζY ], ζZ)

=
∑

cyclic

ζX ev[Y,Z]−
∑

cyclic

ωO(ζ−[X,Y ], ζZ) (now use (1))

=
∑

cyclic

ev[[Y,Z],X]+
∑

cyclic

ev[[X,Y ],Z] = 0 by Jacobi.
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Finally we show that ωO is G-invariant: For g ∈ G we have

((Ad∗(g))∗ωO)α(ζX(α), ζY (α))

= (ωO)Ad∗(g)α(T (Ad
∗(g)).ζX(α), T (Ad

∗(g)).ζY (α))

= (ωO)Ad∗(g)α(ζAd(g)X(Ad
∗(g)α), ζAd(g)Y (Ad

∗(g)α)), by (6.2.2),

= (Ad∗(g)α)([Ad(g)X,Ad(g)Y ])

= (α ◦Ad(g−1))(Ad(g)[X,Y ]) = α([X,Y ]) = (ωO)α(ζX , ζY ). �

31.15. Theorem (Darboux). Let (M,ω) be a symplectic manifold of
dimension 2n. Then for each x ∈M there exists a chart (U, u) ofM centered
at x such that ω|U =

∑n
i=1 du

i∧dun+i. So each symplectic manifold is locally
symplectomorphic to a cotangent bundle.

Proof. Take any chart (U, u : U → u(U) ⊂ R2n) centered at x. Choose
linear coordinates on R2n in such a way that ωx =

∑n
i=1 du

i ∧ dun+i|x
at x only. Then ω0 = ω|U and ω1 =

∑n
i=1 du

i ∧ dun+i are two symplectic
structures on the open set U ⊂M which agree at x. Put ωt := ω0+t(ω1−ω0).
By making U smaller if necessary, we may assume that ωt is a symplectic
structure for all t ∈ [0, 1].

We want to find a curve of diffeomorphisms ft near x with f0 = Id such that
ft(x) = x and f∗t ωt = ω0. Then

∂
∂tf

∗
t ωt =

∂
∂tω0 = 0. We may assume that U

is contractible; thus H2(U) = 0, so d(ω1−ω0) = 0 implies that ω1−ω0 = dψ
for some ψ ∈ Ω1(U). By adding a constant form (in the chart on U), we
may assume that ψx = 0. So we get for the time dependent vector field
ηt =

∂
∂tft ◦ f−1

t , using (31.11.2),

0 = ∂
∂tf

∗
t ωt = f∗t (Lηt ωt + ∂

∂tωt) = f∗t (d iηt ωt + iηt dωt + ω1 − ω0)

= f∗t d(iηt ωt + ψ).

We can now prescribe ηt uniquely by iηt ωt = −ψ, since ωt is nondegenerate
on x. Moreover ηt(x) = 0 since ψx = 0. On a small neighborhood of x
the left evolution operator ft of ηt exists for all t ∈ [0, 1], and then clearly
∂
∂t(f

∗
t ωt) = 0, so f∗t ωt = ω0 for all t ∈ [0, 1]. �

31.16. Relative Poincaré lemma. Let M be a smooth manifold, let
N ⊂M be a submanifold, and let k ≥ 0. Let ω be a closed (k + 1)-form on
M which vanishes when pulled back to N . Then there exists a k-form ϕ on
an open neighborhood U of N in M such that dϕ = ω|U and ϕ = 0 along

N . If moreover ω = 0 along N (on
∧k TM |N), then we may choose ϕ such

that the first derivatives of ϕ vanish on N .

Proof. By restricting to a tubular neighborhood of N inM , we may assume
that p : M =: E → N is a smooth vector bundle and that i : N → E is
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the zero section of the bundle. We consider µ : R × E → E, given by
µ(t, x) = µt(x) = tx; then µ1 = IdE and µ0 = i ◦ p : E → N → E. Let
ξ ∈ X(E) be the vertical vector field ξ(x) = vl(x, x) = ∂|0(x + tx); then

Flξt = µet . So locally for t near (0, 1] we have

d
dtµ

∗
tω = d

dt(Fl
ξ
log t)

∗ω = 1
t (Fl

ξ
log t)

∗Lξω by (31.11) or (8.16)

= 1
tµ

∗
t (iξdω + diξω) =

1
t dµ

∗
t iξω.

For x ∈ E and X1, . . . , Xk ∈ TxE we may compute

(1tµ
∗
t iξω)x(X1, . . . , Xk) =

1
t (iξω)tx(Txµt.X1, . . . , Txµt.Xk)

= 1
tωtx(ξ(tx), Txµt.X1, . . . , Txµt.Xk)

= ωtx(vl(tx, x), Txµt.X1, . . . , Txµt.Xk).

So if k ≥ 0, the k-form 1
tµ

∗
t iξω is defined and smooth in (t, x) for all t near

[0, 1] and describes a smooth curve in Ωk(E). Note that for x ∈ N = 0E we
have (1tµ

∗
t iξω)x = 0, and if ω = 0 along N , then 1

tµ
∗
t iξω vanishes of second

order along N . Since µ∗0ω = p∗i∗ω = 0 and µ∗1ω = ω, we have

ω = µ∗1ω − µ∗0ω =

∫ 1

0

d
dtµ

∗
tωdt

=

∫ 1

0
d(1tµ

∗
t iξω)dt = d

(∫ 1

0

1
tµ

∗
t iξωdt

)
=: dϕ.

If x ∈ N , we have ϕx = 0, and also the last claim is obvious from the explicit
form of ϕ. �

31.17. Lemma. Let M be a smooth finite-dimensional manifold, let N ⊂
M be a submanifold, and let ω0 and ω1 be symplectic forms on M which are
equal along N (on

∧2 TM |N).

Then there exists a diffeomorphism f : U → V between two open neigh-
borhoods U and V of N in M which satisfies f |N = IdN , Tf |(TM |N) =
IdTM |N , and f

∗ω1 = ω0.

Proof. Let ωt = ω0 + t(ω1 − ω0) for t ∈ [0, 1]. Since the restrictions of ω0

and ω1 to
∧2 TM |N are equal, there is an open neighborhood U1 of N inM

such that ωt is a symplectic form on U1, for all t ∈ [0, 1]. If i : N →M is the
inclusion, we also have i∗(ω1 − ω0) = 0, and by assumption d(ω1 − ω0) = 0.
Thus by lemma (31.16) there is a smaller open neighborhood U2 of N such
that ω1|U2 − ω0|U2 = dϕ for some ϕ ∈ Ω1(U2) with ϕx = 0 for x ∈ N , such
that also all first derivatives of ϕ vanish along N .

Let us now consider the time dependent vector field Xt := −(ωť)−1 ◦ϕ given
by iXtωt = ϕ, which vanishes together with all first derivatives along N . Let
ft be the curve of local diffeomorphisms with ∂

∂tft = Xt◦ft; then ft|N = IdN
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and Tft|(TM |N) = Id. There is a smaller open neighborhood U of N such
that ft is defined on U for all t ∈ [0, 1]. Then by (31.11) we have

∂
∂t(f

∗
t ωt) = f∗t LXtωt + f∗t

∂
∂tωt = f∗t (diXtωt + ω1 − ω0)

= f∗t (−dϕ+ ω1 − ω0) = 0,

so f∗t ωt is constant in t, equals f
∗
0ω0 = ω0, and finally f∗1ω1 = ω0 as required.

�

31.18. Lemma (Ehresmann). Let (V, ω) be a symplectic vector space of
real dimension 2n, and let g be a nondegenerate symmetric bilinear form on
V . Let K := ǧ−1 ◦ ω̌ : V → V ∗ → V so that g(Kv,w) = ω(v, w).

Then K ∈ GL(V ) and the following properties are equivalent:

(1) K2 = − IdV , so K is a complex structure.

(2) ω(Kv,Kw) = ω(v, w), so K ∈ Sp(V, ω).
(3) g(Kv,Kw) = g(v, w), so K ∈ O(V, g).

If these conditions are satisfied, any subpair of the triple ω, g, J is said to
be compatible.

Proof. Starting from the definition, we have in turn:

g(Kv,w) = 〈ǧK(v), w〉 = 〈ǧǧ−1ω̌(v), w〉 = 〈ω̌(v), w〉 = ω(v, w),

ω(Kv,Kw) = g(K2v,Kw) = g(Kw,K2v) = ω(w,K2v) = −ω(K2v, w),

g(K2v, w) = ω(Kv,w) = −ω(w,Kv) = −g(Kw,Kv) = −g(Kv,Kw).
The second line shows that (1) ⇔ (2), and the third line shows that (1) ⇔
(3).

31.19. Lemma (Polar decomposition of ω). Let (V, g) be a Euclidean
real vector space (positive definite). Let ω be a symplectic structure on V ,
let A = ǧ−1 ◦ ω̌ ∈ GL(V ), and let A = BJ be the polar decomposition
from (4.38). Then A is g-skew-symmetric, J is a complex structure, and
the nondegenerate symmetric inner product g1(v, w) = ω(v, Jw) is positive
definite.

Proof. We have g(Av,w) = ω(v, w) = −ω(w, v) = −g(Aw, v) = −g(v,Aw);
thus A⊤ = −A. This has the consequence (see the proof of (4.38)) that B =
exp(12 log(AA

⊤)) = exp(12 log(−A2)) commutes with A; thus also J = B−1A

commutes with A and thus with B. Since B⊤ = B, we get J−1 = J⊤ =
(B−1A)⊤ = A⊤(B−1)⊤ = −AB−1 = −B−1A = −J ; thus J is a complex
structure. Moreover, we have

ω(Jv, Jw) = g(AJv, Jw) = g(JAv, Jw) = g(Av,w) = ω(v, w);
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thus by (31.18) the symplectic form ω and the complex structure J are
compatible, and the symmetric (by (31.18)) bilinear form g1 defined by
g1(v, w) = ω(v, Jw) is positive definite: g1(v, v) = ω(v, Jv) = g(Av, Jv) =
g(BJv, Jv) > 0 since B is positive definite. �

31.20. Relative Darboux theorem (Weinstein). Let (M,ω) be a sym-
plectic manifold, and let L ⊂M be a Lagrangian submanifold.

Then there exist a tubular neighborhood U of L in M , an open neigborhood
V of the zero section 0L in T ∗L and a symplectomorphism

(T ∗L, ωL) ⊃ (V, ωL)
ϕ−−→ (U, ω|U) ⊂ (M,ω)

such that ϕ ◦ 0L : L→ V →M is the embedding L ⊂M .

Moreover, suppose that for the Lagrangian subbundle TL in the symplectic
vector bundle TM |L → L we are given a complementary Lagrangian sub-
bundle E → L; then the symplectomorphism ϕ may be chosen in such a way
that T0xϕ.V0x(T

∗L) = Eϕ(0x) for x ∈ L.
Here V (T ∗L) denotes the vertical bundle in the tangent bundle of T ∗L.

Proof. The tangent bundle TL → L is a Lagrangian subbundle of the
symplectic vector bundle TM |L→ L.

Claim. There exists a Lagrangian complementary vector bundle E → L in
the symplectic vector bundle TM |L. Namely, we choose a fiberwise Riemann
metric g in the vector bundle TM |L → L and consider the vector bundle
homomorphism A = ǧ−1ω̌ : TM |L → T ∗M |L → TM |L and its polar de-
composition A = BJ with respect to g as explained in (31.19). Then J is a
fiberwise complex structure, and g1(u, v) := ω(u, Jv) defines again a positive
definite fiberwise Riemann metric. Since g1(J , ) = ω( , ) vanishes
on TL, the Lagrangian subbundle E = JTL ⊂ TM |L is g1-orthogonal to
TL, thus a complement.

We may use either the constructed or the given Lagrangian complement to
TL in what follows.

The symplectic structure ω induces a duality pairing between the vector
bundles E and TL; thus we may identify (TM |L)/TL ∼= E → L with the
cotangent bundle T ∗L by 〈Xx, ω̌(Yx)〉 = ω(Xx, Yx) for x ∈ L, Xx ∈ TxL and
Yx ∈ Ex.
Let ψ := expg ◦ω̌−1 : T ∗L → M where expg is any geodesic exponential
mapping on TM restricted to E. Then ψ is a diffeomorphism from a neigh-
borhood V of the zero section in T ∗L to a tubular neighborhood U of L in
M , which equals the embedding of L along the zero section.

Let us consider the pullback ψ∗ω and compare it with ωL on V . For 0x ∈ 0L
we have T0xV = TxL ⊕ T ∗

xL
∼= TxL ⊕ Ex. The linear subspace TxL is
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Lagrangian for both ωL and ψ∗ω since L is a Lagrange submanifold. The
linear subspace T ∗

xL is Lagrangian for ωL, and it is also Lagrangian for ψ∗ω
since E was a Lagrangian bundle. Both (ωL)0x and (ψ∗ω)0x induce the same
duality between TxL and T ∗

xL since the identification Ex ∼= T ∗
xL was via ωx.

Thus ωL equals ψ∗ω along the zero section.

Finally, by lemma (31.17) the identity of the zero section extends to a dif-
feomorphism ρ on a neighborhood with ρ∗ψ∗ω = ωL. The diffeomorphism
ϕ = ψ ◦ ρ then satisfies the theorem. �

31.21. The Poisson bracket. Let (M,ω) be a symplectic manifold. For
f ∈ C∞(M) the Hamiltonian vector field or symplectic gradient Hf =
gradω(f) ∈ X(M) is defined by any of the following equivalent prescrip-
tions:

(1) i(Hf )ω = df, Hf = ω̌−1df, ω(Hf , X) = X(f) for X ∈ TM.

For two functions f, g ∈ C∞(M) we define their Poisson bracket {f, g} by
{f, g} : = i(Hf )i(Hg)ω = ω(Hg, Hf )(2)

= Hf (g) = LHf
g = dg(Hf ) ∈ C∞(M).

Let us furthermore put

(3) X(M,ω) := {X ∈ X(M) : LXω = 0}
and call this the space of locally Hamiltonian vector fields or ω-respecting
vector fields.

Theorem. Let (M,ω) be a symplectic manifold.

Then (C∞(M), { , }) is a Lie algebra which also satisfies {f, gh} =
{f, g}h+ g{f, h}, i.e., adf = {f, } is a derivation of (C∞(M), ·).
Moreover, there is an exact sequence of Lie algebras and Lie algebra homo-
morphisms

0 // H0(M)
α // C∞(M)

H=gradω// X(M,ω)
γ // H1(M) // 0

0 { , } [ , ] 0

where the brackets are written under the spaces, where α is the embedding
of the space of all locally constant functions, and where γ(X) := [iXω] ∈
H1(M).

The whole situation behaves invariantly (resp. equivariantly) under pullback
by symplectomorphisms ϕ : M → M : For example ϕ∗{f, g} = {ϕ∗f, ϕ∗g},
ϕ∗(Hf ) = Hϕ∗f , and ϕ

∗γ(X) = γ(ϕ∗X). Consequently for X ∈ X(M,ω) we
have LX{f, g} = {LXf, g}+ {f,LXg} and γ(LXY ) = 0.
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Proof. The operator H takes values in X(M,ω) since

LHf
ω = iHf

dω + d iHf
ω = 0 + ddf = 0.

The mapping H is a Lie algebra homomorphism, i.e., H({f, g}) = [Hf , Hg],
since by (9.9) and (9.7) we have

iH({f,g})ω = d{f, g} = dLHf
g = LHf

dg − 0 = LHf
iHgω − iHgLHf

ω

= [LHf
, iHg ]ω = i[Hf ,Hg ]ω.

The sequence is exact at H0(M) since the embedding α of the locally con-
stant functions is injective.

The sequence is exact at C∞(M): For a locally constant function c we have
Hc = ω̌−1dc = ω̌−10 = 0. If Hf = ω̌−1df = 0 for f ∈ C∞(M), then df = 0,
so f is locally constant.

The sequence is exact at X(M,ω): For X ∈ X(M,ω) we have diXω =
diXω + iXdω = LXω = 0; thus γ(X) = [iXω] ∈ H1(M) is well defined. For
f ∈ C∞(M) we have γ(Hf ) = [iHf

ω] = [df ] = 0 ∈ H1(M). If X ∈ X(M,ω)

with γ(X) = [iXω] = 0 ∈ H1(M), then iXω = df for some f ∈ Ω0(M) =
C∞(M), but then X = Hf .

The sequence is exact at H1(M): The mapping γ is surjective since for
ϕ ∈ Ω1(M) with dϕ = 0 we may considerX := ω̌−1ϕ ∈ X(M) which satisfies
LXω = iXdω + diXω = 0 + dϕ = 0 and γ(X) = [iXω] = [ϕ] ∈ H1(M).

The Poisson bracket { , } is a Lie bracket and {f, gh} = {f, g}h+g{f, h}:

{f, g} = ω(Hg, Hf ) = −ω(Hf , Hg)

= {g, f},
{f, {g, h}} = LHf

LHgh = [LHf
,LHg ]h+ LHgLHf

h

= L[Hf ,Hg ]h+ {g, {f, h}}
= LH{f,g}

h+ {g, {f, h}}
= {{f, g}, h}+ {g, {f, h}},

{f, gh} = LHf
(gh) = LHf

(g)h+ gLHf
(h)

= {f, g}h+ g{f, h}.

All mappings in the sequence are Lie algebra homomorphisms: For local
constants {c1, c2} = Hc1c2 = 0. We already checked for H. For X,Y ∈
X(M,ω) we have

i[X,Y ]ω = [LX , iY ]ω = LXiY ω − iY LXω = diXiY ω + iXdiY ω − 0 = diXiY ω;

thus γ([X,Y ]) = [i[X,Y ]ω] = 0 ∈ H1(M).
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Let us now transform the situation by a symplectomorphism ϕ : M → M
via pullback. Then

ϕ∗ω = ω ⇔ (Tϕ)∗ ◦ ω̌ ◦ Tϕ = ω̌

⇒ Hϕ∗f = ω̌−1dϕ∗f = ω̌−1(ϕ∗df)

= (Tϕ−1 ◦ ω̌−1 ◦ (Tϕ−1)∗) ◦ ((Tϕ)∗ ◦ df ◦ ϕ)
= (Tϕ−1 ◦ ω̌−1 ◦ df ◦ ϕ) = ϕ∗(Hf ),

ϕ∗{f, g} = ϕ∗(dg(Hf )) = (ϕ∗dg)(ϕ∗Hf ) = d(ϕ∗g)(Hϕ∗f ) = {ϕ∗f, ϕ∗g}.

For the assertions about the Lie derivative apply LX = ∂|0(FlXt )∗. �

31.22. Basic example. In the situation of (31.1), where M = T ∗Rn with
ω = ωRn = −dϑRn =

∑n
i=1 dq

i ∧ dpi, we have

ω̌ : T (T ∗Rn)→ T ∗(T ∗Rn), ω̌(∂qi) = dpi, ω̌(∂pi) = −dqi,

Hf = ω̌−1.df = ω̌−1
(∑

i

(
∂f
∂qi
dqi + ∂f

∂pi
dpi

))
=
∑

i

(
∂f
∂pi

∂
∂qi
− ∂f

∂qi
∂
∂pi

)
,

{f, g} = Hfg =
∑

i

(
∂f
∂pi

∂g
∂qi
− ∂f

∂qi
∂g
∂pi

)
,

{pi, pj} = 0, {qi, qj} = 0, {qi, pj} = −δij .

31.23. Kepler’s laws: Elementary approach. Here we give an elemen-
tary approach to the derivation of Kepler’s laws.

Let us choose the orthonormal coordinate system in the oriented Euclidean
space R3 with standard inner product ( | ) and vector product q × q′ in
such a way that the sun with mass M is at 0 ∈ R3. A planet now moves in
a force field F on an orbit q(t) according to Newton’s law:

(1) F (q(t)) = mq̈(t).

(2) If the force field is centripetal, F (q) = −f(q) q for f ≥ 0, then the
angular momentum q(t)× q̇(t) = J is a constant vector, since

∂t(q × q̇) = q̇ × q̇ + q × q̈ = 0 + 1
mf(q) q × q = 0.

Thus the planet moves in the plane orthogonal to the angular momentum
vector J and we may choose coordinates such that this is the plane q3 = 0.
Let z = q1 + iq2 = reiϕ; then

J =
(

0
0
j

)
= z × ż =

(
q1

q2

0

)
×
(
q̇1

q̇2

0

)
=
( 0

0
q1q̇2−q2q̇1

)
,

j = q1q̇2 − q2q̇1 = Im(z̄.ż) = Im(re−iϕ(ṙeiϕ + irϕ̇eiϕ))

= Im(rṙ + ir2ϕ̇) = r2ϕ̇.



31. Symplectic Geometry and Classical Mechanics 431

(3) Thus in a centripetal force field area is swept out at a constant rate
j = r2ϕ̇ (2nd law of Kepler, 1602, published 1606), since

Area(t1, t2) =

∫ ϕ(t2)

ϕ(t1)

∫ r(ϕ)

0
r dr dϕ =

∫ ϕ(t2)

ϕ(t1)

1
2r(ϕ)

2dϕ

=

∫ t2

t1

1
2r(ϕ(t))

2ϕ̇(t) dt = j
2(t2 − t1).

Now we specify the force field. According to Newton’s law of gravity the
sun acts on a planet of mass m at the point 0 6= q ∈ R3 by the force

F (q) = −GMm

|q|3 q = − gradU(q),(4)

U(q) = −GMm

|q| ,

where G = (6.67428± 0.00067) · 10−11m3 kg−1 s−2 is the gravitational con-
stant and U is the gravitational potential. We consider now the energy
function (compare with (31.1)) along the orbit as the sum of the kinetic and
the potential energies

(5) E(t) :=
m

2
|q̇(t)|2 + U(q(t)) =

m

2
|q̇(t)|2 −GMm

|q(t)|
which is constant along the orbit, since

∂tE(t) = m(q̈(t)|q̇(t)) + (gradU(q(t))|q̇(t)) = 0.

We have in the coordinates specified above for the velocity v = |q̇|
v2 = |q̇|2 = Re(żż) = Re((ṙe−iϕ − irϕ̇e−iϕ)(ṙeiϕ + irϕ̇eiϕ)) = ṙ2 + r2ϕ̇2.

We look now for a solution in the form r = r(ϕ). From (3) we have ϕ̇ = j/r2

so that

v2 = ṙ2 + r2ϕ̇2 =

(
dr

dϕ

)2

ϕ̇2 + r2ϕ̇2 =

(
dr

dϕ

)2 j2

r4
+
j2

r2
.

Plugging into the conservation of energy (5), we get
(
dr

dϕ

)2 j2

r4
+
j2

r2
− 2GM

1

r(t)
= γ = constant,

1

r4

(
dr

dϕ

)2

=
γ

j2
+

2GM

j2
1

r(t)
− 1

r2
.(6)

Excluding the catastrophe of the planet falling into the sun, we may assume
that r is never 0 and substitute

u(ϕ) =
1

r(ϕ)
,

du

dϕ
= − 1

r2
dr

dϕ



432 CHAPTER VII. Symplectic and Poisson Geometry

into (6) to obtain
(
du

dϕ

)2

=
γ

j2
+

2GM

j2
u− u2 = G2M2

j4

(
1 +

γj2

G2M2

)
−
(
u− GM

j2

)2

,

(
du

dϕ

)2

=
ε2

p2
−
(
u− 1

p

)2

, where p :=
j2

GM
, ε :=

√
1 +

γj2

G2M2
(7)

are parameters suitable to describe conic sections.

If ε = 0, then ( dudϕ)
2 = −(u− 1

p)
2 so that both sides have to be zero: u = 1/p

or r = p = constant and the planet moves on a circle.

If ε > 0, then (7) becomes

du

dϕ
=

√
ε2

p2
−
(
u− 1

p

)2

or dϕ =
du√

ε2

p2
−
(
u− 1

p

)2 ,

ϕ+ C =

∫
dϕ =

∫
du√

ε2

p2
−
(
u− 1

p

)2 now use w = u− 1

p

=

∫
dw√
ε2

p2
− w2

=
p

ε

∫
dw√

1−
(pw
ε

)2 now use z =
pw

ε

=

∫
dz√
1− z2

= arcsin(z) = arcsin
(pw
ε

)
= arcsin

(
pu− 1

ε

)
.

This implies

sin(ϕ+ C) =
pu− 1

ε
, u =

1 + ε sin(ϕ+ C)

p
,

r =
1

u
=

p

1 + ε sin(ϕ+ C)
.

We choose the parameter C such that the minimal distance p
1+ε of the

planet from the sun (its perihel) is attained at ϕ = 0 so that sin(C) = 1 or
C = π/2; then sin(ϕ + π/2) = cos(ϕ) and the planetary orbit is described
by the equation

(8) r =
p

1 + ε cosϕ
, p > 0, ε ≥ 0.

Equation (8) describes a conic section in polar coordinates with one focal
point at 0. We have:

• a circle for ε = 0,

• an ellipse for 0 ≤ ε < 1,

• a parabola for ε = 1,

• the left branch of a hyperbola for ε > 1.
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For the ellipse with the right hand focal point at 0:

a

a

b

e

p

S = 0

(q1 + e)2

a2
+
q2

2

b2
= 1,

e =
√
a2 − b2,

(r cosϕ+ e)2

a2
+
r2 sin2 ϕ

b2
= 1,

(b2 − a2)r2 cos2 ϕ
+ 2b2r

√
a2 − b2 cosϕ

+ a2r2 − b4 = 0.

Solving for cosϕ, we get

cosϕ =
−2b2r

√
a2 − b2 ±

√
4b4r2(a2 − b2) + 4(a2 − b2)r2(a2r2 − b4)
−2(a2 − b2)r2

=
−2b2re± 2r2ea

−2r2e2 =
b2

re
± a

e
,

b2

re
= cosϕ± a

e
,

r =
b2

e(cosϕ± a
e )

=
b2

eae (±1 + e
a cosϕ)

=
b2

a

±1 + e
a cosϕ

.

Put p = b2/a and 0 ≤ ε =
√
1− b2/a2 = e/a ≤ 1 and note that r > 0 to

obtain the desired equation (8), i.e.,

r =
p

1 + ε cosϕ
.

For the parabola with focal point at 0:

L

p

p

S = 0

q2
2 = −2p(q1 −

p

2
) = −2pq1 + p2,

r2(1− cos2 ϕ) = −2pr cosϕ+ p2,

r2 cos2 ϕ− 2pr cosϕ+ p2 − r2 = 0,

cosϕ =
2pr ±

√
4p2r2 − 4r2(p2 − r2)

2r2

=
p± r
r

=
p

r
± 1,

r =
p

1 + cosϕ
> 0.
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For the hyperbola with left hand focal point at 0:

a

be
p

S = 0

(q1 − e)2
a2

− q2
2

b2
= 1,

e =
√
a2 + b2,

(r cosϕ− e)2
a2

− r2 sin2 ϕ

b2
= 1,

b2r2 cos2 ϕ− 2b2r
√
a2 + b2 cosϕ

+ a2b2 + b4 − a2r2(1− cos2 ϕ) = a2b2,

(b2 + a2)r2 cos2 ϕ

− 2b2r
√
a2 + b2 cosϕ+ b4 − a2r2 = 0.

Solving again for cosϕ, we get

cosϕ =
2b2r
√
a2 + b2 ±

√
4b4r2(a2 + b2)− 4(a2 + b2)r2(b4 − a2r2)

2(a2 + b2)r2

=
2b2re± 2r2ea

2r2e2
.

Put p = b2/a and ε =
√
1 + b2/a2 = e/a > 1 and note that r > 0 to obtain

the desired equation (8), i.e., r = p
1+ε cosϕ .

(Kepler’s 3rd law) If T is the orbital period of a planet on an elliptic orbit
with major half-axis a, then:

T 2

a3
=

(2π)2

GM

is a constant depending only on the mass of the sun and not on the planet.

Let a and b be the major and minor half-axes of an elliptic planetary orbit
with period T . The area of this ellipse is abπ. But by (3) this area equals
abπ = jT/2. In (7) we had p = j2/(GM), and for an ellipse we have
p = b2/a; thus we get

j

2
T = abπ = a3/2p1/2π = a3/2

j√
GM

π, T =
2πa3/2√
GM

,
T 2

a3
=

(2π)2

GM
.

31.24. Kepler’s laws II: The 2-body system. Here we start to treat
the 2-body system with methods like Poisson brackets, etc., as explained in
(31.22). So the symplectic manifold (the phase space) is T ∗(R3 \ {0}) with
symplectic form ω = ωR3 = −dϑR3 =

∑3
i=1 dq

i∧dpi. As in (31.1) we use the
canonical coordinates qi on R3 and pi := m · q̇i on the cotangent fiber. The
Hamiltonian function of the system is the energy from (31.23.5) written in



32. Completely Integrable Hamiltonian Systems 435

these coordinates:

(1) E(q, p) :=
1

2m
|p|2+U(q) =

1

2m
|p|2−GMm

|q| =
1

2m

∑
p2i−G

Mm√∑
(qi)2

.

The Hamiltonian vector field is then given by

HE =
3∑

i=1

(∂E
∂pi

∂

∂qi
− ∂E

∂qi
∂

∂pi

)
=

3∑

i=1

( 1

m
pi

∂

∂qi
− GMm

|q|3 qi
∂

∂pi

)
.

The flow lines of this vector field can be expressed in terms of elliptic func-
tions. Briefed by (31.23.2), we consider the 3 components of the vector
product J(q, p) = q × p and we may compute that

J1 = q2p3 − q3p2, J2 = −q1p3 + q3p1, J3 = q1p2 − q2p1,
{E, J i} = 0, {J1, J2} = −J3

We shall later interpret (J1, J2, J3) as a momentum mapping.

32. Completely Integrable Hamiltonian Systems

32.1. Introduction. The pioneers of analytical mechanics, Euler, La-
grange, Jacobi, Kowalewska, . . . , were deeply interested in completely inte-
grable systems, of which they discovered many examples: the motion of a
rigid body with a fixed point in the three classical cases (the Euler-Lagrange,
Euler-Poisot, and Kowalewska cases), Kepler’s system, the motion of a
massive point in the gravitational field created by fixed attracting points,
geodesics on an ellipsoid, etc. To analyze such systems, Jacobi developed a
method which now bears his name, based on a search for a complete integral
of the first order partial differential equation associated with the Hamitonian
system under consideration, called the Hamilton-Jacobi equation. Later it
turned out, with many contributions by Poincaré, that complete integrabil-
ity is very exceptional: A small perturbation of the Hamiltonian function
can destroy it. Thus this topic fell into disrespect.

Later Kolmogorov, Arnold, and Moser showed that certain qualitative prop-
erties of completely integrable systems persist after perturbation: certain
invariant tori on which the quasi-periodic motion of the nonperturbed, com-
pletely integrable system takes place survive the perturbation.

More recently it has been shown that certain nonlinear partial differential
equations such as the Korteweg-de Vries equation ut + 3uxu+ auxxx = 0 or
the Camassa-Holm equation ut − utxx = uxxx.u + 2uxx.ux − 3ux.u may be
regarded as infinite-dimensional ordinary differential equations which have
many properties of completely integrable Hamiltonian systems. This started
new, very active research in completely integrable systems. See [68, 69] for
an overview.
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32.2. Completely integrable systems. Let (M,ω) be a symplectic man-
ifold with dim(M) = 2n with a Hamiltonian function h ∈ C∞(M).

(1) The Hamiltonian system (M,ω, h) is called completely integrable if there
are n functions f1, . . . , fn ∈ C∞(M) which

• are pairwise in involution: {fi, fj} = 0 for all i, j,

• are first integrals of the system: {h, fi} = 0 for all i,

• are nondegenerate: their differentials are linearly independent on a
dense open subset of M .

We shall keep this notation throughout this section.

(2) The n + 1 functions h, f1, . . . , fn ∈ C∞(M) are pairwise in involution.
At each point x ∈M the Hamiltonian fields Hh(x), Hf1(x), . . . , Hfn(x) span
an isotropic subset of TxM which has dimension ≤ n; thus they are linearly
dependent. On the dense open subset U ⊆ M where the differentials dfi
are linearly independent, dh(x) is a linear combination of df1(x), . . . , dfn(x).

Thus each x ∈ U has an open neighborhood V ⊂ U such that h|V = h̃ ◦
(f1, . . . , fn)|V for a smooth local function on Rn. To see this, note that the
Hfi span an integrable distribution of constant rank in U whose leaves are
given by the connected components of the sets described by the equations
fi = ci, ci constant, for i = 1, . . . , n of maximal rank. Since {h, fi} = 0,
the function h is constant along each leaf and thus factors locally over the
mapping f := (f1, . . . , fn) : U → f(U) ⊂ Rn. The Hamiltonian vector field
Hh is then a linear combination of the Hamiltonian fields Hfi ,

Hh = ω̌−1(dh) = ω̌−1
( n∑

i=1

∂h̃

∂fi
(f1, . . . , fn) dfi

)
=

n∑

i=1

∂h̃

∂fi
(f1, . . . , fn) Hfi .

whose coefficients ∂h̃
∂fi

(f1, . . . , fn) depend only on the first integrals f1, . . . , fn.

The fi are constant along the flow lines of Hh since {h, fi} = 0 implies

(FlHh
t )∗fi = fi and (FlHh

t )∗Hfi = Hfi . This last argument also shows that
a trajectory of Hh intersecting U is completely contained in U . Therefore

these coefficients ∂h̃
∂fi

(f1, . . . , fn) are constant along each trajectory of Hh

which is contained in U .

(3) The Hamiltonian vector fields Hf1 , . . . , Hfn span a smooth integrable
distribution of nonconstant rank onM according to (3.28), since [Hfi , Hfj ] =

H{fi,fj} = 0 and (Fl
Hfi
t )∗Hfj = Hfj , so the dimension of the span is constant

along each flow. Thus we have a foliation of jumping dimension onM : Each
point of M lies in an initial submanifold which is an integral manifold for
the distribution spanned by the Hfi . Each trajectory of Hh or of any Hfi is
completely contained in one of these leaves. The restriction of this foliation
to the open set U is a foliation of U by Lagrangian submanifolds, whose
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leaves are defined by the equations fi = ci, i = 1, . . . , n, where the ci are
constants.

32.3. Lemma ([10]). Let R2n = Rn×Rn be the standard symplectic vector
space with standard basis ei such that ω =

∑n
i=1 e

i ∧ en+i. Let W ⊂ R2n be
a Lagrangian subspace.

Then there is a partition {1, . . . , n} = I⊔J such that the Lagrangian subspace
U of R2n spanned by the ei for i ∈ I and the en+j for j ∈ J is a complement
to W in R2n.

Proof. Let k = dim(W ∩ (Rn × 0)). If k = n, we may take I = ∅. If k < n,
there exist n−k elements ei1 , . . . , ein−k

of the basis e1, . . . , en of Rn×0 which
span a complement U ′ of W ∩ (Rn × 0) in Rn × 0. Put I = {i1, . . . , in−k}
and let J be the complement. Let U ′′ be the span of the en+j for j ∈ J , and
let U = U ′ ⊕ U ′′. Then U is a Lagrangian subspace. We have

Rn×0 = (W ∩(Rn×0))⊕U ′, W ∩(Rn×0) ⊂W, U ′ = U ∩(Rn×0) ⊂ U.
Thus Rn × 0 ⊂ W + U . Since Rn × 0, W , U are Lagrangian, by (31.4.4)
we have W ∩ U = W⊥ ∩ U⊥ = (W + U)⊥ ⊂ (Rn × 0)⊥ = Rn × 0; thus
W ∩ U = (W ∩ (Rn × 0)) ∩ (U ∩ (Rn × 0)) =W ∩ (Rn × 0) ∩ U ′ = 0, and U
is a complement of W . �

32.4. Lemma. Let (M,ω) be a symplectic manifold of dimension 2n, and
let x ∈M . Suppose that 2n smooth functions u1, . . . , un, f1, . . . , fn are given
near x, that their differentials are linearly independent, and that they satisfy
the following properties:

• The submanifold defined by the equations ui = ui(x) for i = 1, . . . , n is
Lagrangian.

• The functions f1, . . . , fn are pairwise in involution: {fi, fj} = 0 for all
i, j.

Then on an open neighborhood U of x in M we may determine n other
smooth functions g1, . . . , gn such that

ω|U =
n∑

i=1

dfi ∧ dgi.

The determination of gi uses exclusively the operations of integration, elim-
ination (solving linear equations), and partial differentiation.

Proof. Without loss we may assume that ui(x) = 0 for all i. There ex-
ists a contractible open neighborhood U of x in M such that (u, f) :=
(u1, . . . , un, f1, . . . , fn) is a chart defined on U and such that each diffeo-
morphism ψt(u, f) := (t u, f) is defined on the whole of U for t near [0, 1]
and maps U into itself. Since ψ0 maps U onto the Lagrange submanifold
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N := {y ∈ U : ui(y) = 0 for i = 1, . . . , n}, we have ψ∗
0ω = 0. Using the

homotopy invariance (11.4), we have

ω|U = ψ∗
1ω = ψ∗

0ω + d h̄(ω)− h̄(dω) = 0 + d h̄(ω) + 0,

where h̄(ω) =
∫ 1
0 ins∗t i∂tψ

∗ω dt is from the proof of (11.4).

Since f1, . . . , fn are pairwise in involution and have linearly independent dif-
ferentials, ω|U belongs to the ideal in Ω∗(U) generated by df1, . . . , dfn. This
is a pointwise property. At y ∈ U the tangent vectors Hf1(y), . . . , Hfn(y)
span a Lagrangian vector subspace L of TyM with annihilator Lo ⊂ T ∗

yM
spanned by df1(y), . . . , dfn(y). Choose a complementary Lagrangian sub-
space W ⊂ TyM ; see the proof of (31.20). Let α1, . . . , αn ∈ T ∗

yM be a basis

of the annihilator W o. Then ωy =
∑n

i,j=1 ωijαi ∧ dfj(y) since ω vanishes on
L, on W , and induces a duality between L and W .

From the form of h̄(ω) above we then see that h̄(ω) also belongs to this
ideal, since ψ∗

t fi = fi for all i. Namely,

h̄(ω) =
n∑

i,j=1

∫ 1

0

(
ins∗t i∂t ψ

∗(ωij .αi)
)
dfj dt =: −

n∑

j=1

gj dfj

for smooth functions gi. Finally we remark that the determination of the
components of ω in the chart (u, f) uses partial differentiations and elim-
inations, whereas the calculation of the components of h̄(ω) uses integra-
tion. �

32.5. Lemma. Let (M,ω) be a symplectic manifold of dimension 2n. We
assume that the following data are known on an open subset U of M :

• a canonical system of local coordinates (q1, . . . , qn, p1, . . . , pn) on U such
that the symplectic form is given by ω|U =

∑n
i=1 dq

i ∧ dpi,
• smooth functions f1, . . . , fn which are pairwise in involution, {fi, fj} =
0 for all i, j, and whose differentials are linearly independent.

Then each x ∈ U admits an open neighborhood V ⊆ U on which we can
determine other smooth functions g1, . . . , gn such that

ω|V =
n∑

i=1

dfi ∧ dgi.

The determination of gi uses exclusively the operations of integration, elim-
ination (use of the implicit function theorem), and partial differentiation.

Proof. If the functions q1, . . . , qn, f1, . . . , fn have linearly independent dif-
ferentials at a point x ∈ U , the result follows from (32.4). In the general case
consider the Lagrangian subspace L ⊂ TxM spanned by Hf1(x), . . . , Hfn(x).
By lemma (32.3) there exists a partition {1, . . . , n} = I ⊔ J such that the
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Langrangian subspace W ⊂ TxM spanned by Hqi(x) for i ∈ I and Hpj (x)
for j ∈ J is complementary to L. Now the result follows from lemma (32.4)
by calling uk, k = 1, . . . , n, the functions qi for i ∈ I and pj for j ∈ J . �

32.6. Proposition. Let (M,ω, h) be a Hamiltonian system on a symplectic
manifold of dimension 2n. We assume that the following data are known on
an open subset U of M :

• a canonical system of local coordinates (q1, . . . , qn, p1, . . . , pn) on U such
that the symplectic form is given by ω|U =

∑n
i=1 dq

i ∧ dpi,
• a family f = (f1, . . . , fn) of smooth first integrals for the Hamilton-
ian function h which are pairwise in involution, i.e., {h, fi} = 0 and
{fi, fj} = 0 for all i, j, and whose differentials are linearly independent.

Then for each x ∈ U the integral curve of Hh passing through x can be deter-
mined locally by using exclusively the operations of integration, elimination,
and partial differentiation.

Proof. By lemma (32.5) there exists an open neighborhood V of x in U
and functions g1, . . . , gn ∈ C∞(V ) such that ω|V =

∑n
i=1 dfi ∧ dgi. The

determination uses only integration, partial differentiation, and elimination.
We may choose V so small that (f, g) := (f1, . . . , fn, g1, . . . , gn) is a chart
on V with values in a cube in R2n.

We have already seen in (32.2.2) that h|V = h̃◦ (f, g) where h̃ = h◦ (f, g)−1

is a smooth function on the cube which does not depend on the gi. In fact
h̃ may be determined by elimination since h is constant on the leaves of the
foliation given by fi = ci, ci constant.

The differential equation for the trajectories of Hh in V is given by

ḟk =
∂h̃

∂gk
= 0, ġk = −

∂h̃

∂fk
, k = 1, . . . , n;

thus the integral curve FlHh
t (x) is given by

fk(Fl
Hh
t (x)) = fk(x),

gk(Fl
Hh
t (x)) = gk(x)− t

∂h̃

∂fk
(f(x)),

k = 1, . . . , n. �

32.7. Proposition. Let (M,ω, h) be a Hamiltonian system with dim(M) =
2n and let f = (f1, . . . , fn) be a family first integrals of h which are pairwise
in involution, {h, fi} = 0 and {fi, fj} = 0 for all i, j. Suppose that all
Hamiltonian vector fields Hfi are complete. Then we have:

(1) The vector fields Hfi are the infinitesimal generators of a smooth ac-
tion ℓ : Rn × M → M whose orbits are the isotropic leaves of the
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foliation with jumping dimension described in (32.2.3) and which can
be described by

ℓ(t1,...,tn)(x) = (Fl
Hf1
t1
◦ . . . ◦ FlHfn

tn )(x).

Each orbit is invariant under the flow of Hh.

(2) (Liouville’s theorem) If a ∈ f(M) ⊂ Rn is a regular value of f and
if N ⊆ f−1(a) is a connected component, then N is a Lagrangian
submanifold and is an orbit of the action of Rn which acts transitively
and locally freely on N : For any point x ∈ N the isotopy subgroup
(Rn)x := {t ∈ Rn : ℓt(x) = x} is a discrete subgroup of Rn. Thus it is

a lattice
∑k

i=1 2πZ vi generated by k = rank(Rn)x linearly independent
vectors 2πvi ∈ Rn. The orbit N is diffeomorphic to the quotient group
Rn/(Rn)x ∼= Tk × Rn−k, a product of the k-dimensional torus by an
(n− k)-dimensional vector space.
Moreover, there exist constants (w1, . . . , wn) ∈ Rn such that the flow

of the Hamiltonian h on N is given by FlHh
t = ℓ(tw1,...,twn). If we use

coordinates (b1 mod 2π, . . . , bk mod 2π, bk+1, . . . , bn) corresponding to
the diffeomorphic description N ∼= Tk×Rn−k, the flow of h is given by

FlHh
t (b1 mod 2π, . . . , bk mod 2π, bk+1, . . . , bn)

= (b1 + tc1 mod 2π, . . . , bk + tck mod 2π, bk+1 + tck+1, . . . , bn + tcn)

for constant ci = wi/|vi| for i ≤ k and cj = wj for j > k. If N is
compact so that k = n, this is called a quasi-periodic flow.

Proof. The action ℓ is well defined since the complete vector fields Hfi

commute; see the proof of (3.17). Or we conclude the action directly from
theorem (6.5). The rest of this theorem follows already from (32.2), or it
is obvious. The form of discrete subgroups of Rn is proved in the next
lemma. �

32.8. Lemma. Let G be a discrete subgroup of Rn. Then G is the lattice∑k
i=1 Z vi generated by 0 ≤ k = rank(G) ≤ n linearly independent vectors

vi ∈ Rn.

Proof. We use the standard Euclidean structure of Rn. If G 6= 0, there is
0 6= v ∈ G. Let v1 be the point in Rv ∩G which is nearest to 0 but nonzero.
Then G∩Rv = Zv1: If there were w ∈ G in one of the intervals (m,m+1)v1,
then w −mv1 ∈ Rv1 would be nonzero and closer to 0 than v1.

If G 6= Zv1, there exists v ∈ G \Rv1. We will show that there exists a point
v2 in G with minimal distance to the line Rv1 but not in the line. Suppose
that the orthogonal projection prRv1(v) of v onto Rv1 lies in the interval
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P = [m,m+ 1]v1 for m ∈ Z, consider the cylinder

C = {z ∈ pr−1
Rv1

(P ) : dist(z, P ) ≤ dist(v, P )}
and choose a point v2 ∈ G \ Rv1 in this cylinder nearest to P . Then v2 has
minimal distance to Rv1 in G\(Rv1) since any other point in G with smaller
distance can be shifted into the cylinder C by adding some suitable mv1.

Then Zv1 + Zv2 forms a lattice in the plane Rv1 +Rv2 which is partitioned
into parallelograms Q = {a1v1+a2v2 : mi ≤ ai < mi+1} formi ∈ Z. If there
is a point w ∈ G in one of these parallelograms Q, then a suitable translate
w − n1v1 − n2v2 would be nearer to Rv1 than v2. Thus G ∩ (Rv1 + Rv2) =
Zv1 + Zv2.

If there is a point of G outside this plane, we may find as above a point
v3 of G with minimal distance to the plane, and by covering the 3-space
Rv1 + Rv2 + Rv3 with parallelepipeds, we may show as above that G ∩
(Rv1 + Rv2 + Rv3) = Zv1 + Zv2 + Zv3, and so on. �

33. Poisson Manifolds

33.1. Poisson manifolds. A Poisson structure on a smooth manifold M
is a Lie bracket { , } on the vector space of smooth functions C∞(M)
also satisfying

(1) {f, gh} = {f, g}h+ g{f, h}.
This means that for each f ∈ C∞(M) the mapping adf = {f, } is a
derivation of (C∞(M), ·), so by (3.3) there exists a unique vector field
H(f) = Hf ∈ X(M) such that {f, h} = Hf (h) = dh(Hf ) holds for each
h ∈ C∞(M). We also have H(fg) = f Hg + g Hf since

Hfg(h) = {fg, h} = f{g, h}+ g{f, h} = (f Hg + g Hf )(h).

Thus there exists a unique tensor field P ∈ Γ(
∧2 TM) such that

(2) {f, g} = Hf (g) = P (df, dg) = 〈df ∧ dg, P 〉.
The choice of sign is motivated by the following. If ω is a symplectic form
on M , we consider, using (31.21):

ω̌ : TM → T ∗M, 〈ω̌(X), Y 〉 = ω(X,Y ),

P̌ = ω̌−1 : T ∗M → TM, 〈ψ, P̌ (ϕ)〉 = P (ϕ, ψ),

Hf = ω̌−1(df) = P̌ (df), iHf
ω = df,

{f, g} = Hf (g) = iHf
dg = iHf

iHgω = ω(Hg, Hf )

= 〈dg,Hf 〉 = 〈dg, P̌ (df)〉 = P (df, dg) = 1
2〈df ∧ dg, P 〉.
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33.2. Proposition. Schouten-Nijenhuis bracket. Let M be a smooth
manifold. We consider the space Γ(

∧
TM) of multivector fields on M .

This space carries a graded Lie bracket for the grading Γ(
∧∗+1 TM), ∗ =

−1, 0, 1, 2, . . . , called the Schouten-Nijenhuis bracket, which is given by

[X1∧ · · · ∧Xp, Y1 ∧ · · · ∧ Yq](1)

=
∑

i,j

(−1)i+j [Xi, Yj ] ∧X1 ∧ · · · X̂i · · · ∧Xp ∧ Y1 ∧ · · · Ŷj · · · ∧ Yq,

[f, U ] = −ı̄(df)U,(2)

where ı̄(df) is the insertion operator
∧kTM → ∧k−1TM , the adjoint of

df ∧ ( ) :
∧lT ∗M → ∧l+1T ∗M .

Let U ∈ Γ(
∧uTM), V ∈ Γ(

∧vTM), W ∈ Γ(
∧wTM), and f ∈ C∞(M,R).

Then we have:

[U, V ] = −(−1)(u−1)(v−1)[V, U ].(3)

[U, [V,W ]] = [[U, V ],W ] + (−1)(u−1)(v−1)[V, [U,W ]].(4)

[U, V ∧W ] = [U, V ] ∧W + (−1)(u−1)vV ∧ [U,W ].(5)

[X,U ] = LXU.(6)

(7) Let P ∈ Γ(
∧2 TM). Then the product {f, g} := 1

2〈df∧dg, P 〉 on C∞(M)
satisfies the Jacobi identity if and only if [P, P ] = 0.

Proof. The bilinear mapping
∧kΓ(TM) × ∧lΓ(TM) → ∧k+l−1Γ(TM)

given by (1) factors over
∧kΓ(TM) → ∧k

C∞(M)Γ(TM) = Γ(
∧kTM) since

we may easily compute that

[X1 ∧ · · · ∧Xp, Y1 ∧ · · · ∧ fYj ∧ · · · ∧ Yq] = f [X1 ∧ · · · ∧Xp, Y1 ∧ · · · ∧ Yq]
+ (−1)pı̄(df)(X1 ∧ · · · ∧Xp) ∧ Y1 ∧ · · · ∧ Yq.

So the bracket [ , ] : Γ(
∧k−1TM) × Γ(

∧l−1TM) → Γ(
∧k+l−1TM) is

a well defined operation. Properties (3)–(6) have to be checked by direct
computations.

Property (7) can be seen as follows: We have

(8) 2{f, g} = 〈df ∧ dg, P 〉 = 〈dg, ı̄(df)P 〉 = −〈dg, [f, P ]〉 = [g, [f, P ]].

Now a straightforward computation involving the graded Jacobi identity and
the graded skew-symmetry of the Schouten-Nijenhuis bracket gives

[h, [g, [f, [P, P ]]]] = −8({f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}).
Since [h, [g, [f, [P, P ]]]] = 〈df ∧ dg ∧ dh, [P, P ]〉, the result follows. �

In [200] there is an expression for (−1)u−1[U, V ] in terms of covariant deriva-
tives which does not depend on the covariant derivative, and in [176] it is
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found that it satisfied the graded Jacobi identity. In [124] the relation of the
Schouten-Nijenhuis bracket to Poisson manifolds was spelled out. See also
[222], [147] for the version presented here and [223] for more information.

Let us point out here that the skew-symmetric Schouten-Nijenhuis bracket
has a symmetric counterpart. It is an ordinary (non-graded) Lie bracket ex-
tending the Lie bracket from the space of vector fields to the space Γ(

∨
TM)

of symmetric multivector fields. It satisfies [X, f ] = LXf for X ∈ X(M) and

[X1 ∨ · · · ∨Xp, Y1 ∨ · · · ∨ Yq]
=
∑

i,j

[Xi, Yj ] ∨X1 ∨ · · · X̂i · · · ∨Xp ∨ Y1 ∨ · · · Ŷj · · · ∨ Yq.

A symmetric multivector field on M can be viewed as a smooth function
on T ∗M which is a homogeneous polynomial on each fiber. The symmetric
Schouten-Nijenhuis bracket is then just the restriction of the canonical Pois-
son bracket on C∞(T ∗M) to the subalgebra of these fiberwise polynomial
functions.

33.3. Hamiltonian vector fields for Poisson structures. Let (M,P )
be a Poisson manifold. As usual we denote by P̌ : T ∗M → TM the asso-
ciated skew-symmetric homomorphism of vector bundles. Let X(M,P ) :=
{X ∈ X(M) : LXP = 0} be the Lie algebra of infinitesimal automorphisms
of the Poisson structure. For f ∈ C∞(M) we define the Hamiltonian vector
field by

(1) gradP (f) = Hf = P̌ (df) = −[f, P ] = −[P, f ] ∈ X(M),

and we recall the relation between Poisson structure and Poisson bracket,
(33.1.2) and (33.2.8),

{f, g} = Hf (g) = P (df, dg) = 1
2〈df ∧ dg, P 〉 = [g, [f, P ]].

Lemma. The Hamiltonian vector field mapping takes values in X(M,P )
and is a Lie algebra homomorphism

(C∞(M), { , }P )
H=gradP−−−−−−−→ X(M,P ).

Proof. For f ∈ C∞(M) we have:

0 = [f, [P, P ]] = [[f, P ], P ]− [P, [f, P ]] = 2[[f, P ], P ],

LHf
P = [Hf , P ] = −[[f, P ], P ] = 0.

For f, g ∈ C∞(M) we get

[Hf , Hg] = [[f, P ], [g, P ]] = [g, [[f, P ], P ]]− [[g, [f, P ]], P ]

= [g,−LHf
P ]− [{f, g}, P ] = 0 +H({f, g}). �
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33.4. Theorem. Let (M,P ) be a Poisson manifold. Then P̌ (T ∗M) ⊆ TM
is an integrable smooth distribution (with jumping dimension) in the sense
of (3.23). On each leaf L (which is an initial submanifold of M by (3.25))
the Poisson structure P induces the inverse of a symplectic structure on L.

One says that the Poisson manifold M is stratified into symplectic leaves.

Proof. We use theorem (3.28). Consider the set

V := {P̌ (df) = Hf = −[f, P ] : f ∈ C∞(M)} ⊂ X(P̌ (T ∗M))

of sections of the distribution. The set V spans the distribution since through
each point in T ∗M we may find a form df . The set V is involutive since
[Hf , Hg] = H{f,g}. Finally we have to check that the dimension of P̌ (T ∗M)
is constant along flow lines of vector fields in V , i.e., of vector fields Hf :

P̌ = (Fl
Hf

t )∗P̌ = T (Fl
Hf

−t ) ◦ P̌ ◦ (T Fl
Hf

−t )
∗ since LHf

P = 0

=⇒ dim P̌ (T ∗
Fl

Hf
t (x)

M) = constant in t.

So all assumptions of theorem (3.28) are satisfied and thus the distribution
P (T ∗M) is integrable.

Now let L be a leaf of the distribution P (T ∗M), a maximal integral manifold.
The 2-vector field P |L is tangent to L, since a local smooth function f on
M is constant along each leaf if and only if P̌ (df) = −df ◦ P̌ : T ∗M → R
vanishes. Therefore, P̌ |L : T ∗L → TL is an injective homomorphism of
vector bundles of the same fiber dimension and is thus an isomorphism.
Then ω̌L := (P̌ |L)−1 : TL → T ∗L defines a 2-form ωL ∈ Ω2(L) which
is nondegenerate. It remains to check that ωL is closed. For each x ∈ L
there exists an open neighborhood U ⊂ M and functions f, g, h ∈ C∞(U)
such that the vector fields Hf = P̌ (df)|L, Hg, and Hh on L take arbitrary
prescribed values in TxL at x ∈ L. Thus dωL = 0 ∈ Ω3(L) results from the
following computation:

ωL(Hf , Hg) = (iHf
ωL)(Hg) = ω̌L(Hf )(Hg)

= df(Hg) = {g, f},
dωL(Hf , Hg, Hh) = Hf (ωL(Hg, Hh)) +Hg(ωL(Hh, Hf ))

+Hh(ωL(Hf , Hg))− ωL([Hf , Hg], Hh)

− ωL([Hg, Hh], Hf )− ωL([Hh, Hf ], Hg)

= {{h, g}, f}+ {{f, h}, g}+ {{g, f}, h}
− {h, {f, g}} − {f, {g, h}} − {g, {h, f}} = 0. �
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33.5. Proposition. Poisson morphisms. Let (M1, P1) and (M2, P2) be
two Poisson manifolds. A smooth mapping ϕ :M1 →M2 is called a Poisson
morphism if any of the following equivalent conditions is satisfied:

(1) For all f, g ∈ C∞(M2) we have ϕ∗{f, g}2 = {ϕ∗f, ϕ∗g}1.
(2) For all f ∈ C∞(M2) the Hamiltonian vector fields H1

ϕ∗f ∈ X(M1, P1)

and H2
f ∈ X(M2, P2) are ϕ-related.

(3) We have
∧2 Tϕ ◦ P1 = P2 ◦ ϕ :M1 →

∧2 TM2.

(4) For each x ∈M1 we have

Txϕ ◦ (P̌1)x ◦ (Txϕ)∗ = (P̌2)ϕ(x) : T
∗
ϕ(x)M2 → Tϕ(x)M2.

Proof. For x ∈M1 we have

{ϕ∗f, ϕ∗g}1(x) = (P1)x(d(f ◦ ϕ)|x, d(g ◦ ϕ)|x)
= (P1)x(df |ϕ(x).Txϕ, dg|ϕ(x).Txϕ)

= 1
2(P1)x.

2∧
(Txϕ)

∗.(df |ϕ(x) ∧ dg|ϕ(x))

=
( 2∧

Txϕ.(P1)x
)
(df |ϕ(x), dg|ϕ(x)),

ϕ∗{f, g}2(x) = {f, g}2(ϕ(x)) = (P2)ϕ(x)(df |ϕ(x), dg|ϕ(x)).
This shows that (1) and (3) are equivalent since df(y) meets each point of
T ∗M2. (3) and (4) are obviously equivalent.

(2) and (4) are equivalent since we have

Txϕ.H
1
ϕ∗f (x) = Txϕ.(P̌1)x.d(f ◦ ϕ)|x = Txϕ.(P̌1)x.(Txϕ)

∗.df |ϕ(x),
H2
f (ϕ(x)) = (P̌2)ϕ(x).df |ϕ(x). �

33.6. Proposition. Let (M1, P1), (M2, P2), and (M3, P3) be Poisson man-
ifolds and let ϕ :M1 →M2 and ψ :M2 →M3 be smooth mappings.

(1) If ϕ and ψ are Poisson morphisms, then also ψ ◦ ϕ is a Poisson mor-
phism.

(2) If ϕ and ψ ◦ ϕ are Poisson morphisms and if ϕ is surjective, then
also ψ is a Poisson morphism. In particular, if ϕ is Poisson and a
diffeomorphism, then also ϕ−1 is Poisson.

Proof. Part (1) follows from (33.5.1), say. For (2) we use (33.5.3) as follows:

2∧
Tϕ ◦ P1 = P2 ◦ ϕ and

2∧
T (ψ ◦ ϕ) ◦ P1 = P3 ◦ ψ ◦ ϕ

imply
2∧
Tψ ◦ P2 ◦ ϕ =

2∧
Tψ ◦

T∧
ϕ ◦ P1 =

2∧
T (ψ ◦ ϕ) ◦ P1 = P3 ◦ ψ ◦ ϕ,
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which implies the result since ϕ is surjective. �

33.7. Example and theorem. For a Lie algebra g there is a canonical
Poisson structure P on the dual g∗, given by the dual of the Lie bracket:

[ , ] :

2∧
g→ g, P = −[ , ]∗ : g∗ →

2∧
g∗,

{f, g}(α) = 〈α, [dg(α), df(α)]〉 for f, g ∈ C∞(g∗), α ∈ g∗.

The symplectic leaves are exactly the connected components of coadjoint or-
bits with their symplectic structures from (31.14).

Proof. We check directly the properties (33.1) of a Poisson structure. Skew
symmetry is clear. The derivation property (33.1.1) is:

{f, gh}(α) = 〈α, [h(α)dg(α) + g(α)dh(α), df(α)]〉
= 〈α, [dg(α), df(α)]〉h(α) + g(α)〈α, [dh(α), df(α)]〉
= ({f, g}h+ g{f, h})(α).

For the Jacobi identity (33.1.1) we compute

〈β, d{g, h}|α〉 = 〈β, [dh(α), dg(α)]〉+ 〈α, [d2h(α)(β, ), dg(α)]〉
+ 〈α, [dh(α), d2g(α)(β, )]〉

= 〈β, [dh(α), dg(α)]〉 − 〈(addg(α))∗α, d2h(α)(β, )〉
+ 〈(addh(α))∗α, d2g(α)(β, )〉

= 〈β, [dh(α), dg(α)]〉 − d2h(α)(β, (addg(α))∗α)
+ d2g(α)(β, (addh(α))

∗α)

and we use this to obtain

{f,{g, h}}(α) = 〈α, [d{g, h}(α), df(α)]〉
= 〈α, [[dh(α), dg(α)], df(α)]〉 − 〈α, [d2h(α)( , (addg(α))

∗α), df(α)]〉
+ 〈α, [d2g(α)( , (addh(α))

∗α), df(α)]〉
= 〈α, [[dh(α), dg(α)], df(α)]〉 − d2h(α)((addf(α))∗α, (addg(α))∗α)

+ d2g(α)((addf(α))
∗α, (addh(α))

∗α).

The cyclic sum over the last expression vanishes. Comparing with (31.14)
and (31.21.2), we see that the symplectic leaves are exactly the coadjoint
orbits, since

〈Hf (α), dg(α)〉 = Hf (g)|α = {f, g}(α) = 〈α, [dg(α), df(α)]〉
= −〈(addf(α))∗α, dg(α)〉,

Hf (α) = −(addf(α))∗α.
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The symplectic structure on an orbit O = Ad(G)∗α is the same as in (31.14)
which was given by ωO(ζX , ζY ) = ev[X,Y ] where ζX = − ad(X)∗ is the fun-
damental vector field of the (left) adjoint action. But then d evY (ζX(α)) =
−〈ad(X)∗α, Y 〉 = 〈α, [Y,X]〉 = ωO(ζY , ζX) so that on the orbit the Hamil-
tonian vector field is given by HevY = ζY = − ad(Y )∗ = − ad(d evY (α))

∗, as
for the Poisson structure above. �

33.8. Theorem. Poisson reduction. Let (M,P ) be a Poisson manifold
and let r : M × G → M be the right action of a Lie group on M such that
each rg : M → M is a Poisson morphism. Let us suppose that the orbit
space M/G is a smooth manifold such that the projection p : M → M/G is
a submersion.

Then there exists a unique Poisson structure P̄ on M/G such that p :
(M,P )→ (M/G, P̄ ) is a Poisson morphism.

The quotientM/G is a smooth manifold if the action is proper and all orbits
of G are of the same type: All isotropy groups Gx are conjugate in G. See
(29.21)

Proof. We work with Poisson brackets. A function f ∈ C∞(M) is of the
form f = f̄ ◦ p for f̄ ∈ C∞(M/G) if and only if f is G-invariant. Thus
p∗ : C∞(M/G) → C∞(M) is an algebra isomorphism onto the subalgebra
C∞(M)G of G-invariant functions. If f, h ∈ C∞(M) are G-invariant, then
so is {f, h} since (rg)∗{f, h} = {(rg)f , (rg)∗h} = {f, h} by (33.5), for all
g ∈ G. So C∞(M)G is a subalgebra for the Poisson bracket which we may
regard as a Poisson bracket on C∞(M/G). �

33.9. Poisson cohomology. Let (M,P ) be a Poisson manifold. We con-
sider the mapping

δP := [P, ] : Γ(

k−1∧
TM)→ Γ(

k∧
TM)

which satisfies δP ◦ δP = 0 since [P, [P,U ]] = [[P, P ], U ] + (−1)1.1[P, [P,U ]]
by the graded Jacobi identity. Thus we define the Poisson cohomology by

(1) Hk
Poisson(M) :=

ker(δP : Γ(
∧k TM)→ Γ(

∧k+1 TM))

im(δP : Γ(
∧k−1 TM)→ Γ(

∧k TM))
.

The direct sum

H∗
Poisson(M) =

dim(M)⊕

k=0

Hk
Poisson(M)

is a graded commutative algebra via U∧V since im(δP ) is an ideal in ker(δP )
by (33.2.5). The degree 0 part of Poisson cohomology is given by

(2) H0
Poisson(M) = {f ∈ C∞(M) : Hf = {f, } = 0},
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i.e., the vector space of all functions which are constant along each symplec-
tic leaf of the Poisson structure, since [P, f ] = [f, P ] = −ı̄(df)P = −P̌ (df) =
−Hf = −{f, } by (33.2.2), (33.2.8), and (33.1.2). The degree 1 part of
Poisson cohomology is given by

H1
Poisson(M) =

{X ∈ X(M) : [P,X] = −LXP = 0}
{[P, f ] : f ∈ C∞(M)}

=
X(M,P )

{Hf : f ∈ C∞(M)} .(3)

Thus we get the following refinement of lemma (33.3). There exists an exact
sequence of homomorphisms of Lie algebras:

0 // H0
Poisson(M)

α // C∞(M)
H=

gradP
// X(M,P )

γ // H1
Poisson(M) // 0,

0 { , } [ , ] [ , ]

where the brackets are written under the spaces, where α is the embedding
of the space of all functions which are constant on all symplectic leaves, and
where γ is the quotient mapping from (3). The bracket on H1

Poisson(M) is
induced by the Lie bracket on X(M,P ) since {Hf : f ∈ C∞(M)} is an ideal:
[Hf , X] = [−[f, P ], X] = −[f, [P,X]]− [P, [f,X]] = 0+[X(f), P ] = −HX(f).

33.10. Lemma ([67], [130]). Let (M,P ) be a Poisson manifold.

Then there exists a Lie bracket { , }1 : Ω1(M)×Ω1(M)→ Ω1(M) which
is given by

{ϕ, ψ}1 = LP̌ (ϕ)ψ − LP̌ (ψ)ϕ− d(P (ϕ, ψ))(1)

= LP̌ (ϕ)ψ − LP̌ (ψ)ϕ− diP̌ (ϕ)ψ.

It is the unique R-bilinear skew-symmetric bracket satisfying

{df, dg}1 = d{f, g} for f, g ∈ C∞(M),(2)

{ϕ, fψ}1 = f{ϕ, ψ}1 + LP̌ (ϕ)(f)ψ for ϕ, ψ ∈ Ω1(M).(3)

Furthermore P̌∗ : Ω1(M)→ X(M) is a homomorphism of Lie algebras:

(4) P̌ ({ϕ, ψ}1) = [P̌ (ϕ), P̌ (ψ)] for ϕ, ψ ∈ Ω1(M).

The coboundary operator of Poisson cohomology has a similar form in terms
of the bracket { , }1 as the exterior derivative has in terms of the usual

Lie bracket. Namely, for U ∈ Γ(
∧k TM) and ϕ0, . . . , ϕk ∈ Ω1(M) we have

(5) (−1)k(δPU)(ϕ0, . . . , ϕk) :=
k∑

i=0

(−1)iLP (ϕi)(U(ϕ0, . . . , ϕ̂i, . . . , ϕk))

+
∑

i<j

(−1)i+jU({ϕi, ϕj}1, ϕ0, . . . , ϕ̂i, . . . , ϕ̂j , . . . , ϕk).
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Proof. (1) is skew-symmetric R-bilinear and satisfies (2) and (3) since by
(33.3) we have

{df, dg}1 = LP̌ (df)dg − LP̌ (dg)df − d(P (df, dg)) = dLHf
g − dLHgf − d{f, g}

= d{f, g},
{ϕ, fψ}1 = LP̌ (ϕ)(fψ)− LfP̌ (ψ)ϕ− d(fP (ϕ, ψ))

= LP̌ (ϕ)(f)ψ + fLP̌ (ϕ)(ψ)− fLP̌ (ψ)ϕ− ϕ(P̌ (ψ)) df
− P (ϕ, ψ) df − f d(P (ϕ, ψ))

= f{ϕ, ψ}1 + LP̌ (ϕ)(f)ψ.

So an R-bilinear and skew-symmetric operation satisfying (2) and (3) exists.
It is uniquely determined since from (3) we see that is local in ψ, i.e., if
ψ|U = 0 for some open U , then also {ϕ, ψ}1|U = 0 by using appropriate
bump functions. By skew-symmetry it is also local in ϕ. But locally each 1-
form is a linear combination of expressions f df ′. Thus (2) and (3) determine
the bracket { , }1 uniquely. By locality it suffices to check condition (4)
for 1-forms f df ′ only:

P̌ ({f df ′, g dg′}1) = P̌
(
fg {df ′, dg′}1 + f Hf ′(g) dg

′ − g Hg′(f) df
′)

= fg P̌ (d{f ′, g′}) + f Hf ′(g) P̌ (dg
′)− g Hg′(f) P̌ (df

′)

= fg H{f ′,g′} + f Hf ′(g) P̌ (dg
′)− g Hg′(f) P̌ (df

′)

= fg [Hf ′ , Hg′ ] + f Hf ′(g)Hg′ − g Hg′(f)Hf ′

= [f Hf ′ , g Hg′ ] = [P̌ (f df ′), P̌ (g dg′)].

Now we can check the Jacobi identity. Again it suffices to do this for 1-forms
f df ′. We shall use:

{f df ′, g dg′}1 = fg {df ′, dg′}1 + f Hf ′(g) dg
′ − g Hg′(f) df

′

= fg d{f ′, g′}+ f {f ′, g} dg′ − g {g′, f} df ′

in order to compute

{{f df ′, g dg′}1, h dh′}1 =
{
fg d{f ′, g′}+ f{f ′, g} dg′ − g{g′, f} df ′, h dh′

}1

= {fg d{f ′, g′}, h dh′}1 + {f{f ′, g} dg′, h dh′}1 − {g{g′, f} df ′, h dh′}1

= fgh d{{f ′, g′}, h′}+ fg{{f ′, g′}, h} dh′ − h{h′, fg} d{f ′, g′}
+ f{f ′, g}h d{g′, h′}+ f{f ′, g}{g′, h} dh′ − h{h′, f{f ′, g}} dg′

− g{g′, f}h d{f ′, h′} − g{g′, f}{f ′, h} dh′ + h{h′, g{g′, f}} df ′

= fgh d{{f ′, g′}, h′}+ (fg{f ′, {g′, h}} dh′ − fg{g′{f ′, h}} dh′)
+ (−gh{h′, f} d{f ′, g′} − fh{h′, g} d{f ′, g′})

+ hf{f ′, g} d{g′, h′}+ f{f ′, g}{g′, h} dh′
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+ (−h{h′, f}{f ′, g} dg′ − hf{h′, {f ′, g}} dg′)
− hg{g′, f} d{f ′, h′} − g{g′, f}{f ′, h} dh′

+ (h{h′, g}{g′, f} df ′ + gh{h′, {g′, f}} df ′).
The cyclic sum over these expressions vanishes by using once the Jacobi
identity for the Poisson bracket and many pairwise cancellations.

It remains to check formula (5) for the coboundary operator of Poisson
cohomology. We use induction on k. For k = 0 we have

(δP f)(dg) = LHgf = {g, f} = −LHf
g = −Hf (dg) = [P, f ](dg).

For k = 1 we have

(δPX)(df, dg) = LHf
(X(dg))− LHg(X(df))−X({df, dg}1)

= LHf
(X(dg))− LHg(X(df))−X(d{f, g}),

[P,X](df, dg) = −(LXP )(df, dg)
= −LX(P (df, dg)) + P (LXdf, dg) + P (df,LXdg)
= −X(d{g, f}) + {g,X(df)}+ {X(dg), f}
= −(X(d{f, g})− LHg(X(df))− LHf

(X(dg)))

= −(δPX)(df, dg).

Finally we note that the algebraic consequences of the definition of δP are
the same as for the exterior derivative d; in particular, we have δP (U ∧V ) =
(δPU) ∧ V + (−1)uU ∧ (δPV ). So formula (5) now follows since both sides
are graded derivations and agree on the generators of Γ(

∧∗ TM), namely
on C∞(M) and on X(M). �

33.11. Remark: The Koszul bracket. Lemma (33.10) has the following
generalization which we present without proof. For a Poisson field P ∈
Γ(
∧2 TM), the insertion operator iP : Ωk(M)→ Ωk−2(M) is the adjoint of

multiplication by P :

〈iPϕ,U〉 = 〈ϕ.P ∧ U〉 for ϕ ∈ Ωp(M) and U ∈ Γ(

p−2∧
TM).

Then ∂P := [iP , d] = iP ◦ d − d ◦ iP is the Poisson homology operator of
Koszul and satisfies ∂P ◦ ∂P = 0.

Result ([112]). Let (M,P ) be a Poisson manifold. On the exterior algebra
Ω∗+1(M) of differential forms,

{ϕ, ψ}1 := (−1)p
(
∂P (ϕ ∧ ψ)− ∂P (ϕ) ∧ ψ − (−1)pϕ ∧ ∂P (ψ)

)

defines a graded Lie bracket, called the Koszul bracket. It satisfies the Leibniz
rule

{ϕ, ψ ∧ τ}1 = {ϕ, ψ}1 ∧ τ + (−1)(p−1)qψ ∧ {ϕ, τ}1
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where ϕ ∈ Ωp(M), ψ ∈ Ωq(M), and τ ∈ Ω(M). The exterior derivative is a
derivation of the bracket

d{ϕ, ψ}1 = {dϕ, ψ}1 + (−1)p−1{ϕ, dψ}1.
On the space Ω1(M) of 1-forms this bracket coincides with the Lie bracket
from lemma (33.10). Moreover, the algebra homomorphism (for the wedge
product) ∧

P̌ : Ω(M)→ Γ(
∧
TM)

is a homomorphism of graded Lie algebras from the Koszul bracket into the
Schouten-Nijenhuis bracket.

33.12. The graded Poisson bracket for differential forms. We con-
sider a Poisson manifold (M,P ). Recall Ω(M ;TM) = Γ(Λ∗T ∗M⊗TM), the
space of tangent bundle valued differential forms on M , equipped with the
Frölicher-Nijenhuis bracket [ , ]; see (16.5). Recall for K ∈ Ωk(M ;TM)
the graded Lie derivative LK ∈ Derk Ω(M) from (16.3) and the graded al-
gebraic derivative iK ∈ Derk−1Ω(M) from (16.2).

We first extend P̌ : T ∗M → TM to a linear mapping

P̌ : Ω(M)→ Ω(M ;TM)

of degree −1 by P̌ |Ω0(M) = 0, and for ϕi ∈ Ω1(M) by

P̌ (ϕ1 ∧ · · · ∧ ϕk) =
k∑

i=1

(−1)i−1ϕ1 ∧ . . . ϕ̂i · · · ∧ ϕk ⊗ P̌ (ϕi).

This extension is an Ω(M)-bimodule valued graded derivation of degree −1,
i.e., for ϕ ∈ Ωp(M) and ψ ∈ Ωq(M) we have:

P̌ (ϕ ∧ ψ) = P̌ (ϕ) ∧ ψ + (−1)pϕ ∧ P̌ (ψ).
Then we have the Hamiltonian mapping:

H = gradP̌ : Ω(M)→ Ω(M ;TM), H(ψ) := P̌ (dψ).

Result ([79]). The Poisson bracket on C∞(M) = Ω0(M) extends to a
graded Lie bracket { , } on the space Ω(M) of all differential forms which
is given by

{ϕ, ψ} : = LHϕψ + dLP̌ (ϕ)ψ

= iP̌ (dϕ)dψ + diP̌ (ϕ)dψ − (−1)pqd iP̌ (ψ)dϕ,

such that the Hamiltonian mapping

H : (Ω(M), { , })→ (Ω(M ;TM), [ , ])
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is a Lie algebra homomorphism into the Frölicher-Nijenhuis bracket. More-
over we have

{f, ψ} = LHf
ψ for f ∈ C∞(M),

d{ϕ, ψ} = {dϕ, ψ} = (−1)p{ϕ, dψ}.
Thus Z(M) = ker(d : Ω(M)→ Ω(M)) is a commutative Lie ideal. Exterior
derivative d : (Ω∗(M), { , }) → (Ω∗+1(M), { , }1) is a Lie algebra
homomorphism into the Koszul bracket from (33.11). But this bracket does
not act as a derivation for the exterior product; there is no extension of the
Poisson bracket doing this and mapping to the Koszul bracket via d.

In [145], for the case of symplectic manifolds, it was shown that the Pois-
son bracket on C∞(M) = Ω0(M) extends to a graded Lie bracket on the
space Ω(M)/B(M) of differential forms modulo exact forms such that the
Hamiltonian mapping H is a homomorphism of Lie algebras. This bracket
was given by the quotient modulo B(M) of either i(Hϕ)dψ or LH(ϕ)ψ. The
first bracket is graded anticommutative, the second satisfies one form of the
graded Jacobi identity, and the two differ by something exact. See also
[161] and [30]. Later Grabowski in [79] found the correct expression for the
bracket on Ω(M). See also [109] for a still more general view on this.

33.13. Dirac structures — a common generalization of symplectic
and Poisson structures ([37], [29], [28]). Let M be a smooth manifold
of dimension m. By a Dirac structure on M we mean a vector subbundle
D ⊂ TM ×M T ∗M with the following two properties:

(1) Each fiber Dx is maximally isotropic with respect to the metric of
signature (m,m) on TM ×M T ∗M given by

〈(X,α), (X ′, α′)〉+ = α(X ′) + α′(X).

So D is of fiber dimension m.

(2) The space of sections of D is closed under the non-skew-symmetric
version of the Courant bracket

[(X,α), (X ′, α′)] = ([X,X ′],LXα′ − iX′dα).

If (X,α) and (X ′, α′) are sections of D, then iXα
′ = −iX′α by isotropy;

thus LXα′ − iX′dα = iXdα
′ + 1

2d(iXα
′ − iX′α)− iX′dα so the Courant

bracket is skew-symmetric on Γ(D).

Natural examples of Dirac structures are the following:

(3) Symplectic structures ω onM , where D = Dω = {(X, ω̌(X)) : X ∈ TM}
is just the graph of ω̌ : TM → T ∗M .

More generally, for a 2-form ω on M the graph Dω of ω̌ : TM → T ∗M is a
Dirac structure if and only if dω = 0 (a presymplectic structure); these are
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precisely the Dirac structures D with TM ∩D = {0}. Namely,

〈(X, ω̌(X)), (Y, ω̌(Y ))〉+ = ω(X,Y ) + ω(Y,X) = 0,

[(X, iXω), (Y, iY ω)] = ([X,Y ],LXiY ω − iY diXω)
= ([X,Y ], i[X,Y ]ω).

(4) Poisson structures P on M where D = DP = {(P̌ (α), α) : α ∈ T ∗M}
is the graph of P : T ∗M → TM ; these are precisely the Dirac structures D
which are transversal to T ∗M . Namely,

〈(P̌ (α), α), (P̌ (β), β)〉+ = P (α, β) + P (β, α) = 0,

[(P̌ (α), α), (P̌ (β), β)] = ([P̌ (α), P̌ (β)],LP̌ (α)β − iP̌ (β)dα)

= (P̌ ({α, β}1), {α, β}1), using (33.10).

Given a Dirac structure D on M , we consider its range R(D) = prTM (D) =
{X ∈ TM : (X,α) ∈ D for some α ∈ T ∗M}. There is a skew-symmetric
2-form ΘD on R(D) which is given by ΘD(X,X

′) = α(X ′) where α ∈ T ∗M
is such that (X,α) ∈ D. The range R(D) is an integrable distribution
of nonconstant rank in the sense of (3.28), so M is foliated into maximal
integral submanifolds L of R(D) of varying dimensions, which are all initial
submanifolds. The form ΘD induces a closed 2-form on each leaf L and
(L,ΘD) is thus a presymplectic manifold (ΘD might be degenerate on some
L). If the Dirac structure corresponds to a Poisson structure, then the
(L,ΘD) are exactly the symplectic leaves of the Poisson structure.

The main advantage of Dirac structures is that one can apply arbitrary
pushforwards and pullbacks to them. So if f : N →M is a smooth mapping
and DM is a Dirac structure onM , then the pullback is defined by f∗DM =
{(X, f∗α) ∈ TN×N T ∗N : (Tf.X, α) ∈ DM}. Likewise the pushforward of a
Dirac structure DN on N is given by f∗DN = {(Tf.X, α) ∈ TM ×M T ∗M :
(X, f∗α) ∈ DN}. If D = Dω for a closed 2-form ω on M , then f∗(Dω) =
Df∗ω. If PN and PM are Poisson structures on N andM , respectively, which
are f -related, then f∗DPN = Df∗PN = DPM .

34. Hamiltonian Group Actions and Momentum Mappings

34.1. Symplectic and Hamiltonian group actions. Let us suppose
that a Lie group G acts from the right on a symplectic manifold (M,ω) by
r : M ×G→ M in a way which respects ω, so that each transformation rg

is a symplectomorphism. This is called a symplectic group action. Let us
list some immediate consequences:

(1) The space C∞(M)G of G-invariant smooth functions is a Lie subalgebra
for the Poisson bracket, since (rg)∗{f, h} = {(rg)∗f, (rg)∗h} = {f, h} holds
for each g ∈ G and f, h ∈ C∞(M)G.
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(2) For x ∈ M the pullback of ω to the orbit x.G is a closed 2-form of
constant rank and is invariant under the action of G on the orbit. Note
first that the orbit is an initial submanifold by (6.4). If i : x.G→ M is the
embedding of the orbit, then rg ◦i = i◦rg, so that i∗ω = i∗(rg)∗ω = (rg)∗i∗ω
holds for each g ∈ G and thus i∗ω is invariant. Since G acts transitively on
the orbit, i∗ω has constant rank (as a mapping T (x.G)→ T ∗(x.G)).

(3) By (6.3) the fundamental vector field mapping ζ : g → X(M,ω), given
by ζX(x) = Te(r(x, ))X for X ∈ g and x ∈ M , is a homomorphism
of Lie algebras, where g is the Lie algebra of G. (For a left action we
get an antihomomorphism of Lie algebras; see (6.2)). Moreover, ζ takes
values in X(M,ω). Let us consider again the exact sequence of Lie algebra
homomorphisms from (31.21):

0 // H0(M)
α // C∞(M)

H // X(M,ω)
γ // H1(M) // 0.

g

j

ff

ζ

OO

One can lift ζ to a linear mapping j : g→ C∞(M) if and only if γ ◦ ζ = 0.
In this case the action of G is called a Hamiltonian group action, and the
linear mapping j : g→ C∞(M) is called a generalized Hamiltonian function
for the group action. It is unique up to addition of a mapping α ◦ τ for
τ : g→ H0(M).

(4) If H1(M) = 0, then any symplectic action on (M,ω) is a Hamiltonian
action. If not and γ ◦ ζ 6= 0, we may either (a) lift ω to the universal
cover of M for which the first cohomology then vanishes, and try to lift
the group action also (where we might have to enlarge the group by the
discrete group of deck transformations), or (b) replace g by its Lie subalgebra
ker(γ ◦ ζ) ⊂ g and consider the corresponding Lie subgroup G; in both cases
we get a Hamiltonian action.

(5) If the Lie algebra g is equal to its commutator subalgebra [g, g] (i.e., to
the linear span of all [X,Y ] for X,Y ∈ g), then any infinitesimal symplectic
action ζ : g → X(M,ω) is a Hamiltonian action, since then any Z ∈ g can
be written as Z =

∑
i[Xi, Yi] so that ζZ =

∑
[ζXi , ζYi ] ∈ im(gradω) since

γ : X(M,ω)→ H1(M) is a homomorphism into the zero Lie bracket.

34.2. Lemma. Momentum mappings. For an infinitesimal symplectic
action, i.e., a homomorphism ζ : g→ X(M,ω) of Lie algebras, we can find a
linear lift j : g→ C∞(M) if and only if there exists a mapping J :M → g∗

such that

H〈J,X〉 = ζX for all X ∈ g.
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Proof. Namely, for y ∈M we have

J :M → g∗, 〈J(y), X〉 = j(X)(y) ∈ R, j : g→ C∞(M). �

The mapping J : M → g∗ is called the momentum mapping for the in-
finitesimal action ζ : g → X(M,ω). This holds even for a Poisson mani-
fold (M,P ) (see section (33)) and an infinitesimal action of a Lie algebra
ζ : g → X(M,P ) by Poisson morphisms. Let us note again the relations
between the generalized Hamiltonian j and the momentum mapping J :

J :M → g∗, j : g→ C∞(M), ζ : g→ X(M,P ),

〈J,X〉 = j(X) ∈ C∞(M), Hj(X) = ζ(X), X ∈ g,(1)

where 〈 , 〉 is the duality pairing.

34.3. Basic properties of the momentum mapping. Consider a Ha-
miltonian right action r : M × G → M of a Lie group G on a symplectic
manifold M , let j : g → C∞(M) be a generalized Hamiltonian and let
J :M → g∗ be the associated momentum mapping.

(1) For x ∈M , the transposed mapping of dJ(x) : TxM → g∗ is

dJ(x)⊤ : g→ T ∗
xM, dJ(x)⊤ = ω̌x ◦ ζ,

since for ξ ∈ TxM and X ∈ g we have

〈dJ(ξ), X〉 = 〈iξdJ,X〉 = iξd〈J,X〉 = iξiζXω = 〈ω̌x(ζX(x)), ξ〉.

(2) The image dJ(TxM) of dJ(x) : TxM → g∗ is the annihilator g◦x of the
isotropy Lie algeba gx := {X ∈ g : ζX(x) = 0} in g∗, since the annihilator
of the image is the kernel of the transposed mapping,

im(dJ(x))◦ = ker(dJ(x)⊤) = ker(ω̌x ◦ ζ) = ker(evx ◦ζ) = gx.

(3) The kernel of dJ(x) is the symplectic orthogonal (Tx(x.G))
⊥ ⊆ TxM ,

since for the annihilator of the kernel we have

ker(dJ(x))◦ = im(dJ(x)⊤) = im(ω̌x ◦ ζ) = {ω̌x(ζX(x)) : X ∈ g}
= ω̌x(Tx(x.G)).

(4) For each x ∈ M the rank of dJ(x) : TxM → g∗ equals the dimension of
the orbit x.G, i.e., the codimension in g of the isotropy Lie algebra gx. This
follows from (3) since

rank(dJ(x)) = codimTxM (ker dJ(x)) = dim(ker(dJ(x))◦) = dim(Tx(x.G)).

(5) The momentum mapping J : M → g∗ is a submersion at x ∈ M if and
only if the isotropy group Gx is discrete.

(6) If G is connected, x ∈M is a fixed point for the G-action if and only if
x is a critical point of J , i.e., dJ(x) = 0.
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(7) Suppose that all orbits of the G-action on M have the same dimension.
Then J : M → g∗ is of constant rank. Moreover, the distribution F of all
symplectic orthogonals to the tangent spaces to all orbits is then an inte-
grable distribution of constant rank and its leaves are exactly the connected
components of the fibers of J . Namely, the rank of J is constant by (3).
For each x ∈M the subset J−1(J(x)) is then a submanifold by (1.13), and
by using (3) we see that J−1(J(x)) is a maximal integral submanifold of F
through x.

A direct proof that the distribution F is integrable is as follows: It has
constant rank and is involutive, since for ξ ∈ X(M) we have ξ ∈ X(F) if and
only if iξiζXω = −ω(ξ, ζX) = 0 for all X ∈ g. For ξ, η ∈ X(F) and X ∈ g we
have

i[ξ,η]iζXω = [Lξ, iη]iζXω = LξiηiζXω − iηLξiζXω
= 0− iηiξdiζXω − iηdiξiζXω = 0.

(8) (E. Noether’s theorem) Let h ∈ C∞(M) be a Hamiltonian function which
is invariant under the Hamiltonian G action. Then the momentum mapping
J : M → g∗ is constant on each trajectory of the Hamiltonian vector field
Hh. Namely,

d
dt〈J ◦ Fl

Hh
t , X〉 = 〈dJ ◦ d

dt Fl
Hh
t , X〉 = 〈dJ(Hh) ◦ FlHh

t , X〉
= (iHh

d〈J,X〉) ◦ FlHh
t = {h, 〈J,X〉} ◦ FlHh

t

= −{〈J,X〉, h} ◦ FlHh
t = −(LζXh) ◦ FlHh

t = 0.

E. Noether’s theorem admits the following generalization.

34.4. Theorem (Marsden and Weinstein). Let G1 and G2 be two
Lie groups which act by Hamiltonian actions r1 and r2 on the symplectic
manifold (M,ω), with momentum mappings J1 and J2, respectively. We
assume that J2 is G1-invariant, i.e., J2 is constant along all G1-orbits and
that G2 is connected.

Then J1 is constant on the G2-orbits and the two actions commute.

Proof. Let ζi : gi → X(M,ω) be the two infinitesimal actions. Then for
X1 ∈ g1 and X2 ∈ g2 we have

Lζ2X2
〈J1, X1〉 = iζ2X2

d〈J1, X1〉 = iζ2X2
iζ1X1

ω

= {〈J2, X2〉, 〈J1, X1〉} = −{〈J1, X1〉, 〈J2, X2〉}
= −iζ1X1

d〈J2, X2〉 = −Lζ1X1
〈J2, X2〉 = 0

since J2 is constant along each G1-orbit. Since G2 is assumed to be con-
nected, J1 is also constant along each G2-orbit. We also saw that each
Poisson bracket {〈J2, X2〉, 〈J1, X1〉} vanishes; by H〈Ji,Xi〉 = ζiXi

we conclude
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that [ζ1X1
, ζ2X2

] = 0 for all Xi ∈ gi which implies the result if also G1 is
connected. In the general case we can argue as follows:

(rg11 )∗ζ2X2
= (rg11 )∗H〈J2,X2〉 = (rg11 )∗(ω̌−1d〈J2, X2〉)
= (((rg11 )∗ω)̌)−1d〈(rg11 )∗J2, X2〉 = ω̌−1d〈J2, X2〉 = H〈J2,X2〉 = ζ2X2

.

Thus rg11 commutes with each r
exp(tX2)
2 and thus with each rg22 , since G2 is

connected. �

34.5. Remark. The classical first integrals of mechanical systems can be
derived by Noether’s theorem, where the group G is the group of isometries
of Euclidean 3-space R3, the semidirect product R3 ⋊ SO(3). Let (M,ω, h)
be a Hamiltonian mechanical system consisting of several rigid bodies mov-
ing in physical 3-space. Then the Hamiltonian function is the sum of the
kinetic energy and the potential energy. This system is said to be free if
the Hamiltonian function h describing the movement of the system is in-
variant under the group of isometries acting on R3 and its induced action
on phase space M ⊆ T ∗(R3k). This action is Hamiltonian since for the
motion group G we have [g, g] = g, by (34.1.5). Equivalently, the action
is free if there is no potential. Then there exists a momentum mapping
J = (Jl, Ja) :M → (R3 ⋊ so(3))∗ = (R3)∗ × so(3)∗. Its component Jl is the
momentum mapping for the action of the translation group and is called
the linear momentum; the component Ja is the momentum mapping for the
action of the rotation group and is called the angular momentum.

The momentum map is essentially due to Lie [125, pp. 300–343]. The
modern notion is due to [110], [213], and [105]. Also, [133], [123] and [135]
are convenient references, and [135] has a large and updated bibliography.
The momentum map has a strong tendency to have convex image and is
important for representation theory; see [105] and [172]. Recently, there
has also been a proposal for a group valued momentum mapping; see [3].

34.6. Strongly Hamiltonian group actions. Suppose that we have a
Hamiltonian action M × G → M on the symplectic manifold (M,ω), and
consider a generalized Hamiltonian j : g → C∞(M), which is unique up to
addition of α ◦ τ for some τ : g→ H0(M):

0 // H0(M)
α // C∞(M)

H // X(M,ω)
γ // H1(M) // 0.

g

j

ff

ζ

OO

We want to investigate whether we can change j into a homomorphism of
Lie algebras.
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(1) The map g ∋ X,Y 7→ {jX, jY } − j([X,Y ]) =: ̄(X,Y ) takes values in
ker(H) = im(α) since

H({jX, jY })−H(j([X,Y ])) = [HjX , HjY ]− ζ[X,Y ] = [ζX , ζY ]− ζ[X,Y ] = 0.

Moreover, ̄ :
∧2 g → H0(M) is a cocycle for the Chevalley cohomology of

the Lie algebra g, as explained in (14.14):

d̄(X,Y, Z) = −
∑

cyclic

̄([X,Y ], Z) = −
∑

cyclic

({j([X,Y ]), jZ} − j([[X,Y ], Z]))

= −
∑

cyclic

{{jX, jY } − ̄(X,Y ), jZ} − 0

= −
∑

cyclic

({{jX, jY }, jZ} − {̄(X,Y ), jZ}) = 0,

by the Jacobi identity and since ̄(X,Y ) ∈ H0(M) which equals the center
of the Poisson algebra. Recall that the linear mapping j : g→ C∞(M) was
unique up to addition of a mapping α ◦ τ for τ : g→ H0(M). But

j + τ(X,Y ) = {(j + τ)X, (j + τ)Y } − (j + τ)([X,Y ])

= {jX, jY }+ 0− j([X,Y ])− τ([X,Y ]) = (̄+ dτ)(X,Y ).

Thus, if γ ◦ ζ = 0, there is a unique Chevalley cohomology class ζ̃ := [̄] ∈
H2(g, H0(M)).

(2) The cohomology class ζ̃ = [̄] is automatically zero if H2(g, H0(M)) =
H2(g) ⊗H0(M) = 0. This is the case for semisimple g, by the Whitehead
lemmas; see [83, p. 249].

(3) The cohomology class ζ̃ = [̄] is automatically zero if the symplectic
structure ω on M is exact, ω = −dϑ for ϑ ∈ Ω1(M), and LζXϑ = 0 for each
X ∈ g: Then we may use j(X) = iζXϑ = ϑ(ζX), since i(HjX)ω = d(jX) =
diζXϑ = LζXϑ − iζXdϑ = 0 + iζXω implies HjX = ζX . For this choice of j
we have

̄(X,Y ) = {jX, jY } − j([X,Y ]) = LHjX
(jY )− iζ([X,Y ])ϑ

= LζX iζY ϑ− i[ζX ,ζY ]ϑ = LζX iζY ϑ− [LζX , iζY ]ϑ = −iζY LζXϑ = 0.

(4) The condition of (3) holds if M = T ∗Q is a cotantent bundle and if
ζ : g→ X(T ∗Q,ωQ) is induced by σ : g→ X(Q) in the sense that its flow is

given by FlζXt = T ∗(FlσXt ) = T (FlσX−t )
∗. Namely, by (31.9) we have:

LζXϑQ = ∂|0(FlζXt )∗ϑQ = ∂|0(T ∗(FlσXt ))∗ϑQ = 0.

Let us note here for further use that the j is given by the following formula:
For pq ∈ T ∗

qQ we have:

j(X)(pq) = ϑ(ζX(pq)) = 〈πT ∗Q(ζX(pq)), T (πQ)(ζX(pq))〉 = 〈pq, σX(q)〉.
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(5) An example where the cohomology class ζ̃ = [̄] ∈ H2(g, H0(M)) does
not vanish: Let g = (R2, [ , ] = 0) with coordinates a, b. Let M = T ∗R
with coordinates q, p, and let ω = dq ∧ dp. Let ζ(a,b) = a∂q + b∂p. A lift is
given by j(a, b)(q, p) = ap− bq. Then

̄((a1, b1), (a2, b2)) = {j(a1, b1), j(a2, b2)} − j(0) = {a1p− b1q, a2p− b2q}
= −a1b2 + a2b1.

(6) For a symplectic group action r : M × G → M of a Lie group G on a

symplectic manifold M , let us suppose that the cohomology class ζ̃ = [̄] ∈
H2(g, H0(M)) from (34.1.1) vanishes. Then there exists τ ∈ L(g, H0(M))
with dτ = ̄, i.e.,

dτ(X,Y ) = −τ([X,Y ]) = ̄(X,Y ) = {jX, jY } − j([X,Y ]),

j − τ(X,Y ) = {(j − τ)X, (j − τ)Y } − (j − τ)([X,Y ])

= {jX, jY }+ 0− j([X,Y ]) + τ([X,Y ]) = 0,

so that j − τ : g → C∞(M) is a homomorphism of Lie algebras. Then the
action of G is called a strongly Hamiltonian group action and the homomor-
phism j − τ : g → C∞(M) is called the associated infinitesimal strongly
Hamiltonian action.

34.7. Theorem. The momentum mapping J : M → g∗ for an infinites-
imal strongly Hamiltonian action j : g → C∞(M) on a Poisson manifold
(M,PM ) has the following properties:

(1) J is infinitesimally equivariant: For each X ∈ g the Hamiltonian vector
fields Hj(X) = ζX ∈ X(M,P ) and ad(X)∗ : g∗ → g∗ are J-related.

(2) J is a Poisson morphism J : (M,PM ) → (g∗, P g∗) into the canonical
Poisson structure on g∗ from (33.7).

(3) The momentum mapping for a strongly Hamiltonian action of a con-
nected Lie group G on a Poisson manifold is G-equivariant: J(x.g) =
Ad(g)∗.J(x).

Proof. (1) By definition (34.2.1) we have 〈J(x), X〉 = j(X)(x); differentiat-
ing this, we get 〈dJ(x)(ξx), X〉 = d(j(X))(ξx) or d〈J,X〉 = dj(X) ∈ Ω1(M).
Then we have

〈dJ(ζX), Y 〉 = dj(Y )(ζX) = Hj(X)(j(Y ))

= {j(X), j(Y )} = j[X,Y ],

〈ad(X)∗ ◦ J, Y 〉 = 〈J, ad(X)Y 〉 = 〈J, [X,Y ]〉,
dJ.ζX = ad(X)∗ ◦ J.
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(2) We have to show that
∧2 dJ(x).PM = P g∗(J(x)), according to (33.5.3):

〈P g∗ ◦ J,X ∧ Y 〉 = 2〈J, [X,Y ]〉 by (33.7)

= j[X,Y ] = {j(X), j(Y )},

〈
2∧
dJ(x).PM , X ∧ Y 〉 = 〈

2∧
dJ(x)∗.(X ∧ Y ), PM 〉

= 〈dJ(x)∗X ∧ dJ(x)∗Y, PM 〉
= 〈PM , d〈J,X〉 ∧ d〈J, Y 〉〉(x)
= 〈PM , dj(X) ∧ dj(Y )〉(x) = 2{j(X), j(Y )}(x).

(3) is an immediate consequence of (1). �

34.8. Equivariance of momentum mappings. Let J : M → g∗ be a
momentum mapping for a Hamiltonian right group action r : M ×G→M
on a symplectic manifold (M,ω). We do not assume here that the lift
j : g → C∞(M) given by j(X) = 〈J,X〉 is a Lie algebra homomorphism.
Recall that for the fundamental vector field mapping ζ : g → X(M,ω) we
have ζX = Hj(X) = H〈J,X〉. We also assume that M is connected; otherwise
one has to treat each connected component separately.

For X ∈ g and g ∈ G we have (compare with the proof of (34.4))

(rg)∗ζX = (rg)∗H〈J,X〉 = (rg)∗(ω̌−1d〈J,X〉)
= (((rg)∗ω)̌)−1d〈(rg)∗J,X〉 = ω̌−1d〈J ◦ rg, X〉 = H〈J◦rg ,X〉,

(rg)∗ζX = T (rg
−1
) ◦ ζX ◦ rg = ζAd(g)X by (6.3.2)

= H〈J,Ad(g)X〉 = H〈Ad(g)∗J,X〉.

So we conclude that 〈J ◦ rg − Ad(g)∗J,X〉 ∈ H0(M) is a constant function
on M (which we assumed to be connected) for every X ∈ g and we get a
smooth mapping

J̄ : G→ g∗,(1)

J̄(g) := J ◦ rg −Ad(g)∗ ◦ J = J(x.g)−Ad(g)∗J(x) ∈ g∗ for each x ∈M,

which satisfies for g1, g2 ∈ G and each x ∈M
J̄(g0g1) = J(x.g0g1)−Ad(g0g1)

∗J(x)(2)

= J((x.g0).g1)−Ad(g1)
∗Ad(g0)∗J(x)

= J((x.g0).g1)−Ad(g1)
∗J(x.g0) + Ad(g1)

∗(J(x.g0)−Ad(g0)
∗J(x))

= J̄(g1) + Ad(g1)
∗J̄(g0) = J̄(g1) + J̄(g0).Ad(g1).

This equation says that J̄ : G→ g∗ is a smooth 1-cocycle with values in the
right G-module g∗ for the smooth group cohomology which is given by the
following coboundary operator, which for completeness sake we write for a
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G-bimodule V , i.e., a vector space V with a linear left action λ : G×V → V
and a linear right action ρ : V ×G→ V which commute:

Ck(G, V ) : = C∞(Gk = G× . . .×G, V ), C0(G, V ) = V, k ≥ 0,(3)

δ : Ck(G, V )→ Ck+1(G, V ),

δΦ(g0, . . . , gk) = g0.Φ(g1, . . . , gk) +
k∑

i=1

(−1)iΦ(g0, . . . , gi−2, gi−1gi, . . . , gk)

+ (−1)k+1Φ(g0, . . . , gk−1).gk.

It is easy to check that δ ◦ δ = 0. As noted in (15.16), the group cohomology
is defined by

Hk(G;V ) :=
ker(δ : Ck(G, V )→ Ck+1(G, V ))

im(δ : Ck−1(G, V )→ Ck(G, V ))
.

Since for v ∈ V = C0(G, V ) we have δv(g0) = g0.v − v.g0, it follows that
H0(G, V ) = {v ∈ V : g.v = v.g} = ZV (G). A smooth mapping Φ : G → V
is a cocycle δΦ = 0 if and only if Φ(g0g1) = g0.Φ(g1) + Φ(g0).g1, i.e., Φ is a
‘derivation’.

In our case V = g∗ with trivial left G-action (each g ∈ G acts by the identity)
and right action Ad( )∗. Any other moment mapping J ′ :M → g∗ is of the
form J ′ = J + α for constant α ∈ g∗ since M is connected. The associated
group cocycle is then

J + α(g) = J(x.g) + α−Ad(g)∗(J(x) + α) = J̄(g) + α− α.Ad(g)
= (J̄ + δα)(g),(4)

so that the group cohomology class r̃ = [J̄ ] ∈ H1(G, g∗) of the Hamiltonian
G-action does not depend on the choice of the momentum mapping.

(5) The differential dJ̄(e) : g→ g∗ at e ∈ G of the group cocycle J̄ : G→ g∗
satisfies

〈dJ̄(e)X,Y 〉 = j̄(X,Y ),

where j̄, given by j̄(X,Y ) = {j(X), j(Y )} − j([X,Y ]), is the Lie algebra
cocycle from (34.6.1), since

{j(X), j(Y )}(x) = Hj(X)(j(Y ))(x) = i(H〈J,X〉(x))d〈J, Y 〉
= 〈dJ(ζX(x)), Y 〉 = ∂|0〈J(x. exp(tX)), Y 〉
= ∂|0〈Ad(exp(tX))∗J(x) + J̄(exp(tX)), Y 〉
= 〈ad(X)∗J(x) + dJ̄(e)(X), Y 〉 = 〈J(x), ad(X)Y 〉+ 〈dJ̄(e)(X), Y 〉
= j[X,Y ](x) + 〈dJ̄(e)(X), Y 〉.
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(6) If the group cohomology class r̃ of the Hamiltonian group action vanishes,
then there exists a G-equivariant momentum mapping J :M → g∗, i.e.,

J(x.g) = Ad(g)∗J(x).

Namely, let the group cohomology class be given by r̃ = [J̄ ] ∈ H1(G, g∗).
Then J̄ = δα for some constant α ∈ g∗. Then J1 = J −α is a G-equivariant
momentum mapping since J1(x.g) = J(x.g)−α = Ad(g)∗J(x)+ J̄(g)−α =
Ad(g)∗J(x) + δα(g)− α = Ad(g)∗J(x)−Ad(g)∗α = Ad(g)∗J1(x).

For X,Y ∈ g and g ∈ G we have

(7) 〈J̄(g), [X,Y ]〉 = −̄(X,Y ) + ̄(Ad(g)X,Ad(g)Y ).

To see this, we use the cocycle property J̄(g0g1) = J̄(g1) + Ad(g1)
∗J̄(g0)

from part (2) to get

dJ̄(g)(T (µg)X) = ∂|0J̄(exp(tX)g) = ∂|0
(
J̄(g) + Ad(g)∗J̄(exp(tX))

)

= Ad(g)∗dJ̄(e)X,

〈J̄(g), [X,Y ]〉 = ∂|0〈J̄(g),Ad(exp(tX))Y 〉 = ∂|0〈Ad(exp(tX))∗J̄(g), Y 〉
= ∂|0〈J̄(g exp(tX))− J̄(exp(tX)), Y 〉
= 〈∂|0J̄(g exp(tX)g−1g)− ∂|0J̄(exp(tX)), Y 〉
= 〈∂|0J̄(exp(tAd(g)X)g)− dJ̄(e)X,Y 〉
= 〈Ad(g)∗dJ̄(e)Ad(g)X − dJ̄(e)X,Y 〉
= ̄(Ad(g)X,Ad(g)Y )− ̄(X,Y ).

34.9. Theorem. Let J : M → g∗ be a momentum mapping for a Hamil-
tonian right group action r : M ×G → M on a connected symplectic man-
ifold (M,ω) with group 1-cocycle J̄ : G → g∗ and Lie algebra 2-cocycle

̄ :
∧2 g→ R. Then we have:

(1) There is a unique affine right action of G on g∗ with linear part the
coadjoint action,

ag = ag
J̄
: α 7→ Ad(g)∗α+ J̄(g),

such that J :M → g∗ is G-equivariant.

(2) There is a Poisson structure on g∗, given by

{f, h}̄(α) = 〈α, [df(α), dh(α)]g〉+ ̄(df(α), dh(α)),

which is invariant under the affine G-action aJ̄ from (1) and has the
property that the momentum mapping J : (M,ω)→ (g∗, { , }̄) is a
Poisson morphism. The symplectic leaves of this Poisson structure are
exactly the orbits under the connected component G0 of e for the affine
action in (1).
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Proof. (1) By (34.8.1), J is G-equivariant. It remains to check that we
have a right action:

ag2ag1(α) = ag2(Ad(g1)
∗α+ J̄(g1))

= Ad(g2)
∗Ad(g1)

∗α+Ad(g2)
∗J̄(g1) + J̄(g2)

= Ad(g1g2)
∗α+ J̄(g1g2)

= ag1g2α, by (34.8.2).

(2) Let X1, . . . , Xn be a basis of g with dual basis ξ1, . . . , ξn of g∗. Then we
have in terms of the structure constants of the Lie algebra g

[Xi, Xj ] =
∑

k

ckijXk,

[ , ] = 1
2

∑

ijk

ckijXk ⊗ (ξi ∧ ξj),

P g∗ = −[ , ]∗ = −1
2

∑

ijk

ckij(ξ
i ⊗Xk) ∧ ξj ,

̄ = 1
2

∑

ij

̄ijξ
i ∧ ξj ,

P g∗

̄ = −1
2

∑

ijk

ckij(ξ
i ⊗Xk) ∧ ξj + 1

2

∑

ij

̄ijξ
i ∧ ξj : g∗ →

2∧
g∗.

Let us now compute the Schouten bracket. We note that [P g∗ , P g∗ ] = 0
since this is a Poisson structure, and [̄, ̄] = 0 since it is a constant 2-vector
field on the vector space g∗. Then

[P g∗

̄ ,P g∗

̄ ] = [P g∗ + ̄, P g∗ + ̄]

= [P g∗ , P g∗ ] + 2[P g∗ , ̄] + [̄, ̄]

= 0 + 2[P g∗ , ̄] + 0

= −1
2

∑

ijklm

ckij ̄lm

(
[ξi ⊗Xk, ξ

l] ∧ ξj ∧ ξm − [ξi ⊗Xk, ξ
m] ∧ ξj ∧ ξl

− [ξj , ξl] ∧ (ξi ⊗Xk) ∧ ξm + [ξj , ξm] ∧ (ξi ⊗Xk) ∧ ξl
)

= −1
2

∑

ijklm

ckij ̄lm

(
−δlk ξi ∧ ξj ∧ ξm + δmk ξi ∧ ξj ∧ ξl − 0 + 0

)

=
∑

ijkm

ckij ̄km ξi ∧ ξj ∧ ξm = −2d̄ = 0.

which is zero since ̄ is a Lie algebra cocycle. Thus P g∗

̄ is a Poisson structure.
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The Poisson structure P g∗

̄ is invariant under the affine action since

{f ◦ ag, h ◦ ag}̄(α) = 〈α, [df(ag(α)).T (ag), dh(ag(α)).T (ag)]〉
+ ̄(df(ag(α)).T (ag), dh(ag(α)).T (ag))

= 〈α, [df(ag(α)).Ad(g)∗, dh(ag(α)).Ad(g)∗]〉
+ ̄(df(ag(α)).Ad(g)∗, dh(ag(α)).Ad(g)∗)

= 〈α,Ad(g)[df(ag(α)), dh(ag(α))]〉+ ̄(Ad(g)df(ag(α)),Ad(g)dh(ag(α)))

= 〈Ad(g)∗α, [df(ag(α)), dh(ag(α))]〉+ 〈J̄(g), [df(ag(α)), dh(ag(α))]〉
+ ̄(df(ag(α)), dh(ag(α))), by (34.8.7)

= 〈ag(α), [df(ag(α)), dh(ag(α))]〉+ ̄(df(ag(α)), dh(ag(α)))

= {f, g}̄(ag(α)).

To see that the momentum mapping J : (M,ω) → (g∗, P g∗

̄ ) is a Poisson

morphism, we have to show that
∧2 dJ(x).Pω(x) = P g∗

̄ (J(x)) ∈ ∧2 g∗

for x ∈ M , according to (33.5.3). Recall from the definition (34.2.1) that
〈J,X〉 = j(X); thus also 〈dJ(x), X〉 = dj(X)(x) : TxM → R.

〈
2∧
dJ(x).Pω(x), X ∧ Y 〉 = 〈Pω(x),

2∧
dJ(x)∗(X ∧ Y )〉

= 〈Pω(x), dJ(x)∗X ∧ dJ(x)∗Y 〉 = 〈Pω(x), d〈J,X〉 ∧ d〈J, Y 〉〉
= 〈Pω(x), dj(X) ∧ dj(Y )〉 = 2{j(X), j(Y )}ω
= 2̄(X,Y ) + 2j([X,Y ])(x) by (34.6.1)

= 2〈J(x), [X,Y ]〉+ 2̄(X,Y )

= 〈P g∗

̄ (J(x)), X ∧ Y 〉.

It remains to investigate the symplectic leaves of the Poisson structure P g∗

̄ .
The fundamental vector fields for the twisted right action aJ̄ is given by

ζ
aJ̄
X (α) = ∂|0(Ad(exp(tX))∗α+ J̄(exp(tX))) = ad(X)∗α+ dJ̄(e)X.

This fundamental vector field is also the Hamiltonian vector field for the
function evX : g∗ → R since

H ̄
evX

(f)(α) = {evX , f}̄(α) = 〈α, [X, df(α)]〉+ ̄(X, df(α))(3)

= 〈ad(X)∗α, df(α)〉+ 〈dJ̄(e)X, df(α)〉
= ζ

aJ̄
X (f)(α).

Hamiltonian vector fields of linear functions suffice to span the integrable
distribution with jumping dimension which generates the symplectic leaves.
Thus the symplectic leaves are exactly the orbits of the G0-action aJ̄ . �
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34.10. Corollary (Kostant, Souriau). Let J :M → g∗ be a momentum
mapping for a transitive Hamiltonian right group action r : M × G → M
on a connected symplectic manifold (M,ω) with group 1-cocycle J̄ : G→ g∗

and Lie algebra 2-cocycle ̄ :
∧2 g→ R.

Then the image J(M) of the momentum mapping is an orbit O of the affine
action aJ̄ of G on g∗ for which J is equivariant, and the map J : M → O
is locally a symplectomorphism and a covering mapping of O.

Proof. Since G acts transitively on M and J is G-equivariant, J(M) = O
is an orbit for the twisted action aJ of G on g∗. Since M is connected, O is

connected and is thus a symplectic leaf of the twisted Poisson structure P g∗

̄

for which J :M → g∗ is a Poisson mapping. Along O the Poisson structure
is symplectic and its pullback via J equals ω; thus TxJ : TxM → TJ(x)O
is invertible for each x ∈ M and J is a local diffeomorphism. Since J is
equivariant, it is diffeomorphic to a mapping M ∼= G/Gx → G/GJ(x) and is
thus a covering mapping. �

34.11. Let us suppose that for some symplectic infinitesimal action of a Lie
algebra ζ : g→ X(M,ω) the cohomology class ζ̃ = [̄] ∈ H2(g, H0(M)) does
not vanish. Then we replace the Lie algebra g by the central extension, see
section (15),

0→ H0(M)→ g̃→ g→ 0

which is defined by ζ̃ = [̄] in the following way: g̃ = H0(M)×g with bracket
[(a,X), (b, Y )] := (̄(X,Y ), [X,Y ]). This satisfies the Jacobi identity since

[[(a,X), (b, Y )], (c, Z)] = [(̄(X,Y ), [X,Y ]), (c, Z)]

= (̄([X,Y ], Z), [[X,Y ], Z])

and the cyclic sum of this expression vanishes. The map j1 : g̃ → C∞(M),
given by j1(a,X) = j(X) + a, fits into the diagram

0 // H0(M)
α // C∞(M)

H // X(M,ω)
γ // H1(M) // 0

0 // H0(M) // g̃

j1

OO

// g

ζ

OO

//
j

ee❑❑❑❑❑❑❑❑❑❑❑❑
0

and is a homomorphism of Lie algebras since

j1([(a,X), (b, Y )]) = j1(̄(X,Y ), [X,Y ]) = j([X,Y ]) + ̄(X,Y )

= j([X,Y ]) + {jX, jY } − j([X,Y ])

= {jX, jY } = {jX + a, jY + b}
= {j1(a,X), j1(b, Y )}.
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In this case we can consider the momentum mapping

J1 :M → g̃∗ = (H0(M)× g)∗,

〈J1(x), (a,X)〉 = j1(a,X)(x)

= j(X)(x) + a,

Hj1(a,X) = ζX , x ∈M, X ∈ g, a ∈ H0(M),

which has all the properties of theorem (34.7).

Let us describe this in more detail. Property (34.7.1) says that for all
(a,X) ∈ H0(M)×g the vector fields Hj(X)+a = ζX ∈ X(M) and ad(a,X)∗ ∈
X(g̃∗) are J1-related. We have

〈ad(a,X)∗(α, ξ),(b, Y )〉 = 〈(α, ξ), [(a,X)(b, Y )]〉
= 〈(α, ξ), (̄(X,Y ), [X,Y ])〉
= α̄(X,Y ) + 〈ξ, [X,Y ]〉
= α̄(X,Y ) + 〈ad(X)∗ξ, Y 〉
= 〈(0, α̄(X, ) + ad(X)∗ξ), (b, Y )〉,

ad(a,X)∗(α, ξ) = (0, α̄(X, ) + ad(X)∗ξ).

This is related to formula (34.9.3) which describes the infinitesimal twisted
right action corresponding to the twisted group action of (34.9.1).

The Poisson bracket on g̃∗ = (H0(M)× g)∗ = H0(M)∗ × g∗ is given by

{f, h}g̃∗(α, ξ) = 〈(α, ξ), [(d1f(α, ξ), d2f(α, ξ)), (d1h(α, ξ), d2h(α, ξ))]〉
= 〈(α, ξ), (̄(d2f(α, ξ), d2h(α, ξ)), [d2f(α, ξ), d2h(α, ξ)])〉
= α̄(d2f(α, ξ), d2h(α, ξ)) + 〈ξ, [d2f(α, ξ), d2h(α, ξ)]〉

which for α = 1 and connected M is the twisted Poisson bracket in (34.9.2).
We may continue and derive all properties of (34.9) for a connected Lie
group from here, with some interpretation.

34.12. Symplectic reduction. Let J :M → g∗ be a momentum mapping
for a Hamiltonian right group action r : M × G → M on a connected
symplectic manifold (M,ω) with group 1-cocycle J̄ : G→ g∗ and Lie algebra

2-cocycle ̄ :
∧2 g→ R.

(1) ([22]) A point α ∈ J(M) ⊂ g∗ is called a weakly regular value for J
if J−1(α) ⊂ M is a submanifold such that for each x ∈ J−1(α) we have
TxJ

−1(α) = ker(TxJ).

This is the case if α is a regular value for J , or if J is of constant rank in a
neighborhood of J−1(α), by (1.13). Let us fix a weakly regular value α ∈ g∗

of J for the following. The submanifold J−1(α) ⊂M then has the following
properties:
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(2) For a weakly regular value α of J , the submanifold J−1(α) is invariant
under the action of the isotropy group Gα = {g ∈ G : ag

J̄
(α) = α}. The

dimension of the the isotropy group Gx of x ∈ J−1(α) does not depend on
x ∈ J−1(α) and is given by

dim(Gx) = dim(G)− dim(M) + dim(J−1(α)).

Namely, J : M → g∗ is equivariant for these actions by (34.9.1). Thus
J−1(α) is invariant under Gα and Gx ⊆ Gα. For each x ∈ J−1(α), by
(34.3.4) we have im(dJ(x)) = g◦x ⊂ g∗. Since Tx(J

−1(α)) = ker(dJ(x)), we
get

dim(TxM) = dim(TxJ
−1(α)) + rank(dJ(x)),

dim(Gx) = dim(G)− dim(x.G)

= dim(G)− dim(g◦x)

= dim(G)− rank(dJ(x))

= dim(G)− dim(M) + dim(J−1(α)).

(3) At any x ∈ J−1(α) the kernel of the pullback ωJ
−1(α) of the symplectic

form ω equals Tx(x.Gα) and its rank is constant and is given by

rank(ωJ
−1(α)) = 2 dim(J−1(α)) + dim(aGJ̄ (α))− dim(M).

Namely, TxJ
−1(α) = ker(dJ(x)) implies

ker(ωJ
−1(α)) = Tx(J

−1(α)) ∩ Tx(J−1(α))⊥

= Tx(J
−1(α)) ∩ ker(dJ(x))⊥

= Tx(J
−1(α)) ∩ Tx(x.G), by (34.3.3)

= Tx(x.Gα),

rank(ωJ
−1(α)

x ) = dim(J−1(α))− dim(x.Gα)

= dim(J−1(α))− dim(Gα) + dim(Gx)

= dim(J−1(α))− dim(Gα) + dim(G)− dim(M) + dim(J−1(α)) by (2)

= 2 dim(J−1(α)) + dim(aGJ̄ (α))− dim(M).

(4) If α is a regular value of J :M → g∗, the action of G on M is locally free
in a neighborhood of every point x ∈ J−1(α), by (34.3.5), i.e., the isotropy
group Gx is discrete.

This follows from codimM (J−1(α)) = dim(g)− dim(G).



468 CHAPTER VII. Symplectic and Poisson Geometry

34.13. Theorem. Weakly regular symplectic reduction. Consider a
momentum mapping J : M → g∗ for a Hamiltonian right group action r :
M×G→M on a connected symplectic manifold (M,ω) with group 1-cocycle

J̄ : G → g∗ and Lie algebra 2-cocycle ̄ :
∧2 g → R. Let α ∈ J(M) ⊂ g∗ be

a weakly regular value of J .

Then the pullback 2-form ωJ
−1(α) ∈ Ω2(J−1(α)) of ω is of constant rank,

invariant under the action of Gα, and the leaves of the foliation described
by its kernel are the orbits of the action of the connected component G0

α of
the isotropy group Gα := {g ∈ G : ag

J̄
(α) = α} in J−1(α).

If moreover the orbit space Mα := J−1(α)/G0
α is a smooth manifold, then

there exists a unique symplectic form ωα on it such that for the canonical

projection π : J−1(α)→Mα we have π∗ωα = ωJ
−1(α).

Let h ∈ C∞(M)G be a Hamiltonian function on M which is G-invariant;
then h|J−1(α) factors to h̄ ∈ C∞(Mα) with h̄ ◦ π = h|J−1(α). The Hamil-
tonian vector field gradω(h) = Hh is tangent to J−1(α) and the vector fields
Hh|J−1(α) and Hh̄ are π-related. Thus their trajectories are mapped onto
each other:

π(FlHh
t (x)) = Fl

Hh̄
t (π(x)).

In this case we call (Mα = J−1(α)/G0
α, ω

α) the reduced symplectic manifold.

Proof. By (34.12.3) the 2-form ωJ
−1(α) ∈ Ω2(J−1(α)) is of constant rank

and the foliation corresponding to its kernel is given by the orbits of the unit
component G0

α of the isotropy group Gα. Let us now suppose that the orbit

space Mα = J−1(α)/G0
α is a smooth manifold. Since the 2-form ωJ

−1(α) is
G0
α-invariant and horizontal for the projection

π : J−1(α)→ J−1(α)/G0
α =Mα,

it factors to a smooth 2-form ωα ∈ Ω2(Mα) which is closed and nondegen-
erate since we just factored out its kernel. Thus (Mα, ω

α) is a symplectic

manifold and π∗ωα = ωJ
−1(α) by construction.

Now let h ∈ C∞(M) be a Hamiltonian function which is invariant under
G. By E. Noether’s theorem (34.3.8) the momentum mapping J is constant
along each trajectory of the Hamiltonian vector field Hh; thus Hh is tangent
to J−1(α) and Gα-invariant on J−1(α). Let h̄ ∈ C∞(Mα) be the factored
function with h̄◦π = h, and consider Hh̄ ∈ X(Mα, ω

α). Then for x ∈ J−1(α)
we have

(Txπ)
∗(iTxπ.Hh(x)ω

α) = iHh(x)π
∗ωα = dh(x) = (Txπ)

∗(dh̄(π(x))).

Since (Txπ)
∗ : T ∗

π(x)Mα → Tx(J
−1(α)) is injective, we see that iTxπ.Hh(x)ω

α =

dh̄(π(x)) and hence Txπ.Hh(x) = Hh̄(π(x)). Thus Hh|J−1(α) and Hh̄ are
π-related and the remaining assertions follow from (3.14). �
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34.14. Proposition. Constant rank symplectic reduction. Consider
a momentum mapping J : M → g∗ for a Hamiltonian right group action
r : M × G → M on a connected symplectic manifold (M,ω) with group

1-cocycle J̄ : G → g∗ and Lie algebra 2-cocycle ̄ :
∧2 g → R. Let G be

connected. Let α ∈ J(M) ⊂ g∗ be such that J has constant rank in a
neighborhood of J−1(α). We consider the orbit α.G = aG

J̄
(α) ⊂ g∗.

(1) J−1(α.G) ⊂M is an initial G-invariant submanifold.

(2) The smooth map J−1(α) × G → J−1(α.G), (x, g) 7→ x.g factors to a
diffeomorphism J−1(α)×Gα G

∼= J−1(α.G).

(3) Let ι : J−1(α.G)→M be the inclusion. Then ι∗ω−ι∗J∗ωJ is closed, of
constant rank and G-invariant. The leaves of the foliation described by
its kernel are the orbits of the G-action restricted to J−1(α.G). Here

ωJ is the symplectic structure on the affine orbit α.G from theorem
(34.9.2).

(4) If Mα.G := J−1(α.G)/G is a manifold, then ι∗ω − ι∗J∗ωJ factors to a
symplectic form ωMα.G on Mα.G which is thus characterized by

ι∗ω = π∗ωMα.G + (J ◦ ι)∗ωJ

where π : J−1(α.G)→Mα.G is the projection.

(5) The orbit spaces J−1(α)/Gα and Mα.G are homeomorphic, and they
are symplectomorphic if one of the orbit spaces is a manifold.

(6) Let h ∈ C∞(M)G be a G-invariant Hamiltonian function on M . Then
h|J−1(α.G) factors to h̄ ∈ C∞(Mα) with h̄ ◦ π = h|J−1(α.G). The
Hamiltonian vector field gradω(f) = Hh is tangent to J−1(α.G) and the
vector fields Hh|J−1(α.G) and Hh̄ are π-related. Thus their trajectories
are mapped onto each other:

π(FlHh
t (x)) = Fl

Hh̄
t (π(x)).

Proof. (1) Let α ∈ J(M) ⊂ g∗ be such that J is of constant rank on a
neighborhood of J−1(α). Let α.G = aG

J̄
(α) be the orbit though α under the

twisted coadjoint action. Then J−1(α.G) = J−1(α).G by the G-equivariance
of J . Thus the dimension of the isotropy group Gx of a point x ∈ J−1(α.G)
does not depend on x and is given by (34.12.2). It remains to show that the
inverse image J−1(α.G) is an initial submanifold which is invariant under
G.

If α is a regular value for J , then J is a submersion on an open neighborhood
of J−1(α.G) and J−1(α.G) is an initial submanifold by lemma (2.16).

Under the weaker assumption that J is of constant rank on a neighborhood of
J−1(α), we will construct an initial submanifold chart as in (2.13.1) centered
at each x ∈ J−1(α.G). Using a suitable transformation in G, we may assume
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without loss that x ∈ J−1(α). We shall use the method of the proof of
theorem (3.25).

Let m = dim(M), n = dim(g), r = rank(dJ(x)), p = m− r = dim(J−1(α))
and k = dim(α.G) ≤ l = dim(x.G). Using that gx ⊆ gα, we choose a basis
X1, . . . , Xn of g such that

• ζg∗X1
(α), . . . , ζg

∗

Xk
(α) is a basis of Tα(α.G) and Xk+1, . . . , Xn is a basis of

the isotropy algebra gα,

• ζMX1
(x), . . . , ζMXl

(x) is a basis of Tx(x.G) and Xl+1, . . . , Xn is a basis of
the isotropy algebra gx.

By the constant rank theorem (1.13) there exists a chart (U, u) on M cen-
tered at x and a chart (V, v) on g∗ centered at α such that

v ◦ J ◦ u−1 : u(U)→ v(V )

has the following form:

(x1, . . . , xm) 7→ (x1, . . . , xk, xk+1, . . . , xr, 0, . . . , 0),

and we may also assume that

• ζg∗X1
(α), . . . , ζg

∗

Xk
(α), ∂

∂vk+1 |α, . . . , ∂
∂vn |α is a basis of Tα(g

∗),

• ζMX1
(x), . . . , ζMXl

(x), ∂
∂ul+1 |x, . . . , ∂

∂um |x is a basis of Tx(M).

Then the mapping

f(y1, . . . , yn) = (Fl
ζg

∗

X1

y1
◦ · · · ◦ Fl

ζg
∗

Xk

yk
◦v−1)(0, . . . , 0, yk+1, . . . , yn)

is a diffeomorphism from a neighborhood of 0 in Rn onto a neighborhood of
α in g∗. Let (Ṽ , ṽ) be the chart f−1, suitably restricted. We have

β ∈ α.G⇐⇒ (Fl
ζg

∗

X1

y1
◦ . . . ◦ Fl

ζg
∗

Xk

yk
)(β) ∈ α.G

for all β and all y1, . . . , yk for which both expressions make sense. So we
have

f(y1, . . . , yn) ∈ α.G⇐⇒ f(0, . . . , 0, yk+1, . . . , yn) ∈ α.G,
and consequently α.G∩ Ṽ is the disjoint union of countably many connected
sets of the form {β ∈ Ṽ : (ṽk+1(β), . . . , ṽn(β)) = constant}, since α.G is
second countable.

Now let us consider the situation on M . Since J−1(α) is Gα-invariant,
exactly the vectors ζMXk+1

(x), . . . , ζMXl
(x) are tangent to x.Gα ⊆ J−1(α). The

mapping

g(x1, . . . , xm) = (Fl
ζMX1

x1
◦ · · · ◦ Fl

ζMXk

xk
◦u−1)(0, . . . , 0, xk+1, . . . , xm)
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is a diffeomorphisms from a neighborhood of 0 in Rm onto a neighborhood
of x in M . Let (Ũ , ũ) be the chart g−1, suitably restricted. By G-invariance
of J we have

(J ◦ g)(x1, . . . , xm) = (J ◦ Flζ
M
X1

x1
◦ · · · ◦ Fl

ζMXk

xk
◦u−1)(0, . . . , 0, xk+1, . . . , xm)

= (Fl
ζg

∗

X1

x1
◦ · · · ◦ Fl

ζg
∗

Xk

xk
◦v−1 ◦ v ◦ J ◦ u−1)(0, . . . , 0, xk+1, . . . , xm)

= (Fl
ζg

∗

X1

x1
◦ · · · ◦ Fl

ζg
∗

Xk

xk
◦v−1)(0, . . . , 0, xk+1, . . . , xr, 0, . . . , 0)

= f(x1, . . . , xk, xk+1, . . . , xr, 0, . . . , 0)

and thus

g(x1, . . . , xm) ∈ J−1(α.G)

⇐⇒ (J ◦ g)(x1, . . . , xm) = f(x1, . . . , xk, xk+1, . . . , xr, 0, . . . , 0) ∈ α.G
⇐⇒ f(0Rk , xk+1, . . . , xr, 0Rn−r) ∈ α.G.

Consequently, (J−1(α.G)) ∩ Ũ is the disjoint union of countably many con-

nected sets of the form {x ∈ Ũ : (ũk+1(x), . . . , ũr(x)) = constant}, since
α.G is second countable. We have proved now that J−1(α.G) is an initial
submanifold or M .

(2) The induced map J−1(α)×GαG→ J−1(α.G), [(x, g)] 7→ x.g is a bijective
submersion, and thus a diffeomorphism.

(3) Let x ∈ J−1(α) and X,Y ∈ g. Then

(ι∗ω)x(ζX(x), ζY (x)) = ωx(HjX(x), HjY (x))(7)

= −{jX, jY }(x) by (31.21)

= −{evX , evY }J(α) by (34.9.2)

= ωJα(ζ
aJ
X (α), ζ

aJ
Y (α)) by (34.9.3)

where ωJ is the symplectic structure from (34.9.2) on the affine orbit α.G.

Let ξ1, ξ2 ∈ TxJ
−1(α.G). By (2) we may (nonuniquely) decompose ξi as

ξi = ηi + ζXi(x) ∈ TxJ−1(α) + Tx(x.G), where i = 1, 2. By (34.3.3) and (7)
we have

(ι∗ω)x(ξ1, ξ2) = ωJ
−1(α)

x (η1, η2) + (ι∗J∗ωJ)x(ζX1(x), ζX2(x))

where we also use the notation from theorem (34.13). Thus

ker (ι∗ω − ι∗J∗ωJ)x = Tx(x.G) + ker ωJ
−1(α)

x = Tx(x.G)

by (34.12.3). Therefore, ι∗ω−ι∗J∗ωJ is closed, G-invariant and the leaves of
the foliation described by its kernel coincide with the orbits of the G-action.
By (34.12.2) this form is also of constant rank.
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(4) follows immediately from (3).

(5) By (2) the orbit spaces in question are homeomorphic and diffeomorphic
if one of them is a manifold. In the latter case they are also symplectomor-
phic because of the formula in (4).

(6) Hamiltonian reduction follows similarly as in theorem (34.13). �

34.15. Example: Coadjoint orbits. Let G be a Lie group acting upon
itself by inversion of left multiplication, i.e., x.g = g−1x. Consider T ∗G with
its canonical symplectic structure ωG from (31.9). The cotangent lifted ac-
tion by G on T ∗G = G × g∗ (trivialized via left multiplication) is given by
(x, α).g = (g−1x, α). According to (34.6.3) this action is strongly Hamilton-
ian with momentum mapping given by

〈J(x, α), X〉 = 〈α, ζX(x)〉 = 〈−Ad∗(x−1).α,X〉
where X ∈ g. The G action is free whence all points of g∗ are regular
values for J . Let O ⊂ g∗ be a coadjoint orbit. Then J−1(O) = G × (−O)
and ι∗ωG − (J ◦ ι)∗ωO is basic with respect to the projection J−1(O) →
J−1(O)/G = −O. (Here ι : J−1(O) → G × g∗ is the inclusion and ωO is
the coadjoint orbit symplectic form from (31.14).) The reduced symplectic
space is thus given by (−O,−ωO) ∼= (O,ωO).

If we consider the action by G on itself given by right multiplication, we see
that (O,−ωO) is the symplectic reduction of (T ∗G,ωG).

34.16. Example of a symplectic reduction: The space of Hermitian
matrices. Let G = SU(n) act on the space H(n) of complex Hermitian
(n × n)-matrices by conjugation, where the inner product is given by the
(always real) trace Tr(AB). We also consider the linear subspace Σ ⊂ H(n)
of all diagonal matrices; they have real entries. For each Hermitian matrix A
there exists a unitary matrix g such that gAg−1 is diagonal with eigenvalues
decreasing in size. Thus a fundamental domain (we will call it a chamber)
for the group action is here given by the quadrant C ⊂ Σ consisting of all
real diagonal matrices with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn. There are no
further identifications in the chamber; thus H(n)/SU(n) ∼= C.

We are interested in the following problem: Consider a straight line t 7→
A+ tV of Hermitian matrices. We want to describe the corresponding curve
of eigenvalues t 7→ λ(t) = (λ1(t) ≥ · · · ≥ λn(t)) of the Hermitian matrix
A + tV as precisely as possible. In particular, we want to find an ordinary
differential equation describing the evolution of eigenvalues. We follow here
the development in [4] which was inspired by [103].

(1) Hamiltonian description. Let us describe the curves of eigenvalues as tra-
jectories of a Hamiltonian system on a reduced phase space. Let T ∗H(n) =
H(n) × H(n) be the cotangent bundle where we identified H(n) with its
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dual by the inner product, so the duality is given by 〈α,A〉 = Tr(Aα). Then
the canonical 1-form is given by ϑ(A,α,A′, α′) = Tr(αA′), the symplec-
tic form is ω(A,α)((A

′, α′), (A′′, α′′)) = Tr(A′α′′ − A′′α′), and the Hamil-
tonian function for the straight lines (A + tα, α) on H(n) is h(A,α) =
1
2 Tr(α

2). The action SU(n) ∋ g 7→ (A 7→ gAg−1) lifts to the action

SU(n) ∋ g 7→ ((A,α) 7→ (gAg−1, gαg−1)) on T ∗H(n) with fundamental
vector fields ζX(A,α) = (A,α, [X,A], [X,α]) for X ∈ su(n), and with gener-
ating functions jX(A,α) = ϑ(ζX(A,α)) = Tr(α[X,A]) = Tr([A,α]X). Thus
the momentum mapping J : T ∗H(n) → su(n)∗ is given by 〈X, J(A,α)〉 =
jX(A,α) = Tr([A,α]X). If we identify su(n) with its dual via the inner prod-
uct Tr(XY ), the momentum mapping is J(A,α) = [A,α]. Along the line
t 7→ A+tα the momentum mapping is constant: J(A+tα, α) = [A,α] = Y ∈
su(n). Note that for X ∈ su(n) the evaluation on X of J(A+tα, α) ∈ su(n)∗

equals the inner product:

〈X, J(A+ tα, α)〉 = Tr( ddt(A+ tα), ζX(A+ tα)),

which is obviously constant in t; compare with the general result of Riemann
transformation groups (30.1).

According to principles of symplectic reduction (34.12) we have to consider
for a regular value Y (and later for an arbitrary value) of the momentum
mapping J the submanifold J−1(Y ) ⊂ T ∗H(n). The null distribution of
ω|J−1(Y ) is integrable (with constant dimensions since Y is a regular value)
and its leaves are exactly the orbits in J−1(Y ) of the isotropy group SU(n)Y
for the coadjoint action, by (34.13). So we have to consider the orbit space
J−1(Y )/SU(n)Y . If Y is not a regular value of J , the inverse image J−1(Y )
is a subset which is described by polynomial equations since J is polynomial
(in fact quadratic), so J−1(Y ) is stratified into submanifolds; symplectic
reduction works also for this case; see [210], [16], or [185].

(2) The case of momentum Y = 0 gives billiard of straight lines in C, re-
flected at the walls. If Y = 0, then SU(n)Y = SU(n) and J−1(0) = {(A,α) :
[A,α] = 0}, so A and α commute. If A is regular (i.e., all eigenvalues are dis-
tinct), using a uniquely determined transformation g ∈ SU(n), we move the
point A into the open chamber Co ⊂ H(n), so A = diag(a1 > a2 > · · · > an)
and since α commutes with A, it is also in diagonal form. The symplectic
form ω restricts to the canonical symplectic form on Co × Σ = Co × Σ∗ =
T ∗(Co). Thus symplectic reduction gives (J−1(0) ∩ (T ∗H(n))reg)/SU(n) =
T ∗(Co) ⊂ T ∗H(n). By [210] we also use symplectic reduction for nonregular
A and we get (see in particular [122, 3.4]) J−1(0)/SU(n) = T ∗C, the strat-
ified cotangent cone bundle of the chamber C considered as stratified space.
Namely, if one root εi(A) = ai − ai+1 vanishes on the diagonal matrix A,
then the isotropy group SU(n)A contains a subgroup SU(2) corresponding
to these coordinates. Any matrix α with [A,α] = 0 contains an arbitrary
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Hermitian submatrix corresponding to the coordinates i and i + 1, which
may be brought into diagonal form with the help of this SU(2) so that
εi(α) = αi − αi+1 ≥ 0. Thus the tangent vector α with foot point in a wall
is either tangent to the wall (if αi = αi+1) or points into the interior of the
chamber C. The Hamiltonian h restricts to Co × Σ ∋ (A,α) 7→ 1

2

∑
i α

2
i ,

so the trajectories of the Hamiltonian system here are again straight lines
which are reflected at the walls.

(3) The case of general momentum Y . If Y 6= 0 ∈ su(n) and if SU(n)Y is the
isotropy group of Y for the adjoint representation, then by the references at
the end of (1) (concerning the singular version of (34.14) with stratified orbit
space) we may pass from Y to the coadjoint orbit O(Y ) = Ad∗(SU(n))(Y )
and get

J−1(Y )/SU(n)Y = J−1(O(Y ))/SU(n),

where the (stratified) diffeomorphism is symplectic.

(4) The Calogero-Moser system. As the simplest case we assume that Y ′ ∈
su(n) is not zero but has maximal isotropy group, and we follow [103].
So we assume that Y ′ has complex rank 1 plus an imaginary multiple of
the identity, Y ′ =

√
−1(cIn + v ⊗ v∗) for 0 6= v = (vi) a column vector

in Cn. The coadjoint orbit is then O(Y ′) = {
√
−1(cIn + w ⊗ w∗) : w ∈

Cn, |w| = |v|}, isomorphic to S2n−1/S1 = CPn, of real dimension 2n − 2.
Consider (A′, α′) with J(A′, α′) = Y ′, choose g ∈ SU(n) such that A =
gA′g−1 = diag(a1 ≥ a2 ≥ · · · ≥ an), and let α = gα′g−1. Then the entry
of the commutator is [A,α]ij = αij(ai − aj). So [A,α] = gY ′g−1 =: Y =√
−1(cIn+ gv⊗ (gv)∗) =

√
−1(cIn+w⊗w∗) has zero diagonal entries; thus

0 < wiw̄i = −c and wi = exp(
√
−1ϑi)

√−c for some ϑi. But then all off-
diagonal entries Yij =

√
−1wiw̄j = −

√
−1 c exp(

√
−1(ϑi − ϑj)) 6= 0, and A

has to be regular. We may use the remaining gauge freedom in the isotropy
group SU(n)A = S(U(1)n) to put wi = exp(

√
−1ϑ)√−c where ϑ =

∑
ϑi.

Then Yij = −c
√
−1 for i 6= j.

So the reduced space (T ∗H(n))Y is diffeomorphic to the submanifold of
T ∗H(n) consisting of all (A,α) ∈ H(n) ×H(n) where A = diag(a1 > a2 >
· · · > an) and where α has arbitrary diagonal entries αi := αii and off-
diagonal entries αij = Yij/(ai − aj) = −c

√
−1/(ai − aj). We can thus use

a1, . . . , an, α1, . . . , αn as coordinates. The invariant symplectic form pulls
back to ω(A,α)((A

′α′), (A′′, α′′)) = Tr(A′α′′ −A′′α′) =
∑

(a′iα
′′
i − a′′i α′

i). The
invariant Hamiltonian h restricts to the Hamiltonian

h(A,α) = 1
2 Tr(α

2) =
1

2

∑

i

α2
i +

1

2

∑

i 6=j

c2

(ai − aj)2
.

This is the famous Hamiltonian function of the Calogero-Moser completely
integrable system; see [168], [180], [103], and [193, 3.1 and 3.3]. The
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corresponding Hamiltonian vector field and the differential equation for the
eigenvalue curve are then

Hh =
∑

i

αi
∂

∂ai
+ 2

∑

i

∑

j:j 6=i

c2

(ai − aj)3
∂

∂αi
,

äi = 2
∑

j 6=i

c2

(ai − aj)3
,

(ai − aj)·· = 2
∑

k:k 6=i

c2

(ai − ak)3
− 2

∑

k:k 6=j

c2

(aj − ak)3
.

Note that the curve of eigenvalues avoids the walls of the Weyl chamber C.

(5) Degenerate cases of nonzero momenta of minimal rank. Let us discuss
now the case of nonregular diagonal A. Namely, if one root, say ε12(A) =
a1−a2, vanishes on the diagonal matrix A, then the isotropy group SU(n)A
contains a subgroup SU(2) corresponding to these coordinates. Consider α
with [A,α] = Y ; then 0 = α12(a1− a2) = Y12. Thus α contains an arbitrary
Hermitian submatrix corresponding to the first two coordinates, which may
be brought into diagonal form with the help of this SU(2) ⊂ SU(n)A so
that ε12(α) = α1 − α2 ≥ 0. Thus the tangent vector α with foot point A in
a wall is either tangent to the wall (if α1 = α2) or points into the interior of
the chamber C (if α1 > α2). Note that then Y11 = Y22 = Y12 = 0.

Let us now assume that the momentum Y is of the form Y =
√
−1(cIn−2 +

v ⊗ v∗) for some vector 0 6= v ∈ Cn−2. We can repeat the analysis of (4)
in the subspace Cn−2 and get for the Hamiltonian function (where I1,2 =
{(i, j) : i 6= j} \ {(1, 2), (2, 1)})

h(A,α) = 1
2 Tr(α

2) =
1

2

n∑

i=1

α2
i +

1

2

∑

(i,j)∈I1,2

c2

(ai − aj)2
,

Hh =
n∑

i=1

αi
∂

∂ai
+ 2

∑

(i,j)∈I1,2

c2

(ai − aj)3
∂

∂αi
,

äi = 2
∑

{j:(i,j)∈I1,2}

c2

(ai − aj)3
.

(6) The case of general momentum Y and regular A. Starting again with
some regular A′, consider (A′, α′) with J(A′, α′) = Y ′, choose g ∈ SU(n)
such that A = gA′g−1 = diag(a1 > a2 > · · · > an), and let α = gα′g−1

and Y = gY ′g−1 = [A,α]. Then the entry of the commutator is Yij =
[A,α]ij = αij(ai − aj); thus Yii = 0. We may pass to the coordinates ai and
αi := αii for 1 ≤ i ≤ n on the one hand, and Yij for i 6= j on the other

hand, with the linear relation Yji = −Yij and with n − 1 nonzero entries
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Yij > 0 with i > j (chosen in lexicographic order) by applying the remaining

isotropy group SU(n)A = S(U(1)n) = {diag(e
√
−1ϑ1 , . . . , e

√
−1ϑn) :

∑
ϑi ∈

2πZ}. This choice of coordinates (ai, αi, Yij) shows that the reduced phase
space J−1(O(Y ))/SU(n) is stratified symplectomorphic to T ∗Co×((O(Y )∩
su(n)⊥A)/SU(n)A); see [86], [85] and [87]. In these coordinates, the Hamil-
tonian function is as follows:

h(A,α) = 1
2 Tr(α

2)

=
1

2

∑

i

α2
i −

1

2

∑

i 6=j

YijYji
(ai − aj)2

,

dh =
∑

i

αi dαi +
∑

i 6=j

YijYji
(ai − aj)3

(dai − daj)−
1

2

∑

i 6=j

dYij .Yji + Yij .dYji
(ai − aj)2

=
∑

i

αi dαi + 2
∑

i 6=j

YijYji
(ai − aj)3

dai −
∑

i 6=j

Yji
(ai − aj)2

dYij .(7)

The invariant symplectic form on TH(n) pulls back, in these coordinates,
to the symplectic form which is the product of the following two structures.
The first one is ω(A,α)((A

′α′), (A′′, α′′)) = Tr(A′α′′−A′′α′) =
∑

(a′iα
′′
i −a′′i α′

i)
which equals

∑
i dai ∧ dαi. The second one comes by reduction from the

Poisson structure on su(n) which is given by

PY (U, V ) = Tr(Y [U, V ]) =
∑

m,n,p

(YmnUnpVpm − YmnVnpUpm),

PY =
∑

i 6=j,k 6=l
PY (dYij , dYkl)∂Yij ⊗ ∂Ykl

=
∑

i 6=j,k 6=l

∑

m,n

(Ymnδniδjkδlm − Ymnδnkδliδjm)∂Yij ⊗ ∂Ykl

=
∑

i 6=j,k 6=l
(Yliδjk − Yjkδli)∂Yij ⊗ ∂Ykl .

Since this Poisson 2-vector field is tangent to the orbit O(Y ) and is SU(n)-
invariant, we can push it down to the stratified orbit space

(O(Y ) ∩ su(n)⊥A)/SU(n)A.

The latter space is the singular reduction of O(Y ) with respect to the
SU(n)A-action. There it maps dYij to (remember that Yii = 0)

P̌Y (dYij) =
∑

k 6=l
(Yliδjk − Yjkδli)∂Ykl =

∑

k

(Yki∂Yjk − Yjk∂Yki).
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So the Hamiltonian vector field is

Hh =
∑

i

αi ∂ai − 2
∑

i 6=j

YijYji
(ai − aj)3

∂αi

−
∑

i 6=j

Yji
(ai − aj)2

∑

k

(Yki ∂Yjk − Yjk ∂Yki)

=
∑

i

αi ∂ai − 2
∑

i 6=j

YijYji
(ai − aj)3

∂αi +
∑

i,j,k

(
YjiYjk

(ai − aj)2
− YijYkj

(aj − ak)2
)
∂Yki .

The differential equation thus becomes (remember that Yjj = 0):

ȧi = αi,

α̇i = −2
∑

j

YijYji
(ai − aj)3

= 2
∑

j

|Yij |2
(ai − aj)3

,

Ẏki =
∑

j

(
YjiYjk

(ai − aj)2
− YijYkj

(aj − ak)2
)
.

Consider the matrix Z with Zii = 0 and Zij = Yij/(ai − aj)2. Then the
differential equations become:

äi = 2
∑

j

|Yij |2
(ai − aj)3

,

Ẏ = [Z, Y ∗].

This is the Calogero-Moser integrable system with spin; see [13], [14], and
[86, 85].

(8) The case of general momentum Y and singular A. Let us consider the
situation of (6), when A is not regular. Let us assume again that one root,
say ε12(A) = a1 − a2, vanishes on the diagonal matrix A. Consider α with
[A,α] = Y . From Yij = [A,α]ij = αij(ai − aj) we conclude that Yii = 0
for all i and also Y12 = 0. The isotropy group SU(n)A contains a subgroup
SU(2) corresponding to the first two coordinates and we may use this to
move α into the form that α12 = 0 and ε12(α) ≥ 0. Thus the tangent vector
α with foot point A in the wall {ε12 = 0} is either tangent to the wall when
α1 = α2 or points into the interior of the chamber C when α1 > α2. We can
then use the same analysis as in (6) where we use now that Y12 = 0.
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In the general case, when some roots vanish, we get for the Hamiltonian
function, vector field, and differential equation:

h(A,α) = 1
2 Tr(α

2) =
1

2

∑

i

α2
i +

1

2

∑

{(i,j):ai(0) 6=aj(0)}

|Yij |2
(ai − aj)2

,

Hh =
∑

i

αi∂ai + 2
∑

(i,j):aj(0) 6=ai(0)

|Yij |2
(ai − aj)3

∂αi

+
∑

(i,j):aj(0) 6=ai(0)

∑

k

YjiYjk
(ai − aj)2

∂Yki −
∑

(j,k):aj(0) 6=ak(0)

∑

i

YijYkj
(aj − ak)2

∂Yki ,

äi = 2
∑

j:aj(0) 6=ai(0)

|Yij |2
(ai − aj)3

, Ẏ = [Z, Y ∗],

where we use the same notation as above. It would be very interesting to
investigate the reflection behavior of this curve at the walls.

34.17. Example: Symmetric matrices. We finally treat the action
of SO(n) = SO(n,R) on the space S(n) of real symmetric matrices by
conjugation. Following the method of (34.16.6) and (34.16.7), we get the
following result. Let t 7→ A′ + tα′ be a straight line in S(n). Then the
ordered set of eigenvalues a1(t), . . . , an(t) of A

′ + tα′ is part of the integral
curve of the following vector field:

Hh =
∑

i

αi∂ai + 2
∑

(i,j):aj(0) 6=ai(0)

Y 2
ij

(ai − aj)3
∂αi

−
∑

(i,j):ai(0) 6=aj(0)

∑

k

YijYjk
(ai − aj)2

∂Yki +
∑

(j,k):aj(0) 6=ak(0)

∑

i

YijYjk
(aj − ak)2

∂Yki ,

äi = 2
∑

(i,j):aj(0) 6=ai(0)

Y 2
ij

(ai − aj)3
,

Ẏ = [Z, Y ], where Zij = −
Yij

(ai − aj)2
,

where we also note that Yij = Zij = 0 whenever ai(0) = aj(0).



List of Symbols

(a, b) open interval or pair

[a, b] closed interval

[X,Y ] Lie bracket, commutator, Frölicher-Nijehuis bracket

〈α,X〉 usually a duality V ∗ × V → R

Ad(g) adjoint action of a Lie group on its Lie algebra

ad(X) = [X, ] adjoint derivative of a Lie algebra

α : Jr(M,N)→M the source mapping of jets

β : Jr(M,N)→ N the target mapping of jets

Bx(r) open ball with center x and radius r > 0

conjg(h) = ghg−1 conjugation in a Lie group

Γ(E), also Γ(E →M) the space of smooth sections of a fiber bundle

C field of complex numbers

C : TM ×M TM → TTM connection or horizontal lift

C∞(M,R) or C∞(M) the space of smooth functions on a manifold M

d usually the exterior derivative

(E, p,M, S), also simply E usually a fiber bundle with total space E, base
M , and standard fiber S

exp exponential mapping from a Lie algebra to its Lie group

expgx geodesic exponential mapping centered at x

FlXt , also Fl(t,X) the flow of a vector field X

K : TTM →M the connector of a covariant derivative

479



480 List of Symbols

G usually a general Lie group with multiplication µ : G×G→ G; we use
gh = µ(g, h) = µg(h) = µh(g)

g = Lie(G) usually a Lie algebra for a Lie group G

H skew field of quaternions

Ik or IRk short for the k × k-identity matrix IdRk .

iX insertion operator of a vector field in a form

Jr(E) the bundle of r-jets of sections of a fiber bundle E →M

Jr(M,N) the bundle of r-jets of smooth functions from M to N

jrf(x), also jrxf the r-jet of a mapping or function f

κM : TTM → TTM the canonical flip mapping

ℓ : G× S → S usually a left action

LX Lie derivative along a vector field X

M usually a manifold

µ : G×G→ G usually the multiplication on a Lie group, µ(g, h) = g.h =
µg(h) = µh(g), so µg is left translation by g and µh is right
translation by h

N natural numbers > 0

N0 nonnegative integers

∇X , pronounced ‘Nabla’, covariant derivative along X

ν : G→ G, ν(g) = g−1 usually the inversion on a Lie group

Pt(c, t) parallel transport along a curve c from time 0 to time t

p : P →M or (P, p,M,G) a principal bundle with structure group G

πrl : J
r(M,N)→ J l(M,N) projections of jets

R field of real numbers

r : P × G → P usually a right action, in particular the principal right
action of a principal bundle

TM the tangent bundle of a manifold M with projection πM : TM →M

Tf : TM → TN tangent mapping of f :M → N

Z integers
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atlas, 1
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base space of a fiber bundle, 200

basic cohomology, 402
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bundle, 200

Ck-atlas, 1

Ck-equivalent atlases, 1

Caley-Hamilton equation, 259

canonical flip, 107

canonical symplectic structure, 417

Cartan moving frame version of a
connection, 232
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chart, 1
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Christoffel forms, 203
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classical complex Lie groups, 44
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coadjoint representation, 421
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cocycle condition, 200
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cohomological integral, 150
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complete vector field, 25

completely integrable Hamiltonian system,
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complex line bundles, 103

conformal diffeomorphism, 294

conformal Riemann metrics, 294

conjugate point, 353

conjugation, 51

connection, 172, 197

connection form, Lie algebra valued, 229

connection on a fiber bundle, 201

connector, 245, 283

contact of order, 266

cotangent bundle, 113

covariant derivative, 245

covariant derivative of tensor fields, 287

covariant derivative on a manifold, 277

covariant derivative, compatible with the

pseudo-Riemann metric, 278

covariant exterior derivative, 234, 247

covariant exterior differential, 172
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curvature, 171, 197, 246
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curvature matrix, 311

curvature of the covariant derivative, 301

curve of local diffeomorphisms, 29

Darboux’ theorem, 422
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derivation, 5, 191

diffeomorphic, 3

diffeomorphism, 3

differential form, 115

differential group of order k, 269

differential of a function, 9

Dirac structure, 450

distance increasing, 359

distinguished chart, 37

distinguished chart for a foliation, 33

distribution, 32, 34

divergence, 325

double ratio, invariance of, 320

dual coframe, 313

effective action, 66

Ehresmann connection, 205

electric potential, 327

ellipsoid, 15

energy of a curve, 274

equivalent vector bundle atlases, 100

equivariant normal field, 373

Euler-Poincaré characteristic, 130

evolution operator, 39

exact form, 121

exponential mapping, 49

exponential mapping of a spray, 281

extension of Lie algebras, 170

exterior derivative, 119

f -dependent, 198

f -related, 26, 198

1-form, 113

Fermi chart, 347, 348

fiber, 100

fiber bundle, 200

fiber chart of a fiber bundle, 200

fiber integration, 142

fibered composition of jets, 268

fibered manifold, 16

first Chern class, 103

first nonvanishing derivative, 29

first Stiefel-Whitney class, 103

fixpoint group, 68

flow line, 23

flow prolongation, 111

focal points, 354

foliation, 35

foliation corresponding to an integrable
vector subbundle, 33

Frölicher-Nijenhuis bracket, 193

fractional linear transformations, 318

frame field, 22, 103, 310

free action, 66

fundamental vector field, 67, 68

G-atlas, 211

G-bundle, 211

G-bundle structure, 210

G-invariant, 402

G-invariant pseudo-Riemann metric, 366

G-manifold, 66

G-space, 66

gauge transformations, 224

Gauß’s equation, 330

general linear group, 42

generalized Hamiltonian function, 452

geodesic, 277

geodesic distance, 291

geodesic spray, 279

geodesic structure on a manifold, 279

geodesic symmetry, 368

geometric objects, 272

germ of f at x, 5

global flow, 25

graded derivation, 191

graded differential space, 132
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gradient, 325

Grassmann manifold, 213

group cohomology, 459

H-linear, 45

Haar measure, 160

hairy ball theorem, 157

half-space, 126

Hamilton’s equations, 411

Hamiltonian group action, 452

Hamiltonian mapping, 449

Hamiltonian system, 434

Hamiltonian vector field, 412, 426

Hamiltonian vector field for a Poisson
structure, 441

Hodge ∗-operator, 324
Hodge isomorphism, 325

holonomic frame field, 22, 113

holonomy group, 206, 237

holonomy Lie algebra, 206

homogeneous space, 64

homomorphism of G-bundles, 218

homomorphism over Φ of principal bundles,
214

homotopy operator, 131, 403

Hopf, Rinov, 292

horizontal, 402

horizontal bundle of a fiber bundle, 201

horizontal differential forms, 234

horizontal foliation, 202

horizontal lift, 172, 282

horizontal lift of the vector field, 299

horizontal lift on a fiber bundle, 201

horizontal projection, 201

horizontal space, 197

horizontal subbundle, 336

horizontal vector field, 337

horizontal vectors of a fiber bundle, 201

hyperboloid, 15

ideal, 64

idealizer in a Lie algebra, 64

immersed submanifold, 17

immersion at, 17

index, 266

index of the metric, 273

induced connection, 172, 241, 242

induced representation, 223

infinitesimal automorphism, 36

infinitesimal gauge transformation, 224

infinitesimal strongly Hamiltonian action,

457

infinitesimally free action, 66

infinitesimally transitive action, 66

initial submanifold, 18

inner automorphism, 51

insertion operator, 117

integrable, 35

integrable subbundle of a tangent bundle,
32

integral curve, 23

integral manifold, 34

integral of a differential form, 126

integral of the density, 123

invariant of the Lie algebra, 251

invertible, 271

involution, 107

involutive distribution, 38

involutive set of local vector fields, 38

involutive subbundle of a tangent bundle,
32

irreducible principal connection, 238

isometric action, 67

isometry, 363

isoparametric submanifolds, 400

isotropic submanifold, 417

isotropic subspace, 414

isotropy representation, 372

isotropy subgroup, 68, 73

isotropy type, 73

Jacobi differential equation, 345

Jacobi fields, 345

Jacobi operator, 352

jet, 267

k-form, 115

k-th order frame bundle, 271

Killing fields, 307

Killing vector field, 363

Koszul bracket, 448

Lagrange-Grassmann manifold, 415

Lagrangian submanifold, 417

Lagrangian subspace, 414

leaf, 35

leaves of the foliation, 33

Lebesque measure 0, 12

left invariant differential form, 158

left action of a Lie group, 66

left invariant, 46

left invariant differential form, 163

left logarithmic derivative, 53

length of a curve, 274

Levi-Civita covariant derivative, 278

Lie algebra, 23

Lie algebra of infinitesimal automorphisms
of the Poisson structure, 441

Lie algebra valued connection form, 229

Lie algebra valued curvature form, 230

Lie bracket of vector fields, 23

Lie derivative along a vector valued form,
193

Lie derivative of differential forms, 116
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Lie derivative of sections of a natural
bundle, 109

Lie derivative of vector fields, 27

Lie group, 41

Lie subgroup, 60

linear action, 66

linear connection, 244, 245, 282

linear frame bundle, 109, 220

linear momentum, 455

Liouville form, 417

Liouville vector field, 418

Liouville volume, 416

local diffeomorphism, 3

local frame, 32, 310

local vector field, 21

locally Hamiltonian vector fields, 426

long exact cohomology sequence with
compact supports of the pair, 150

m-cube of width w > 0 in Rm, 12

magnetic potential, 327

manifold pair, 138, 150

manifold with boundary, 126

mapping degree for a proper mapping, 145

Maslov class, 416

Maurer-Cartan, 203

Maurer-Cartan form, 53

maximal integral manifold, 34

Maxwell equations, 326

Mayer-Vietoris sequence, 133

measure 0, 12

Möbius transformations, 318

momentum, 411

momentum mapping, 453

multiplicity of a conjugate point, 353

multivector field, 440

natural bilinear mappings, 199

natural bundles, 272

natural lift, 111

natural transformation, 110

natural vector bundle, 108

Nijenhuis tensor, 199

Nijenhuis-Richardson bracket, 192

normal bundle, 371

normal slice, 372

normalizer in a Lie algebra, 64

normalizer in a Lie group, 64

ω-respecting vector fields, 426

orbit of a Lie group, 66

orbit type, 73

orientable double cover, 151

orientable manifold, 125

orientations of a manifold, 125

oriented manifold, 125

orthogonal action, 66

orthogonal group, 42

orthonormal frame, 310

orthonormal frame bundle, 220, 314

orthonormal frame field, 220

1-parameter subgroup, 48

1-parameter variation through geodesics,

345

parallel transport, 299

parallel vector field, 298

parameterized by arc-length, 289

perihel, 430

Pfaffian, 262

Pfaffian class, 263

phase space, 432

physicists’ version of a connection, 232

planetary orbit, 430

plaque, 33, 37

Poincaré duality, 146

Poincaré duality operator, 147

Poincaré polynomial, 130

Poisson bracket, 426

Poisson cohomology, 445

Poisson morphism, 443

Poisson structure, 439

polar action, 388

Pontryagin character, 260

Pontryagin classes, 255

Pontryagin numbers, 257

principal bundle, 211

principal bundle atlas, 211

principal connection, 229

principal fiber bundle, 211

principal fiber bundle homomorphism, 214

principal orbit, 74

principal right action, 211

product manifold, 11

projectable vector field, 337

projection of a fiber bundle, 200

projection of a vector bundle, 100

proper action, 77

proper homotopy, 141

proper mapping, 77

proper smooth mappings, 139

pseudo-Riemann locally symmetric space,
368

pseudo-Riemann metric, 273

pseudo-Riemann symmetric space, 368

pullback of a fiber bundle, 202

pullback vector bundle, 105

pure manifold, 1

quasi-periodic flow, 438

quaternionic unitary group, 45

quaternionically linear, 45

quaternionically unitary, 45

quaternions, 58
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real line bundle, 102

reduction of the structure group, 215

reductive decomposition of a Lie algebra,

369
regular point, 74

regular point of a mapping, 13

regular value, 9
regular value of a mapping, 13

relative de Rham cohomology, 138

relative de Rham cohomology with

compact supports, 150
relative Poincaré lemma, 422

representation, 51

residual subset of a manifold, 12
restricted holonomy group, 206, 237

Riemann locally symmetric space, 368

Riemann metric, 220, 273

Riemann normal coordinate system, 281
Riemann submersion, 336

Riemann symmetric space, 368

right action of a Lie group, 66
right invariant, 46

right logarithmic derivative, 52

right trivialized derivative, 160

saddle, 15

Schouten-Nijenhuis bracket, 440

second fundamental form, 327

section, 388

section of a vector bundle, 100

sectional curvature, 307

semidirect product, 71
semidirect product of Lie algebras, 170

set of (Lebesque) measure 0 in a manifold,
12

shape form, 327
shape operator, 329

short exact sequence, 133

signature, 156
signature of the metric, 273

signed algebraic complements, 57

singular distribution, 34
singular foliation, 35

singular point, 74

singular point of a mapping, 13
singular value of a mapping, 13

skew-field, 58

slice, 75

slice representation, 372
smooth distribution, 34

smooth functor, 104

smooth partitions of unity, 4
soldering form, 314

source mapping, 267

source of a jet, 267
space of all covariant derivatives, 287

space of closed forms, 129

space of exact forms, 129

spanning subsets, 34

special linear group, 43

special orthogonal group, 42

special unitary, 45

sphere, 2

spray, 280

stable, 35

stably equivalent, 257
standard fiber, 99, 200

stereographic atlas, 2

Stiefel manifold, 214
strongly Hamiltonian group action, 457

structure, 1

submanifold, 9
submanifold charts, 9

submersion, 16

support of a section, 100
support of a smooth function, 4

support of a vector field, 25

symmetric connection, 282
symmetric covariant derivative, 277

symplectic action, 67

symplectic gradient, 426
symplectic group, 43

symplectic group action, 451

symplectic manifold, 416
symplectic orthogonal, 413

symplectic structure, 412

symplectic subspace, 414
symplectomorphisms, 412

tangent bundle, 8
tangent space of M at x, 6

tangent vector, 5

target mapping, 267
target of a jet, 267

tensor field, 110, 113

theorema egregium, 330
theorema egregium proper, 333

time dependent vector field, 39

Todd class, 265
topological manifold, 1

torsion form, 313

torsion of a covariant derivative, 285
torsion-free connection, 282

torsion-free covariant derivative, 277

torus, 15
total Chern class, 264

total Pontryagin class, 256

total space, 16

total space of a fiber bundle, 200

total space of a vector bundle, 100

totally geodesic immersion, 328

trace classes of a complex vector bundle,
264

trace coefficients, 257
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transformation formula for multiple
integrals, 122

transition function, 99, 200

transitive action, 66

transversal, 20

Trotter’s formula, 55

truncated composition, 268

tubular neighborhood, 372

typical fiber, 99

unimodular Lie group, 159
unitary, 44
universal 1-form, 418
universal connection, 418
universal curvature, 418

variation, 274, 354

variational vector field, 274

vector bundle, 100

vector bundle atlas, 99

vector bundle chart, 99

vector bundle functor, 108

vector bundle homomorphism, 104

vector bundle isomorphism, 104

vector field, 21
vector product, 45
vector subbundle, 104
vector subbundle of a tangent bundle, 31
vector valued differential forms, 192
vertical bundle, 107
vertical bundle of a fiber bundle, 201, 228
vertical lift, 107
vertical projection, 107, 201
vertical space, 197
vertical subbundle, 336
vertical vector field, 337
volume, 125
volume bundle, 122

weakly regular value, 464
wedge product, 115
Weingarten equation, 332
Weingarten formula, 329
Weingarten mapping, 329
Weyl group, generalized, 394

zero section of a vector bundle, 100
zero set, 4
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