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Abstract

This paper introduces a method of moment estimator for the time-changed Lévy processes proposed by Carr, Geman, Madan and Yor (2003). By establishing that the returns sequence is strongly mixing with exponentially decreasing rate, we prove consistency and asymptotic normality of the resulting estimators. In addition, we fit parametrized versions of the model to real data and examine the quality of our estimators by performing a simulation study. Finally, we also show how to estimate the current level of volatility.
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1 Introduction

It is well known that most financial time series exhibit certain distinct features, usually called stylized facts. In particular, one usually encounters the following phenomena, cf. e.g. [10, Chapter 7] and the references therein:

1. gain/loss asymmetry, i.e. returns are negatively skewed,
2. heavy tails of the returns compared to the normal distribution,
3. conditionally heavy tails, i.e. heavy tails even after correcting for volatility clustering,
4. absence of autocorrelation of asset returns, but volatility clustering, i.e. significant autocorrelation of the squared returns,
5. leverage effect, i.e. a negative crosscorrelation between returns and squared returns.
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Consequently, there exists a growing literature on different models trying to recapture these empirical observations. In continuous time the first three characteristics are typically tackled by allowing for jumps in the asset price process (cf. e.g. [31, 14, 3]), whereas the last two are usually accounted for by introducing some kind of stochastic volatility (cf. e.g. [21, 4, 7, 8] for models where the volatility is driven by an additional stochastic process and [28, 29] for continuous time GARCH models). Overviews on the subject can also be found in [39, 10].

For applications in Mathematical Finance finding a suitable statistical model for the data under consideration is of course only one part of the story. Indeed, one prefers models that are able to explain at least some of the stylized facts, but at the same time one needs enough mathematical structure to allow for the solution of financial problems. These requirements are fit surprisingly well by the class of affine stochastic volatility models (cf. e.g. [39, 26] for an overview). Since the stochastic volatility \( y \) and the logarithmized asset price \( X \) are modelled as a bivariate affine process in these models, the joint conditional characteristic function can be computed by solving some generalized Riccati equations, as shown in great generality by [12]. This opens the door to explicit solutions of diverse financial problems dealing with e.g. optimal investment (cf. e.g. [30, 6, 33]) and hedging of derivatives (see e.g. [11, 22, 27, 33]). In this paper, we introduce an estimation algorithm for the subclass of time-changed Lévy models introduced by [7]. In these the asset price is modelled as

\[
S_t = S_0 \exp(X_t) \quad \text{with} \quad S_0 > 0 \quad \text{and} \quad X_t = \mu t + B \int_0^t y_s ds, \tag{1.1}
\]

where \( \mu \in \mathbb{R} \) and \( B \) denotes a Lévy process, whereas the activity process \( y \) is assumed to be strictly positive, stationary and independent of the return process \( X \). These models can capture several stylized facts observed in the data, nevertheless they are quite tractable from an analytical point of view.

When performing statistical estimation, it is typically assumed that the time series under consideration is mean adjusted, i.e. \( \mu \) is set equal to 0 and \( B \) is assumed to be a martingale in Equation (1.1). By [5], it is straightforward to estimate \( \mu \) from the mean adjustment if \( B \) is a martingale, since different values for \( \mu \) do not change any of the higher centered moments or the second order dependence structure. If on the other hand, we do not require \( B \) to be a martingale, the situation becomes much more involved (cf. [5]).

For applications in Mathematical Finance, the situation is completely different though. Here, many problems can only be solved if the parameter \( \mu \) is set equal to zero, thus requiring a non-martingale \( B \) to model the drift of the asset under consideration (cf. e.g. [30, 27, 33] for examples when this condition is necessary). Some problems can also be solved for arbitrary values of \( \mu \) (see e.g. [6, 33]), but in general it is an important problem in financial mathematics to deal with the non-martingale case for \( B \) as well.

Statistical estimation of stochastic volatility models typically falls into one of the following two broad categories:

1. **Simulation based techniques**: See e.g. [1, 9, 15] and the references therein for applications to affine jump-diffusion models, which correspond to choosing \( B \) in Equation
(1.1) to be the sum of a standard Brownian motion and a compound Poisson process. These approaches could also be used in the more general setup considered here. However, they require lengthy computations and are tedious to implement for the non-specialist. Furthermore, consistency and asymptotic normality are typically only assured under regularity conditions that are not easily checked in concrete models (cf. e.g. [18, 13, 16] for more details).

2. Approaches using exact formulas for moments of the model: [5] calculate the moments and second order dependence structure of model (1.1), exactly in the case where $B$ is a martingale and approximately for frequent observations in the general case. They proceed to construct a quasi-maximum likelihood (QML) estimator in the case where $B$ is a martingale with symmetric marginal distributions and note that it would also be possible to argue approximately otherwise. Again easy-to-check regularity conditions ensuring good asymptotic properties are missing. Furthermore, QML estimation involves nonlinear minimization and is also not robust with respect to model misspecification.

This last drawback is avoided by performing a direct (generalized-) method of moment estimation, matching theoretical moments of the model to the corresponding empirical moments of the data. For affine jump-diffusions this approach has been considered by [25] in the case where $B$ is a martingale. They use the first four moments of the returns as well as some autocorrelations of the squared returns to exemplarily estimate the Heston model. However, asymptotic results are once more only obtained subject to regularity conditions (cf. [18]) that may be difficult to check in concrete models. On the contrary, [20], who use a similar moment based approach for the COGARCH model, only impose conditions on the parameters of the model that are easily verified for a concrete specification.

The aim of the present study is fourfold. First, we extend the method of moments algorithms used by [25, 20] to the setup considered here (which encompasses pure jump driving processes of infinite activity like the Normal Inverse Gaussian (henceforth NIG) process, for example), drawing on the results of [5]. In particular, we consider the case where $B$ is possibly skewed and not necessarily a martingale. No simulation is required and all estimators are given explicitly, which makes straightforward implementation for diverse models possible. Inspired by [20], we then present exact asymptotic results if $B$ is assumed to be a martingale and approximate asymptotic results if this assumption is dropped, only imposing conditions that are easily verified in concrete models. Thirdly, we analyze the small sample behavior of our estimation algorithms by fitting parametrized versions of the models to real data and performing simulation studies with the parameters obtained in this way. Finally, we also show how to estimate the current level of volatility by using a Kalman filter (if $B$ is a martingale) respectively an extended Kalman filter (for general $B$).

The remainder of this article is organized as follows. In Section 2, we introduce the model and supply the formulas for its moments obtained by [5]. Subsequently, we deal with
estimation in the case where $B$ is a martingale. We provide an estimation algorithm before proving that the sequence of returns is strongly mixing with exponentially decreasing rate, which then implies strong consistency and asymptotic normality of our estimators as the number of observations tends to infinity. Furthermore, we fit the model to real data and test the small sample behavior of our estimators via a simulation study. Finally, we show how to estimate the current level of volatility by using a Kalman filter. In Section 4, we deal with estimating the model if the martingale assumption on $B$ is dropped. Using approximate moments obtained by [5], we construct estimators and prove that they are strongly consistent and asymptotically normal as the number of observations goes to infinity and the space between subsequent observations tends to zero. Finally, we present another simulation study using parameters obtained by fitting the model to real data and show how the current level of volatility can be estimated by using an approximate extended Kalman filter.

For a Lévy process $B$, we denote by $\psi^B$ the corresponding Lévy exponent, i.e. the continuous function $\psi^B : i\mathbb{R} \to \mathbb{C}$ such that $\mathbb{E}(\exp(iuB_t)) = \exp(t\psi^B(iu))$ for $t \geq 0$ and $u \in \mathbb{R}$. Moreover, we use the shorthand notations $\mathbb{N}^* := \{1, 2, 3, \ldots\}$ as well as $\mathbb{R}^+ := (0, \infty)$ and $\lfloor x \rfloor := \max\{n \in \mathbb{N}^* : n \leq x\}$ for $x \in \mathbb{R}^+$.

2 Moments and second-order dependence structure of time-changed Lévy models

Denote by $S = S_0 \exp(X)$ some asset price process with initial value $S_0 > 0$. We consider the time changed Lévy-models proposed by [7], where the return process $X$ is modelled as

$$X_t = \mu t + \int_0^t y_s ds,$$ (2.2)

Here, $\mu \in \mathbb{R}$ and $B$ denotes a real-valued Lévy process, whereas the activity process $y$ is assumed to be strictly positive, stationary and independent of $B$.

**Example 2.1** If $y$ is chosen to be a Lévy-driven OU process, i.e.

$$dy_t = -\lambda y_{t-} dt + dZ_t, \quad y_0 > 0,$$

for $\lambda > 0$ and an increasing Lévy process $Z$ independent of $B$, Equation (2.2) leads to a generalization of the model proposed by Barndorff-Nielsen and Shephard ([4], henceforth BNS). Similarly, one obtains a generalization of the Heston [21] model without correlation, if one instead uses a strictly positive square-root process

$$dy_t = \lambda(\eta - y_t) dt + \sigma dZ_t, \quad y_0 > 0,$$

for a Wiener process $Z$ and constants $\lambda, \eta, \sigma > 0$ satisfying $2\lambda\eta > \sigma^2$. For both of these specifications, it is shown in [26] that the bivariate process $(y, X)$ is affine in the sense of [12].
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To use the generalized method of moments for parameter estimation, one needs to calculate sufficiently many moments of the model under consideration. For time-changed Lévy models this has been done by [5] by conditioning on the time-change \( \int_0^t y_s ds \). More specifically, let \( \Delta > 0 \) be some grid size and define the discrete increments \( X_{(n)} \) of the log-price \( X \) as

\[
X_{(n)} := X_n - X_{(n-1)} \Delta, \quad n \in \mathbb{N}^*.
\] (2.3)

[5] relate the moments and dependence structure of \( (X_{(n)})_{n \in \mathbb{N}^*} \) to the moments and dependence structure of \( y \) as well as the cumulants of \( B \), defined as

\[
c_n := \frac{\partial^n}{\partial u^n} \mathbb{E}(u) \bigg|_{u=0}, \quad n \in \mathbb{N}^*.
\]

Summing up results from [5], the following holds.

**Theorem 2.2** Let \( B \) be a Lévy process with \( c_4 < \infty \) and suppose \( y \) is stationary with \( \mathbb{E}(y^2) < \infty \), \( \mathbb{E}(y) =: \xi \) and \( \text{Var}(y) =: \omega^2 \) for all \( t \in \mathbb{R}_+ \). Let \( r_y \) be the autocorrelation function of \( y \) and define

\[
r_y^{**}(t) := \int_0^t \int_0^v r_y(u) du \ dv.
\]

Then, if \( \mu = 0 \), the following holds:

\[
\begin{align*}
\mathbb{E}(X_{(n)}) &= c_1 \Delta \xi, \\
\mathbb{E}(X_{(n)}^2) &= c_2 \Delta \xi + c_1^2 \left( 2 \omega^2 r_y^{**}(\Delta) + (\Delta \xi)^2 \right), \\
\mathbb{E}(X_{(n)}^3) &= c_3 \Delta \xi + 3 c_1 c_2 \left( 2 \omega^2 r_y^{**}(\Delta) + (\Delta \xi)^2 \right) + c_1^3 \mathbb{E}(Y^3)Y, \\
\mathbb{E}(X_{(n)}^4) &= c_4 \Delta \xi + (4 c_1 c_3 + 3 c_2^2) \left( 2 \omega^2 r_y^{**}(\Delta) + (\Delta \xi)^2 \right) + 6 c_1^2 c_2 \mathbb{E}(Y^3) + c_1^4 \mathbb{E}(Y^4),
\end{align*}
\]

where \( Y = \int_0^t y_s ds \) and, for \( s \in \mathbb{N}^* \),

\[
\begin{align*}
\text{Cov}(X_{(n)}, X_{(n+s)}) &= c_1^2 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}), \\
\text{Cov}(X_{(n)}, X_{(n)}^2) &= c_2 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}) + c_1^3 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}), \\
\text{Cov}(X_{(n)}^2, X_{(n+s)}^2) &= c_2^2 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}) + c_1^2 c_2 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}) + 2 c_2 c_1^2 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}) + c_1^4 \text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}).
\end{align*}
\]

Moreover,

\[
\text{Cov}(y_{n\Delta}, y_{(n+s)\Delta}) = \omega^2 (r_y^{**}((s + 1)\Delta) - 2 r_y^{**}(s\Delta) + r_y^{**}((s - 1)\Delta)).
\]

**Proof.** [5, Propositions 2 and 5].

**Example 2.3** If \( y \) is either a stationary OU process or a stationary square-root process, the autocorrelation function \( r_y \) of \( y \) is given by

\[
r_y(u) = e^{-\lambda u}, \quad u \in \mathbb{R}_+.
\]

A proof of this result can be found e.g. in [10, Chapter 15]. Consequently, by [4, Example 4] we have

\[
r_y^{**}(u) = \frac{1}{\lambda^2} (e^{-\lambda u} - 1 + \lambda u), \quad u \in \mathbb{R}_+.
\]
Remark 2.4 To make the conditioning argument of [5] work, it is crucial that the driver $B$ of the asset price is independent of the volatility process $y$. This explains why this approach does not work for the Heston model with correlation, for example. For affine models one can in principle instead differentiate the characteristic function, which is often known in closed form. However, this typically leads to extremely complicated expressions that only yield estimators via a system of nonlinear equations. Nevertheless, this approach has been successfully applied by [25] for the Heston model in the case where $B$ is a martingale. However, desirable asymptotic properties such as consistency and asymptotic normality can only be established subject to additional assumptions in this case, cf. [18] for more details. Moreover, the much more involved case when $B$ is not a martingale is not treated in [25].

3 Moment estimation if $B$ is a martingale

We now use the results summarized in Theorem 2.2 to set up a generalized method of moments estimator, extending similar approaches used by [25] and [20] to estimate affine jump diffusion models and the COGARCH(1,1) model, respectively. This is done subject to the following assumptions:

(A1) For time horizon $T > 0$ and grid size $\Delta > 0$ we have equally spaced observations $X_{j\Delta}, j = 0, \ldots, [T/\Delta]$ leading to returns $X_{(j)} = X_{j\Delta} - X_{(j-1)\Delta}, j = 1, \ldots, [T/\Delta]$.

(A2) The cumulants $c_j$ of $B$ satisfy $c_1 = 0$, $c_2 = 1$ and $c_4 < \infty$.

(A3) $y$ is a stationary OU or square-root process with mean reversion $\lambda > 0$, mean $\xi > 0$ and variance $\omega^2 \in (0, \infty)$.

Remark 3.1 The condition $c_4 < \infty$ holds for most Lévy processes typically used in the literature, e.g. Variance Gamma (VG) and Normal Inverse Gaussian (NIG) processes (cf. e.g. [39]). The normalization $c_2 = 1$ just leads to a rescaling of the time change and therefore can be assumed without leading to a loss of generality in the model. The final parameter restriction $c_1 = 0$ is equivalent to $B$ being a martingale. It is commonly made in the literature (see e.g. [4, 20, 35]), because it drastically simplifies the moment and dependence structure of the model (cf. Theorem 2.2). We will discuss the case $c_1 \neq 0$ in Section 4 below.

For given $\Delta > 0$, denote by $m_{i,\Delta}$ and $\mu_{i,\Delta}$, $i \in \mathbb{N}^*$, the $i$-th uncentered and centered moments of $X_{(n)}$, respectively. Furthermore, let $\gamma_{\Delta}(s) := \text{Cov}(X_{(n)}^2, X_{(n+s)}^2)$ for $n, s \in \mathbb{N}^*$ and define $\gamma_{\Delta,d} := (\gamma_{\Delta}(1), \ldots, \gamma_{\Delta}(d))$ for $d \in \mathbb{N}^*$. Given (A1)-(A3), Theorem 2.2 then reads as follows.

**Corollary 3.2** Assume (A1)-(A3) hold. Then for any $\mu \in \mathbb{R}$, we have

\[
\begin{align*}
\mu_{1,\Delta} &= \mu \Delta, \\
\mu_{2,\Delta} &= \Delta \xi, \\
\mu_{3,\Delta} &= c_3 \Delta \xi, \\
\mu_{4,\Delta} &= c_4 \Delta \xi + \frac{\omega^2}{\lambda^2} (e^{-\lambda \Delta} - 1 + \lambda \Delta) + 3(\Delta \xi)^2, \\
\gamma_{\Delta}(s) &= \omega^2 \frac{(1 - e^{-\lambda \Delta})^2}{\lambda^2} e^{-\lambda \Delta (s-1)}, \quad s \in \mathbb{N}^*.
\end{align*}
\]
3.1 The estimation procedure

We begin by showing that the unknown model parameters $\mu, c_3, c_4, \lambda, \xi, \omega^2$ are uniquely determined as a continuously differentiable function of the first four moments of the returns as well as the autocovariance function of the squared returns.

Proposition 3.3 Suppose (A1)-(A3) are satisfied and let $k_{\Delta}, p > 0$ such that, for $s \in \mathbb{N}^*$,

$$\gamma_{\Delta}(s) = k_{\Delta} e^{-p_{\Delta}(s-1)}.$$

Then $\mu, c_3, c_4, \lambda, \xi, \omega^2$ are uniquely determined by $m_{1,\Delta}, m_{2,\Delta}, \mu_{3,\Delta}, \mu_{4,\Delta}, k_{\Delta}, p$ as

$$(\mu, c_3, c_4, \lambda, \xi, \omega^2) = H_{\Delta}(m_{1,\Delta}, m_{2,\Delta}, \mu_{3,\Delta}, \mu_{4,\Delta}, k_{\Delta}, p)$$

with $H_{\Delta}: \mathbb{R} \times \mathbb{R}_{++} \times \mathbb{R}^3 \times \mathbb{R}_{++} \to \mathbb{R}^6$ defined as

$$H_{\Delta}(m_1, m_2, \mu_3, \mu_4, k, p) := \left( \frac{m_1}{\Delta}, \frac{\mu_3}{\mu_2}, \frac{\mu_4}{\mu_2} - 3\mu_2 - \frac{6k_{\Delta}(e^{-p_{\Delta}} - 1 + p_{\Delta})}{\mu_2(1 - e^{-p_{\Delta}})^2}, p, \frac{\mu_2}{\Delta}, \frac{p^2 k_{\Delta}}{(1 - e^{-p_{\Delta}})^2} \right).$$

Furthermore, $H_{\Delta}$ is continuously differentiable in $(m_{1,\Delta}, m_{2,\Delta}, \mu_{3,\Delta}, \mu_{4,\Delta}, k_{\Delta}, p)$.

Proof. This follows immediately from Theorem 2.2 and Corollary 3.2 above. \qed

Proposition 3.3 motivates the following estimation algorithm, which estimates $\mu, c_3, c_4, \lambda, \xi, \omega^2$ by matching the first four moments of the model to the corresponding empirical moments and fitting the logarithmized autocovariance function of the model to its empirical counterpart via linear regression.

Algorithm 3.4 1. Calculate the moment estimators

$$\hat{m}_{1,\Delta,T} := \frac{1}{|T/\Delta|} \sum_{j=1}^{\lfloor T/\Delta \rfloor} X_{(j)}, \quad \hat{m}_{i,\Delta,T} := \frac{1}{|T/\Delta|} \sum_{j=1}^{\lfloor T/\Delta \rfloor} (X_{(j)} - \hat{m}_{1,\Delta,T})^i, \quad i = 2, 3, 4,$$

and for $d \geq 2$ the empirical autocovariances $\hat{\gamma}_{\Delta,T,d} := (\hat{\gamma}_{\Delta,T}(1), \ldots, \hat{\gamma}_{\Delta,T}(d))$ as

$$\hat{\gamma}_{\Delta,T}(s) := \frac{1}{|T/\Delta|} \sum_{j=1}^{\lfloor T/\Delta \rfloor - s} (X_{(j+s)}^2 - \hat{m}_{2,\Delta,T}) \left( X_{(j)}^2 - \hat{m}_{2,\Delta,T} \right), \quad h = 1, \ldots, d.$$

2. For fixed $d \geq 2$ define the mapping $K_{\Delta} : \mathbb{R}_{++}^d \times \mathbb{R}^2 \to \mathbb{R}$ by

$$K_{\Delta}((\gamma_1, \ldots, \gamma_d), k, p) := \sum_{s=1}^d (\log(\gamma_s) - \log(k) + p_{\Delta}s)^2,$$

and compute the least squares estimator

$$\left( \hat{k}_{\Delta}(\hat{\gamma}_{\Delta,T,d}), \hat{p}_{\Delta}(\hat{\gamma}_{\Delta,T,d}) \right) := \arg\min_{(k, p) \in \mathbb{R}^2} K_{\Delta}(\hat{\gamma}_{\Delta,T,d}, k, p),$$
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which is given by

\[
\hat{p}_\Delta(\hat{\gamma}_{\Delta,T,d}) = \frac{\sum_{s=1}^{d} \left( \log(\hat{\gamma}_{\Delta,T,d}(s)) - \log(\hat{\gamma}_{\Delta,T,d}) \right) (s - \frac{d+1}{2})}{\Delta \sum_{s=1}^{d} (s - \frac{d+1}{2})^2},
\]

\[
\hat{k}_\Delta(\hat{\gamma}_{\Delta,T,d}) = \exp \left( \frac{\log(\hat{\gamma}_{\Delta,T,d})}{\pi} + \frac{\Delta}{2} \frac{d+1}{\Delta} \hat{p}_\Delta(\hat{\gamma}_{\Delta,T,d}) \right),
\]

with \( \log(\hat{\gamma}_{\Delta,T,d}) := \frac{1}{d} \sum_{s=1}^{d} \log(\hat{\gamma}_{\Delta,T,d}(s)) \).

3. Define the mapping \( J_\Delta : \mathbb{R}^{d+4} \to \mathbb{R}^6 \) by

\[
J_\Delta(m_1, \mu_2, \mu_3, \mu_4, \gamma) := \begin{cases} H_\Delta(m_1, \mu_2, \mu_3, \mu_4, \hat{k}_\Delta(\gamma), \hat{p}_\Delta(\gamma)) & \text{if } \mu_2, \gamma, \hat{p}_\Delta(\gamma) > 0, \\ (0, 0, 0, 0, 0, 0) & \text{otherwise,} \end{cases}
\]

and compute the estimator

\[
(\hat{\mu}_{\Delta, T}, \hat{c}_{3, \Delta, T}, \hat{c}_{4, \Delta, T}, \hat{\lambda}_{\Delta, T}, \hat{\xi}_{\Delta, T}, \hat{\omega}^2_{\Delta, T}) := J_\Delta(\hat{m}_{1, \Delta, T}, \hat{\mu}_{2, \Delta, T}, \hat{\mu}_{3, \Delta, T}, \hat{\mu}_{4, \Delta, T}, \hat{\gamma}_{\Delta, T,d}).
\]

**Remark 3.5** In view of Corollary 3.2 and Assumption (A3), we have \( \mu_{2, \Delta} > 0 \) as well as \( p > 0 \) and \( \gamma_{\Delta}(s) > 0 \) for all \( s \in \mathbb{N}^* \). However, this does not necessarily mean that the corresponding estimators are strictly positive. Nevertheless, we will show in Corollary 3.10 below that all estimators are strongly consistent, which implies that all estimators will be almost surely well defined for sufficiently large samples.

Similarly, \( \hat{c}_{4, \Delta, T} < 0 \) is possible depending on the data. On the other hand, we have \( c_4 = 0 \) if \( B \) is chosen as a Brownian motion as well as \( c_4 > 0 \) for all other Lévy process \( B \) with jumps. Hence we take \( \hat{c}_{4, \Delta, T} < 0 \) as a strong indication that the data is too light tailed to be suitably modeled by the class of (semi-) heavy tailed models considered here.

**Remark 3.6** If one considers the special case where \( B \) is chosen to be a Brownian motion, i.e. in the BNS or Heston model, we have \( c_3 = c_4 = 0 \). Hence one can still use Algorithm 3.4 above by simply neglecting the moments of order 3 and 4 and setting \( \hat{c}_{3, \Delta, T} = \hat{c}_{4, \Delta, T} = 0 \). All asymptotic considerations in Section 3.2 below remain true.

**Remark 3.7** As in [20], we fit the model to the logarithms of the empirical autocovariances rather than the covariances themselves, because this leads to a linear regression and allows to compute the least squares estimator explicitly. Using the empirical covariances as proposed by [4], one is lead to a nonlinear least squares problem. Consequently, the existence of a unique solution, which depends on the model parameters in a continuously differentiable way, is no longer obvious and can only be guaranteed under additional assumptions (c.f. e.g. [18]). Nevertheless this approach seems to work fine in practice and is the natural choice when considering superpositions of OU processes of the form \( y = \sum_{j=1}^{m} y^{(j)} \), where \( y^{(j)}, j = 1, \ldots, m \) denote independent stationary OU processes. If each \( y^{(j)} \) has mean reversion \( \lambda_j \) and IG \((w_j, a, b) \) or \( \Gamma(w_j, a, b) \) marginals with \( \sum_{j=1}^{m} w_j = 1 \), we have

\[
\gamma_{\Delta}(s) = \omega^2 \sum_{j=1}^{m} \frac{w_j}{\lambda_j^2} \left( 1 - e^{-\lambda_j \Delta} \right)^2 e^{-\lambda_j \Delta(s-1)}, \quad s \in \mathbb{N}^*.
\]
which can be used to fit the parameters $\lambda_j, w_j, j = 1, \ldots, m$ to the empirical autocovariances via a nonlinear least squares regression.

3.2 Asymptotic properties of the estimator

Since all estimators in Algorithm 3.4 are continuously differentiable functions of empirical moments, strong consistency and asymptotic normality will follow from ergodicity of the process $(X_n)_{n \in \mathbb{N}^*}$. For stochastic volatility models with stock prices driven by Brownian motion, it has been shown independently by [17] and [41] that the return sequence $(X_n)_{n \in \mathbb{N}^*}$ is $\alpha$-mixing (and hence ergodic), if $y$ is $\alpha$-mixing and further that the mixing coefficients for returns are smaller than or equal to the mixing coefficients of $y$. An inspection of the arguments in [17] shows that this remains true for time-changed Lévy models.

**Theorem 3.8** Suppose the process $y$ is strictly stationary and $\alpha$-mixing with mixing coefficients $(\alpha_y(k))_{k \in \mathbb{R}_+}$. Then $(X_n)_{n \in \mathbb{N}^*}$ is also strictly stationary and $\alpha$-mixing with mixing coefficients $(\alpha_X(n))_{n \in \mathbb{N}^*}$ satisfying

$$\alpha_X(n) \leq \alpha_y(n), \quad \forall n \in \mathbb{N}^*.$$  

In particular, $(X_n)_{n \in \mathbb{N}^*}$ is ergodic and if $y$ is $\alpha$-mixing with exponentially decreasing rate, then $(X_n)_{n \in \mathbb{N}^*}$ is $\alpha$-mixing with exponentially decreasing rate, too.

**Proof.** We generalize the arguments of [17, Sections 3.1, 3.2] to time-changed Lévy models. In view of [17, Proposition 3.1] it is enough to check the prerequisites of [17, Definition 3.1]. The first property of [17, Definition 3.1] follows as in [17, Theorem 3.1] if the space of continuous functions and its Borel $\sigma$-algebra associated with the uniform topology are replaced with the Skorokhod space $D$ and its Borel $\sigma$-algebra $\mathcal{D}$ associated with the Skorokhod topology (cf. [24, Chapter VI and in particular VI.1.14] for more details), because the mapping

$$T : D \rightarrow \mathbb{R}^2; \quad (f(t))_{t \in \mathbb{R}_+} \mapsto \left(\int_0^\Delta f(s)ds, f(\Delta)\right)$$

is $\mathcal{D}$-$\mathcal{B}(\mathbb{R})$ measurable. The other two properties of [17, Definition 3.1] follow literally as in [17, Theorem 3.1] by applying [24, II.4.15], because $X$ has independent increments on $[0, n\Delta]$ conditional on $\sigma(y_s, s \leq n\Delta)$. \hfill \Box

Theorem 3.8 is often applicable due to the following well known result.

**Lemma 3.9** Let $y$ be a strictly positive square-root process or an OU process such that $E(|y_t|^p) < \infty$ for some $p > 0$. Then $y$ is $\alpha$-mixing with exponentially decreasing rate.

**Proof.** The first part of the assertion can be found e.g. in [17, Section 2.6]. The second follows from [32, Theorem 4.3]. \hfill \Box

By Birkhoff’s ergodic theorem (cf. [40, Theorem V.3.1]) all moments estimators in Algorithm 3.4 are strongly consistent.
Corollary 3.10  Assuming that (A1)-(A3) hold, we have, for $T \to \infty$,
\[
\hat{m}_{1,\Delta,T} \xrightarrow{a.s.} m_{1,\Delta}, \quad \hat{\mu}_{i,\Delta,T} \xrightarrow{a.s.} \mu_{i,\Delta}, \quad i = 2, 3, 4, \quad \hat{\gamma}_{\Delta,T}(s) \xrightarrow{a.s.} \gamma_{\Delta}(s), \quad s = 1, \ldots, d.
\]

Next we turn to asymptotic normality, which can be obtained by applying a central limit theorem for strongly mixing processes under the following additional assumption.

(A4) $E(X_{(n)}^{8+\varepsilon}) < \infty$ for some $\varepsilon > 0$.

Remark 3.11  Since $E(B_1) = 0$, Condition (A4) holds if $E(B_1^{10}) < \infty$ and $E(|y_1|^5) < \infty$, since this implies $E(X_1^{10}) < \infty$ and hence $E(X_{(n)}^{10}) < \infty$. This can be seen by conditioning on the time-change $\int_0 y_s ds$ and using [38, Proposition 2.5].

Lemma 3.12  Let (A1)-(A4) be satisfied. Then, for $T \to \infty$,
\[
\sqrt{\frac{T}{\Delta}} \left( \left( \hat{m}_{1,\Delta,T}, \hat{\mu}_{2,\Delta,T}, \hat{\mu}_{3,\Delta,T}, \hat{\mu}_{4,\Delta,T}, \hat{\gamma}_{\Delta,T,d} \right) - (m_{1,\Delta}, \mu_{2,\Delta}, \mu_{3,\Delta}, \mu_{4,\Delta}, \gamma_{\Delta,d}) \right) \xrightarrow{d} N_{d+4}(0, \Sigma),
\]
where the covariance matrix $\Sigma$ has components
\[
\Sigma_{k,l} = \text{Cov}(G_{1,k}, G_{1,l}) + 2 \sum_{j=1}^{\infty} \text{Cov}(G_{1,k} G_{1+j,l}),
\]
with
\[
G_n := (X_{(n)}, (X_{(n)} - m_{1,\Delta})^2, (X_{(n)} - m_{1,\Delta})^3, (X_{(n)} - m_{1,\Delta})^4, (X_{(n)}^2 - \mu_{2,\Delta})(X_{(n+1)} - \mu_{2,\Delta}), \ldots, (X_{(n)}^2 - \mu_{2,\Delta})(X_{(n+d)} - \mu_{2,\Delta})).
\]

Proof. Since $(X_{(n)})_{n \in \mathbb{N}}$ is strongly mixing with exponentially decreasing rate, the claim follows from the Ibragimov central limit theorem for strongly mixing processes (cf. [23, Theorem 18.5.3]) along the lines of the proof of [20, Proposition 3.7].

Summing up, we have the following result.

Theorem 3.13  Assume (A1)-(A3) hold. Then, for $T \to \infty$,
\[
\sqrt{\frac{T}{\Delta}} \left( \left( \hat{\mu}_{\Delta,T}, \hat{c}_{3,\Delta,T}, \hat{c}_{4,\Delta,T}, \hat{\lambda}_{\Delta,T}, \hat{\xi}_{\Delta,T}, \hat{\omega}_{\Delta,T} \right) - (\mu, \lambda, \xi, \omega) \right) \xrightarrow{a.s.} (\mu, c_3, c_4, \lambda, \xi, \omega).
\]
If additionally (A4) holds, then, for $T \to \infty$,
\[
\sqrt{\frac{T}{\Delta}} \left( \left( \hat{\mu}_{\Delta,T}, \hat{c}_{3,\Delta,T}, \hat{c}_{4,\Delta,T}, \hat{\lambda}_{\Delta,T}, \hat{\xi}_{\Delta,T}, \hat{\omega}_{\Delta,T} \right) - (\mu, c_3, c_4, \lambda, \xi, \omega) \right) \xrightarrow{d} \nabla J_\Delta(m_{1,\Delta}, \mu_{2,\Delta}, \mu_{3,\Delta}, \mu_{4,\Delta}, \gamma_{\Delta,d}) N_{d+4}(0, \Sigma),
\]
where $\Sigma$ is defined as in Lemma 3.12.

Proof. The strong consistency follows from Corollary 3.10 by the continuous mapping theorem (cf. [42, Theorem 2.3]) and the asymptotic normality is a consequence of Lemma 3.12 and the delta method (cf. [42, Theorem 3.1]), because $J_\Delta$ is continuously differentiable in $(m_{1,\Delta}, \mu_{2,\Delta}, \mu_{3,\Delta}, \mu_{4,\Delta}, \gamma_{\Delta,d})$. \qed
3.3 Estimation results for real data

Using Algorithm 3.4 proposed above, we now fit the time-changed Lévy model to real data. As in e.g. [1, 9, 15] we consider a long time series of daily returns, since this provides rich information about the conditional and unconditional distribution of the returns while allowing us to sidestep the seasonality issues inherent in high frequency data, which are beyond our scope here. Consequently, we use a daily time series of the German industrial index DAX spanning from the 14th of June in 1988 to the 10th of April in 2008 (i.e. \( T = 20, \Delta = 1/250 \) and \( T/\Delta = 5000 \) returns). Following [20], we use \( d \approx \sqrt{\lceil T/\Delta \rceil} \), i.e. \( d = 70 \) for \( T = 20 \) and \( \Delta = 1/250 \). The results are shown in Table 1.

<table>
<thead>
<tr>
<th>( \hat{\mu}_{1/250,20} )</th>
<th>( \hat{c}_{1,1/250,20} )</th>
<th>( \hat{c}_{3,1/250,20} )</th>
<th>( \hat{c}_{4,1/250,20} )</th>
<th>( \hat{\lambda}_{1/250,20} )</th>
<th>( \hat{\xi}_{1/250,20} )</th>
<th>( \hat{\omega}^2_{1/250,20} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0894</td>
<td>0</td>
<td>-0.00549</td>
<td>0.000445</td>
<td>2.54</td>
<td>0.0485</td>
<td>0.00277</td>
</tr>
</tbody>
</table>

Table 1: Estimation results based on Algorithm 3.4 with \( d = 70 \).

**Remark 3.14** Many applications in Mathematical Finance require a model for the stock price discounted by a bond \( S_0 = e^{r t} \) with constant interest rate \( r \). If we use the average 0.0456 of the 6-month EURIBOR from its inception as a proxy for \( r \) and estimate the parameters of the discounted model using Algorithm 3.4, we obtain the results shown in Table 2. Only the estimate of \( \mu \) changes, since all other estimators use centered moments.

<table>
<thead>
<tr>
<th>( \hat{\mu}_{1/250,20} )</th>
<th>( \hat{c}_{1,1/250,20} )</th>
<th>( \hat{c}_{3,1/250,20} )</th>
<th>( \hat{c}_{4,1/250,20} )</th>
<th>( \hat{\lambda}_{1/250,20} )</th>
<th>( \hat{\xi}_{1/250,20} )</th>
<th>( \hat{\omega}^2_{1/250,20} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0438</td>
<td>0</td>
<td>-0.00549</td>
<td>0.000445</td>
<td>2.54</td>
<td>0.0485</td>
<td>0.00277</td>
</tr>
</tbody>
</table>

Table 2: Estimation results for the discounted stock price with Algorithm 3.4.

The fitted model accounts for the skewness of \(-0.3943\) and the kurtosis of 8.8210 exhibited by our data set, i.e. both for asymmetry and heavy tails. For the returns and squared returns, the empirical autocorrelation functions and their theoretical counterparts are shown in Figure 1, indicating that the second-order dependency structure is fit quite well, too.

**Remark 3.15** An inspection of the crosscorrelation between the returns and the squared returns reveals that the leverage effect is present in our data set as well. Assuming \( y \) is an OU process driven by a subordinator \( Z \), this effect can be accounted for by introducing a leverage term and generalizing the model to

\[
X_t = \mu t + B_{Y_t} + \varrho Z_t, \quad \varrho \in [-1, 1].
\]

For the BNS model, this is discussed in detail by [4], who also calculate the resulting second order dependence structure. These results can be extended to cover the present setup, however this class of models is not very tractable from the point of view of Mathematical Finance. Hence we do not go into more details here.
Remark 3.16 As discussed in Remark 3.7 above, it is also possible to consider superpositions of OU processes and fit them to the empirical autocovariances. Using the MATLAB nonlinear least squares routine \texttt{lsqnonlin}, this approach yields the following set of parameter estimates for the superposition of two independent OU-processes with mean reversion $\lambda_j$, mean $w_j \xi$ and variance $w_j \omega^2$, $j = 1, 2$:

\[
\hat{\xi} = 0.0485, \quad \hat{\omega}^2 = 0.00402, \quad \hat{w}_1 = 0.446, \quad \hat{\lambda}_1 = 32.5, \quad \hat{w}_2 = 0.554, \quad \hat{\lambda}_2 = 1.38.
\]

The corresponding fitted autocorrelation function for the superposition of two OU processes is shown alongside its counterpart for one OU process in Figure 3. Clearly, the fit is improved considerably for short lags, although the overall effect is not too big for our daily data. If one moves to more highly frequent data, however, several OU processes become indispensable to model dependencies on different time scales.

So far these results are really of semiparametric nature, since we have not specified the processes $B$ and $y$ yet. We now present some examples of models commonly used in the literature.

Example 3.17 (IG-OU process, Gamma-OU process) Suppose $y$ follows a stationary IG-OU process (cf. e.g. [39]) with IG($a, b$) marginals. Then $a = \sqrt{\xi^3 / \omega^2}$ and $b = \sqrt{\xi / \omega^2}$. 

\[
\hat{\lambda} = \frac{\xi}{\omega^2}, \quad \hat{\omega}^2 = \frac{\xi^3}{\omega^2}.
\]
Figure 3: Empirical and fitted autocorrelation functions of the squared log returns for a superposition of one (first) and two (second) OU processes.

hence strongly consistent and asymptotically normal estimators are given by

\[ \hat{a}_{1/250,20} = \sqrt{\frac{\xi^3_{1/250,20}}{\omega^2_{1/250,20}}} = 0.203, \quad \hat{b}_{1/250,20} = \sqrt{\frac{\xi_{1/250,20}}{\omega^2_{1/250,20}}} = 4.1835. \]

If \( y \) follows a stationary Gamma-OU process (cf. e.g. [39]) with \( \Gamma(a, b) \) marginals, the corresponding estimators are

\[ \hat{a}_{1/250,20} = \xi^2_{1/250,20} = 0.8483, \quad \hat{b}_{1/250,20} = \xi_{1/250,20} = 17.5013. \]

**Example 3.18 (Square-root process)** Assume \( y \) is given by a strictly stationary and positive square-root process. Then \( y_t \) follows a \( \Gamma(2\lambda\eta/\sigma^2, 2\lambda/\sigma^2) \)-law by e.g. [10, Section 15.1.2]. This implies that \( \eta = \xi \) and \( \sigma^2 = 2\lambda \omega^2 / \xi \). Hence consistent and asymptotically normal estimators are given by

\[ \hat{\eta}_{1/250,20} = \xi_{1/250,20} = 0.0485, \quad \hat{\sigma}_{1/250,20} = \sqrt{\frac{2\lambda_{1/250,20}\xi^2_{1/250,20}}{\xi_{1/250,20}}} = 0.5386. \]

Note that the stationary distributions for the square-root and the Gamma-OU process coincide, whereas only the first two moments are identical for the IG-OU process.

**Example 3.19 (BNS model)** In the BNS model, \( B \) is chosen to be a Brownian motion with drift. In this case, \( c_1 = 0 \) and \( c_2 = 1 \) imply that \( B \) is a standard Brownian motion.

If the BNS model is estimated using Algorithm 3.4 (which closely resembles the approach of [4]), the third and fourth moments of the model are not fitted to the data. More
specifically, Theorem 2.2 yields that the fitted BNS model has skewness 0 and kurtosis 6.52 compared with the values −0.39 and 8.82 observed in our data set. This shows that in our setup, stochastic volatility without jumps in the asset price cannot explain the skewness in the data and can only account for a part of the heavy tails. To show the full flexibility of the class of models considered here, we now consider a Lévy process \(B\) with jumps, namely the NIG process, which is a popular model for stock prices itself (cf. e.g. [2, 3, 37]).

**Example 3.20 (NIG process)** Let \(B\) be a NIG process with Lévy exponent
\[
\psi_B(u) = u\delta + \vartheta \left( \sqrt{\alpha^2 - \beta^2} - \sqrt{\alpha^2 - (\beta + u)^2} \right),
\]
where \(\delta \in \mathbb{R}, \alpha, \vartheta > 0\) and \(\beta \in (-\alpha, \alpha)\). Then by e.g. [39, Section 5.3.8],
\[
c_1 = \delta + \frac{\vartheta \beta}{\sqrt{\alpha^2 - \beta^2}}, \quad c_2 = \frac{\alpha^2 \vartheta}{(\alpha^2 - \beta^2)^{3/2}}, \quad c_3 = \frac{3\beta \alpha^2 \vartheta}{(\alpha^2 - \beta^2)^{3/2}}, \quad c_4 = \frac{3\alpha^2 \vartheta (\alpha^2 + 4\beta^2)}{(\alpha^2 - \beta^2)^{7/2}}.
\]
Hence Conditions (A1)-(A4) are satisfied for \(\vartheta = (\alpha^2 - \beta^2)^{3/2} \alpha^{-2}\) and \(\delta = -\beta (\alpha^2 - \beta^2) \alpha^{-2}\). Solving for \(\alpha, \beta, \delta, \vartheta\), this leads to the following estimators, which are strongly consistent and asymptotically normal by Theorem 3.13 above:
\[
\hat{\beta}_{\Delta,T} := \frac{\hat{c}_{3,\Delta,T}}{\hat{c}_{4,\Delta,T} - 5\hat{c}_{3,\Delta,T}/3}, \quad \hat{\alpha}_{\Delta,T} := \sqrt{\frac{\beta_{\Delta,T}^2}{\hat{c}_{4,\Delta,T} - 5\hat{c}_{3,\Delta,T}/3}} + 3\hat{\beta}_{\Delta,T}/\hat{c}_{3,\Delta,T},
\]
\[
\hat{\vartheta}_{\Delta,T} := \frac{(\hat{\alpha}_{\Delta,T}^2 - \hat{\beta}_{\Delta,T}^2)^{3/2}}{\hat{\alpha}_{\Delta,T}^2}, \quad \hat{\delta}_{\Delta,T} := \frac{-\hat{\vartheta}_{\Delta,T} \hat{\beta}_{\Delta,T}}{\sqrt{\hat{\alpha}_{\Delta,T}^2 - \hat{\beta}_{\Delta,T}^2}}.
\]

For our data set, this yields
\[
\hat{\beta}_{1/250,20} = -13.9, \quad \hat{\alpha}_{1/250,20} = 88.3, \quad \hat{\vartheta}_{1/250,20} = 85.0, \quad \hat{\delta}_{1/250,20} = 13.6.
\]

### 3.4 Simulation study

To investigate the small sample behavior of our estimation algorithm, we now assume that \(X\) is given by a NIG-IG-OU process, i.e. \(y\) is chosen to be a stationary IG-OU process with mean reversion \(\lambda\) and marginal IG(\(\sqrt{\xi^3/\omega^2}, \sqrt{\xi/\omega^2}\)) distributions, whereas the Lévy process \(B\) is assumed to be a NIG process.

As for parameters, we use the estimates obtained from our daily DAX time series in Examples 3.17 and 3.20 above. Sample paths of an NIG-IG-OU process can easily be simulated using algorithms found in [39, Sections 8.4.5 and 8.4.7]. We simulate 1000 samples of equidistant observations of returns \(X_{(n)}\) for \(\Delta = 1/250\) and \(T = 20\) and \(T = 40\), where we first work on a finer grid with 80 steps per day and then only use the returns on the original grid to reduce discretization errors. The results are shown in Table 3. As above, we have chosen \(d \approx \sqrt{\lfloor T/\Delta \rfloor}\), i.e. \(d = 70\) for \(T = 20\) and \(d = 100\) for \(T = 40\). Note that we measure the estimation error relative to the true values of the parameters in order to account for the different sizes of the parameters.
Table 3: Estimated mean and average absolute percentage error for the parameters $\hat{\mu}_{\Delta,T}$, $\hat{c}_{3,\Delta,T}$, $\hat{c}_{4,\Delta,T}$, $\hat{\lambda}_{\Delta,T}$, $\hat{\xi}_{\Delta,T}$ and $\hat{\omega}^2_{\Delta,T}$ estimated with Algorithm 3.4.

The estimators seem to be fairly consistent for the sample size under consideration, the only notable exception being the mean reversion parameter $\lambda$ which is markedly biased to the right. Moving from $T = 20$ to $T = 40$ we observe that the mean absolute errors decrease by factors of roughly $\sqrt{2}$ as would be expected from the Ibragimov central limit theorem.

3.5 Estimation of the current level of volatility

The current value of the activity process $y$ is needed in many applications in Mathematical Finance, e.g. for portfolio optimization or hedging of derivatives, cf. the references in the introduction. Since it cannot be observed directly, it has to be filtered from the given returns. Assuming $y$ follows an OU process and $c_1 = 0$, we can proceed along the lines of [4, Section 5.4.3], and obtain a linear state space representation which allows to use the Kalman filter (cf. [19] for more details), to provide a best linear (based on $X_{(n)}$ and $X_{(n)}^2$) predictor of $y$. More specifically, it follows from Corollary 3.2 and [4, Section 5.4.3] that a linear state space representation of $(X_{(n)}, X_{(n)}^2)$ is given by

\[
\begin{pmatrix}
X_{(n)} \\
X_{(n)}^2
\end{pmatrix} = \begin{pmatrix}
\mu \Delta \\
\mu^2 \Delta^2
\end{pmatrix} + \begin{pmatrix}
0 \\
\lambda^{-1}
\end{pmatrix} \begin{pmatrix}
\lambda (Y_{n\Delta} - Y_{(n-1)\Delta}) \\
y_{n\Delta}
\end{pmatrix} + u_n,
\]

where the vector martingale difference sequence $u_n$ satisfies

\[
\text{Var}(u_{1n}) = \Delta \xi, \quad \text{Cov}(u_{1n}, u_{2n}) = 2\mu \Delta^2 \xi + c_3 \Delta \xi, \\
\text{Var}(u_{2n}) = 4\mu^2 \Delta^3 \xi + 4\frac{\omega^2}{\lambda} \left( e^{-\lambda \Delta} - 1 + \lambda \Delta \right) + 2\xi^2 \Delta^2 + c_4 \Delta \xi + 4\mu \Delta^2 c_3 \xi,
\]

and

\[
\begin{pmatrix}
\lambda (Y_{(n+1)\Delta} - Y_{n\Delta}) \\
y_{(n+1)\Delta}
\end{pmatrix} = \begin{pmatrix}
0 & 1 - e^{-\lambda \Delta} \\
0 & e^{-\lambda \Delta}
\end{pmatrix} \begin{pmatrix}
\lambda (Y_{n\Delta} - Y_{(n-1)\Delta}) \\
y_{n\Delta}
\end{pmatrix} + w_n,
\]
with IID noise $w_n$ (uncorrelated with $u_n$) satisfying
\[
E(w_n) = \xi \left( e^{-\lambda \Delta} - 1 + \lambda \Delta \right),
\]
\[
\text{Var}(w_n) = 2 \omega^2 \left( \frac{\lambda \Delta - 2(1 - e^{-\lambda \Delta}) + \frac{1}{2}(1 - e^{-2\lambda \Delta})}{\frac{1}{2}(1 - e^{-\lambda \Delta})^2} \frac{1}{2}(1 - e^{-2\lambda \Delta}) \right).
\]

In Figure 4 we show the results of applying the Kalman filter to the simulated returns, suggesting it is possible to obtain decent estimates of the volatility in this way. Notice that if

Figure 4: Sample paths of an IG-OU process (blue) with parameters as in Example 3.17 and the Kalman filter estimate (red) obtained from the corresponding NIG-IG-OU process with parameters as in Examples 3.20, 3.17.

the marginal distribution of $B$ is known (as e.g. for VG or NIG processes), it is also possible to use a particle filter (cf. e.g. [36] for details). Since [4] have noted that estimates obtained from the Kalman filter and the particle filter are close together in the BNS model, we restrict ourselves to the simpler Kalman filter approach here and leave an application of particle filters for future research.

4 Moment estimation for arbitrary $B$

We now consider the case where $\mu = 0$ and the Lévy process $B$ is not necessarily assumed to be a martingale, i.e. $c_1 \neq 0$. Estimation is done subject to the following assumptions:

(B1) For time horizon $T > 0$ and grid size $\Delta > 0$ we have equally spaced observations $X_{j\Delta}, j = 0, \ldots, \lfloor T/\Delta \rfloor$ leading to returns $X_{(j)} = X_{j\Delta} - X_{(j-1)\Delta}, j = 1, \ldots, \lfloor T/\Delta \rfloor$.
(B2) $\mu = 0$ and the cumulants of $B$ satisfy $c_2 = 1$ and $c_4 < \infty$.
(B3) $y$ is a stationary OU or CIR process with mean reversion $\lambda > 0$, mean $\xi > 0$, variance $\omega^2 > 0$ and existing fourth moments.
(B4) $E(X_{(n)}^{8+\varepsilon}) < \infty$ for some $\varepsilon > 0$.

**Remark 4.1** Note that since $c_1 = E(B_1)$ does not necessarily vanish anymore, one now has to to require $E(B_1^{10}) < \infty$ and $E(y_1^{10}) < \infty$ in order to ensure that (B4) holds. Like in Remark 3.11, this follows from [38, Proposition 2.5] by conditioning on the time change.

As above, for given grid size $\Delta > 0$ we write $\mu_{i,\Delta}$ and $m_{i,\Delta}$ for the $i$-th centered and uncentered moment of $X_{(n)}$, set $\gamma_\Delta(s) := \text{Cov}(X_{(n)}, X_{(n+s)})$ for $s \in \mathbb{N}^*$ and define $\gamma_{\Delta,d\Delta} := (\gamma_\Delta(1), \ldots, \gamma_\Delta(d\Delta))$ for $d\Delta \in \mathbb{N}^*$.  
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4.1 Approximate moments

The key to the estimation algorithms proposed below is the following observation by [5].

**Lemma 4.2** Assume that (B1)-(B3) hold. Then for \( \Delta \downarrow 0 \),

\[
m_{3,\Delta} = c_3 \Delta \xi + 3c_1 \left( \frac{2\omega^2}{\lambda^2} (e^{-\lambda \Delta} - 1 + \lambda \Delta) + \Delta^2 \xi^2 \right) + O(\Delta^3),
\]

\[
m_{4,\Delta} = c_4 \Delta \xi + (3 + 2c_1c_3) \left( \frac{2\omega^2}{\lambda^2} (e^{-\lambda \Delta} - 1 + \lambda \Delta) + \Delta^2 \xi^2 \right) + O(\Delta^3),
\]

as well as, for \( s \in \mathbb{N}^* \) and \( \Delta \downarrow 0 \),

\[
\gamma_\Delta(h) = \omega^2 \frac{(1 - e^{-\lambda \Delta})^2}{\lambda^2} e^{-\lambda \Delta (s-1)} + O(\Delta^3) = \omega^2 \Delta^2 e^{-\lambda \Delta (s-1)} + O(\Delta^3).
\]

**PROOF.** [5, Propositions 4 and 5]. \( \square \)

4.2 The estimation procedure

By neglecting all terms of order \( \Delta^3 \) or higher in Lemma 4.2, we obtain the following approximations of the model parameters by moments of the returns and the autocovariance function of the squared returns.

**Lemma 4.3** Assume (B1)-(B3) hold and let \( k, p \in \mathbb{R}^+ \) be constants such that, for fixed \( D \in \mathbb{N}^* \) and \( \Delta \downarrow 0 \),

\[
\gamma_\Delta(s) = k \Delta^2 e^{-p \Delta (s-1)} + O(\Delta^3), \quad s \in \left\{ 1, \ldots, \left\lfloor \frac{D}{\sqrt{\Delta}} \right\rfloor + 1 \right\}. \tag{4.4}
\]

Then, for sufficiently small \( \Delta \), there exists a largest solution \( x_\Delta > 0 \) to

\[
0 = \mu_{2,\Delta} x^2 - \Delta x^3 - m_{1,\Delta}^2 k,
\]

and we have, for \( \Delta \downarrow 0 \),

\[
\lambda = p + O(\sqrt{\Delta}/D), \quad \omega^2 = k + O(\Delta), \quad \xi = x_\Delta + O(\Delta^2), \quad c_1 = \frac{m_{1,\Delta}}{\Delta x_\Delta} + O(\Delta^2),
\]

\[
c_3 = \frac{m_{3,\Delta}}{\Delta x_\Delta} - 3m_{1,\Delta} \left( 1 + \frac{k}{x_\Delta^2} \right) + O(\Delta^2),
\]

\[
c_4 = \frac{m_{4,\Delta}}{\Delta x_\Delta} - \left\{ \frac{3 \Delta}{x_\Delta} + \frac{2m_{1,\Delta}}{x_\Delta^2} \left( \frac{m_{3,\Delta}}{\Delta x_\Delta} - 3m_{1,\Delta} \left( 1 + \frac{k}{x_\Delta^2} \right) \right) \right\} \left( x_\Delta^2 + k \right) + O(\Delta^2).
\]

**PROOF.** This follows from Theorem 2.2 and Lemma 4.2 using some technical but straightforward arguments, cf. [33, Lemma 3.25] for more details. \( \square \)

**Remark 4.4** In view of Lemma 4.3 the model parameters can be identified by the first four moments and the autocovariance function up to an error term vanishing as the grid size \( \Delta \) approaches zero and the number of autocovariance lags taken into account tends to infinity.
Lemma 4.3 motivates the following estimation Algorithm. In view of Theorem 4.6 below, all estimators will again be almost surely well-defined for sufficiently small $\Delta$ and sufficiently large samples.

**Algorithm 4.5**

1. Calculate the moment estimators

$$\hat{m}_{i,\Delta,T} := \frac{1}{[T/\Delta]} \sum_{j=1}^{\lfloor T/\Delta \rfloor} X_{(n)}^i, \quad i = 1, 2, 3, 4,$$

as well as for fixed $D \in \mathbb{N}^*$ and $d_\Delta := \lfloor D/\sqrt{\Delta} \rfloor + 1$ the empirical autocovariances

$$\hat{\gamma}_{\Delta,T,d_\Delta} := (\hat{\gamma}_{\Delta,T}(1), \ldots, \hat{\gamma}_{\Delta,T}(d_\Delta)),$$

as

$$\hat{\gamma}_{\Delta,T}(s) := \frac{1}{[T/\Delta]} \sum_{j=1}^{\lfloor T/\Delta \rfloor-s} (X_{(j)}^2 - \hat{m}_{2,\Delta,T}) (X_{(j+s)}^2 - \hat{m}_{2,\Delta,T}), \quad s = 1, \ldots, d_\Delta.$$

2. Define the mapping $K_{\Delta} : \mathbb{R}^{d_\Delta}_+ \times \mathbb{R}^2 \rightarrow \mathbb{R}$ by

$$K_{\Delta}(\gamma_1, \ldots, \gamma_d, k, p) := \sum_{s=1}^{d_\Delta} (\log(\gamma_s) - \log(\Delta^2 k) + p\Delta s)^2,$$

and compute the least square estimator

$$(\hat{k}_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta}), \hat{p}_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta})) := \arg \min_{(k,p) \in \mathbb{R}^2} K_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta}, k, p),$$

which is given by

$$\hat{p}_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta}) = -\frac{\sum_{s=1}^{d_\Delta} (\log(\hat{\gamma}_{\Delta,T,d_\Delta}(s)) - \log(\hat{\gamma}_{\Delta,T,d_\Delta}) (s - \frac{d_\Delta+1}{2})}{\Delta \sum_{s=1}^{d_\Delta} (s - \frac{d_\Delta+1}{2})^2},$$

$$\hat{k}_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta}) = \Delta^{-2} \exp \left( \frac{\sum_{s=1}^{d_\Delta} \log(\hat{\gamma}_{\Delta,T,d_\Delta}(s)) + \Delta \frac{d_\Delta+1}{2} \hat{p}_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta})}{2} \right),$$

with

$$\log(\hat{\gamma}_{\Delta,T,d_\Delta}(s)) := \frac{1}{d_\Delta} \sum_{s=1}^{d_\Delta} \log(\hat{\gamma}_{\Delta,T,d_\Delta}(s)).$$

3. Compute

$$\hat{x}_{\Delta}(\hat{m}_{1,\Delta,T}, \hat{m}_{2,\Delta,T}, \hat{\gamma}_{\Delta,T}) := \max \left\{ x \in \mathbb{R} : \hat{\mu}_{2,\Delta,T} x^2 - \Delta x^3 - \hat{m}_{1,\Delta,T} \hat{k}_{\Delta}(\hat{\gamma}_{\Delta,T,d_\Delta}) = 0 \right\}.$$

4. Define the mapping $H_{\Delta} : \mathbb{R}^{d_\Delta}_+ \times \mathbb{R}^4 \times \mathbb{R}^{d_\Delta}_+ \rightarrow \mathbb{R}^6$ by

$$H_{\Delta}(x, m_1, m_3, m_4, k, p) := \left( \frac{m_1}{\Delta x}, \frac{m_3}{\Delta x} - 3m_4 \left( 1 - \frac{k}{x^2} \right), \right.$$

$$\frac{m_4}{\Delta x} - \left\{ \frac{3\Delta}{x} + \frac{2m_1}{x^2} \left( \frac{m_3}{\Delta x} - 3m_4 \left( 1 - \frac{k}{x^2} \right) \right) \right\} (x^2 + k), p, x, k \right).$$
5. Define the mapping $J_\Delta : \mathbb{R}^4 \times \mathbb{R}^{d_\Delta} \to \mathbb{R}^6$ by

$$J_\Delta(m_1, m_2, m_3, m_4, \gamma) := \begin{cases} H(\hat{x}_\Delta(m_1, m_2, \gamma), m_1, m_3, m_4, \hat{k}_\Delta(\gamma), \hat{p}_\Delta(\gamma)) & \text{if } \gamma, \hat{x}_\Delta(m_1, m_2, \gamma), \hat{p}_\Delta(\gamma) > 0, \\ (0, 0, 0, 0, 0, 0) & \text{otherwise}, \end{cases}$$

and compute the estimator

$$(\hat{c}_{1,\Delta, T}, \hat{c}_{3,\Delta, T}, \hat{c}_{4,\Delta, T}, \hat{\lambda}_{\Delta, T}, \hat{\xi}_{\Delta, T}, \hat{\omega}_{\Delta, T}^2) = J_\Delta(\hat{m}_{1,\Delta, T}, \hat{m}_{2,\Delta, T}, \hat{m}_{3,\Delta, T}, \hat{m}_{4,\Delta, T}, \hat{\gamma}_{\Delta, T, d_\Delta}).$$

Remarks.

1. Note that the mapping $J_\Delta$ is continuously differentiable in the true parameter values $(m_1, m_2, m_3, m_4, \gamma, d_\Delta)$, because the implicit function theorem shows that $\hat{x}_\Delta$ is continuously differentiable in $(m_1, m_2, \gamma, d_\Delta)$.

2. As above, $\hat{c}_{4,\Delta, T} < 0$ is possible depending on the data, which we once again take as a strong indication that the data is too light tailed to be suitably modelled by the class of (semi-) heavy tailed models considered here.

4.3 Asymptotic properties of the estimator

In the construction of the estimation algorithms in Section 4.2 we had to resort to approximate moments with an error term vanishing only as $\Delta \downarrow 0$. Consequently, strong consistency and asymptotic normality of these algorithms only hold up to this error term as well.

Theorem 4.6 Define $\hat{c}_{1,\Delta, T}, \hat{c}_{3,\Delta, T}, \hat{c}_{4,\Delta, T}, \hat{\lambda}_{\Delta, T}, \hat{\xi}_{\Delta, T}, \hat{\omega}_{\Delta, T}^2$ as in Algorithm 4.5 and assume (B1)-(B3) hold. Then for $\Delta \downarrow 0$, we have

$$\lim_{T \to \infty} \left( (\hat{c}_{1,\Delta, T}, \hat{c}_{3,\Delta, T}, \hat{c}_{4,\Delta, T}, \hat{\lambda}_{\Delta, T}, \hat{\xi}_{\Delta, T}, \hat{\omega}_{\Delta, T}^2) - ((c_1, c_3, c_4, \lambda, \xi, \omega^2) + \varepsilon_\Delta) \right) \xrightarrow{a.s.} 0,$$

and if additionally (B4) holds, then as $T \to \infty$,

$$\sqrt{T/\Delta} \left( (\hat{c}_{1,\Delta, T}, \hat{c}_{3,\Delta, T}, \hat{c}_{4,\Delta, T}, \hat{\lambda}_{\Delta, T}, \hat{\xi}_{\Delta, T}, \hat{\omega}_{\Delta, T}^2) - ((c_1, c_3, c_4, \lambda, \xi, \omega^2) + \varepsilon_\Delta) \right) \xrightarrow{d} \nabla J_\Delta(m_1, m_2, m_3, m_4, \gamma_{\Delta, d_\Delta}) N_d(0, \Sigma),$$

where

$$\varepsilon_\Delta = (O(\Delta^3), O(\Delta^2), O(\Delta^2), O(\sqrt{\Delta}), O(\Delta^2), O(\Delta)) \quad \text{for } \Delta \downarrow 0,$$

and the covariance matrix $\Sigma$ has components

$$\Sigma_{k,l} = \text{Cov}(G_{1,k}, G_{1,l}) + 2 \sum_{j=1}^\infty \text{Cov}(G_{1,k} G_{1+j,l}).$$
for
\[
G_n := \left( X_{(n)}, X_{(n)}^2, X_{(n)}^3, X_{(n)}^4, \right.
\]
\[
(X_{(n)}^2 - m_{2,\Delta})(X_{(n+1)}^2 - m_{2,\Delta}), \ldots, (X_{(n)}^2 - m_{2,\Delta})(X_{(n+d)}^2 - m_{2,\Delta}) \bigg). 
\]

**Proof.** Set
\[
\varepsilon_\Delta := (c_1, c_3, c_4, \lambda, \xi, \omega) - J_\Delta(m_{1,\Delta}, m_{2,\Delta}, m_{3,\Delta}, m_{4,\Delta}, \gamma_{\Delta, d_\Delta}),
\]
where \(d_\Delta = \lfloor \sqrt{D/\Delta} \rfloor\) for some \(D \in \mathbb{R}_+.\) By Lemma 4.3 and the definition of \(J_\Delta\) in Algorithm 4.5, we have
\[
\varepsilon_\Delta = (O(\Delta^2), O(\Delta^2), O(\sqrt{\Delta}), O(\Delta^2), O(\Delta) \quad \text{for} \quad \Delta \downarrow 0.
\]
Notice that the proof of Theorem 3.8 also holds in the present setup. Hence, for fixed \(\Delta > 0,\) the series \((X_{(n)})_{n \in \mathbb{N}}\) is ergodic and Birkoff’s ergodic theorem yields that for \(T \to \infty,\) we have
\[
\hat{m}_{i,\Delta, T} \overset{a.s.}{\to} m_{i,\Delta}, \quad i = 1, 2, 3, 4, \quad \hat{\gamma}_{\Delta, T, d_\Delta} \overset{a.s.}{\to} \gamma_{\Delta, d_\Delta}.
\]
By the continuous mapping theorem (cf. [42], Theorem 2.3), this implies
\[
J_\Delta(\hat{m}_{1,\Delta, T}, \hat{m}_{2,\Delta, T}, \hat{m}_{3,\Delta, T}, \hat{m}_{4,\Delta, T}, \hat{\gamma}_{\Delta, T, d_\Delta}) \overset{a.s.}{\to} J_\Delta(\hat{m}_{1,\Delta}, \hat{m}_{2,\Delta}, \hat{m}_{3,\Delta}, \hat{m}_{4,\Delta}, \hat{\gamma}_{\Delta, d_\Delta}),
\]
as \(T \to \infty,\) because \(J_\Delta\) is continuous in \((m_{1,\Delta}, m_{2,\Delta}, m_{3,\Delta}, m_{4,\Delta}, \gamma_{\Delta, d_\Delta})\). This shows the first statement. The second follows analogously from the Ibragimov central limit theorem by an application of the delta method as in the proofs of Lemma 3.12 and Theorem 3.13. □

### 4.4 Estimation results for real data

We now apply Algorithm 4.5 to the same set of daily DAX data used in Section 3 above. The results are shown in Table 4.

<table>
<thead>
<tr>
<th>(\hat{\mu})</th>
<th>(\hat{c}_{1,1/250,20})</th>
<th>(\hat{c}_{3,1/250,20})</th>
<th>(\hat{c}_{4,1/250,20})</th>
<th>(\lambda_{1/250,20})</th>
<th>(\xi_{1/250,20})</th>
<th>(\hat{\omega}_{1/250,20}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.85</td>
<td>-0.00675</td>
<td>0.000448</td>
<td>2.54</td>
<td>0.0485</td>
<td>0.00277</td>
</tr>
</tbody>
</table>

Table 4: Estimation results based on Algorithm 4.5.

**Remark 4.7** As in Remark 3.14, one can again discount by a constant deterministic interest rate \(r = 0.0456\) first and then apply the estimation Algorithm 4.5. Since uncentered moments are used for the estimation of all parameters in Algorithm 4.5, all parameters are potentially affected by this. However, the results shown in Table 5 suggest that the effect is quite small for all parameters except for the drift \(c_1.\)
Table 6: Estimation results for the discounted stock price based on Algorithm 4.5.

<table>
<thead>
<tr>
<th>$\hat{\mu}$</th>
<th>$\hat{c}_{1,1}/250.20$</th>
<th>$\hat{c}_{3,1}/250.20$</th>
<th>$\hat{c}_{4,1}/250.20$</th>
<th>$\hat{\lambda}_{1}/250.20$</th>
<th>$\hat{\xi}_{1}/250.20$</th>
<th>$\hat{\sigma}^2_{1}/250.20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.904</td>
<td>-0.00610</td>
<td>0.000444</td>
<td>2.54</td>
<td>0.0485</td>
<td>0.00278</td>
</tr>
</tbody>
</table>

Example 4.8 (IG-OU process, Gamma-OU process, square-root process) Since the estimators $\hat{\lambda}, \hat{\xi}, \hat{\sigma}^2$ are virtually unchanged compared to Section 3, the resulting estimators for the stationary distribution of $y$ also practically coincide with the respective values from Examples 3.17 and 3.18.

Example 4.9 (BNS model) If $B$ is given by a Brownian motion with drift $\delta \in \mathbb{R}$ and volatility $\sigma \in \mathbb{R}_+$, we have $\delta = c_1$ and $\sigma^2 = c_2$. Consequently, $\sigma = 1$ and the estimator $\hat{\delta}_{1/250.20} = c_{1,1}/250.20 = 1.85$ is approximately consistent and asymptotically normal for small $\Delta$. If one considers data discounted with the constant deterministic interest rate $r = 0.0456$, the corresponding estimator is given by $\hat{\delta}_{1/250.20} = 0.904$.

Example 4.10 (NIG process) Suppose that $B$ is given by an NIG process. Plugging $c_2 = 1$ and the estimates for $c_1, c_3, c_4$ given in Table 4 above into

$$\beta = \frac{c_3}{c_4 - 5c^2_3/3}, \quad \alpha = \sqrt{\beta^2 + 3\beta/c_3}, \quad \vartheta = \frac{(\alpha^2 - \beta^2)^{3/2}}{\alpha^2}, \quad \delta = c_1 - \frac{\vartheta\beta}{\sqrt{\alpha^2 - \beta^2}},$$

yields estimators $\hat{\beta}_{1/250.20}, \hat{\alpha}_{1/250.20}, \hat{\vartheta}_{1/250.20}, \hat{\delta}_{1/250.20}$ for the parameters $\beta, \alpha, \vartheta, \delta$ of the NIG process, which are approximately consistent and asymptotically normal for small $\Delta$:

$$\hat{\beta}_{1/250.20} = -18.2, \quad \hat{\alpha}_{1/250.20} = 91.7, \quad \hat{\vartheta}_{1/250.20} = 86.3, \quad \hat{\delta}_{1/250.20} = 19.3.$$  

For discounted data, we obtain

$$\hat{\beta}_{1/250.20} = -16.0, \quad \hat{\alpha}_{1/250.20} = 90.1, \quad \hat{\vartheta}_{1/250.20} = 85.9, \quad \hat{\delta}_{1/250.20} = 16.5.$$  

4.5 Simulation study

We now investigate the performance of Algorithm 4.5 by performing the same simulation study as for Algorithm 3.4 in Section 3.4 above. Consequently, we assume again that $X$ is given by an NIG-IG-OU process. We simulate 1000 samples of equidistant observations of returns $X(n), n = 1, \ldots, T/\Delta$ for $\Delta = 1/250$ as well as $T = 20$ and $T = 40$, first working on a finer grid with 80 steps per day to minimize discretization errors. As for parameters we use the values given in Examples 4.8 and 4.10, respectively. The results of our simulation study are shown in Table 6. As above we have chosen $d \approx \sqrt{(T/\Delta)}$, i.e. $d = 70$ for $T = 20$ and $d = 100$ for $T = 40$. Comparing the results with Table 3, we find that the use of the approximate moments seems to entail virtually no loss in the quality of the estimators for our daily data. This suggests that the approximation errors resulting from the use of the approximate moment are rather small compared to the variance of the estimators.
and \( \psi \) resorting to large scale Monte-Carlo simulations. For affine models however, it is sometimes possible to explicitly calculate the joint characteristic function of the returns \( X(n) \) and \( X(n+s) \) for \( n, s \in \mathbb{N^*} \). Differentiation and evaluation at zero via MATLAB’s symbolic toolbox then lead to exact formulas for moments and autocovariances. These equations do not yield any favorable estimation algorithms, because they are extremely complicated and hideously nonlinear. However, they can comfortably be used for an a posteriori error estimation. We have the following general result from [26]:

**Lemma 4.11** Let \( y \) be an OU-process driven by a subordinator \( Z \). Then for \( n, s \in \mathbb{N^*} \), the joint characteristic function of the returns \( X(n) \) and \( X(n+s) \) is given by

\[
E \left( e^{iu_1 X(n)} e^{iu_2 X(n+s)} \right) = e^{\Psi(\Delta, 0, in_1) + \Phi(\Delta, 0, in_2)} \times E \left( e^{\Psi(\Delta, 0, in_2) + \Phi(\Delta, 0, in_2, 0)} \right),
\]

where

\[
\Psi(t, u_1, u_2) := u_1 e^{-\lambda t} + \frac{1 - e^{-\lambda t}}{\lambda} \psi_B(u_2), \quad \Phi(t, u_1, u_2) := \int_0^t \psi^Z(\Psi(s, u_1, u_2)) ds,
\]

and \( \psi_B \) resp. \( \psi^Z \) denote the Lévy exponents of \( B \) and \( Z \), respectively.

**Proof.** Follows from [26, Corollaries 3.2 and 3.1]. \( \square \)

For a Gamma OU process \( y \), all terms can be determined explicitly.

**Corollary 4.12** Let \( y \) be a Gamma OU process with stationary \( \Gamma(\xi^2 / \omega^2, \xi / \omega^2) \)-distribution. Then for \( s \in \mathbb{N^*} \), we have

\[
E \left( e^{iu_1 X(n)} e^{iu_2 X(n+s)} \right) = e^{\Psi(\Delta, 0, iu_2) + \Phi(\Delta, 0, iu_2)} \times \left( 1 - \frac{\omega^2}{\xi} \Psi(\Delta, \Psi((s-1)\Delta, \Psi(\Delta, 0, iu_2), 0), iu_1) \right)^{-e^2/\omega^2},
\]

<table>
<thead>
<tr>
<th>( c_1 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( \lambda )</th>
<th>( \xi )</th>
<th>( \omega^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Value</td>
<td>1.84</td>
<td>-0.00675</td>
<td>0.000448</td>
<td>2.54</td>
<td>0.0485</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T = 20 )</th>
<th>( \hat{c}_{1,1/250,T} )</th>
<th>( \hat{c}_{3,1/250,T} )</th>
<th>( \hat{c}_{4,1/250,T} )</th>
<th>( \lambda_{1/250,T} )</th>
<th>( \xi_{1/250,T} )</th>
<th>( \omega^2_{1/250,T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.90</td>
<td>-0.00667</td>
<td>0.000452</td>
<td>3.00</td>
<td>0.0482</td>
<td>0.00253</td>
</tr>
<tr>
<td>AAPE</td>
<td>0.463</td>
<td>0.278</td>
<td>0.335</td>
<td>0.347</td>
<td>0.176</td>
<td>0.467</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T = 40 )</th>
<th>( \hat{c}_{1,1/250,T} )</th>
<th>( \hat{c}_{3,1/250,T} )</th>
<th>( \hat{c}_{4,1/250,T} )</th>
<th>( \lambda_{1/250,T} )</th>
<th>( \xi_{1/250,T} )</th>
<th>( \omega^2_{1/250,T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.84</td>
<td>-0.00673</td>
<td>0.000445</td>
<td>2.83</td>
<td>0.0486</td>
<td>0.00264</td>
</tr>
<tr>
<td>AAPE</td>
<td>0.318</td>
<td>0.189</td>
<td>0.270</td>
<td>0.243</td>
<td>0.123</td>
<td>0.357</td>
</tr>
</tbody>
</table>

Table 6: Estimated mean and average absolute percentage error for the parameters \( \hat{c}_{1,\Delta,T} \), \( \hat{c}_{3,\Delta,T} \), \( \hat{c}_{4,\Delta,T} \), \( \lambda_{\Delta,T} \), \( \xi_{\Delta,T} \) and \( \omega^2_{\Delta,T} \).

### 4.6 Computation of the approximation error

The results of our simulation studies suggest that the errors resulting from the use of approximate moments are quite small. However, it is generally difficult to quantify them without resorting to large scale Monte-Carlo simulations. For affine models however, it is sometimes possible to explicitly calculate the joint characteristic function of the returns \( X(n) \) and \( X(n+s) \) for \( n, s \in \mathbb{N^*} \). Differentiation and evaluation at zero via MATLAB’s symbolic toolbox then lead to exact formulas for moments and autocovariances. These equations do not yield any favorable estimation algorithms, because they are extremely complicated and hideously nonlinear. However, they can comfortably be used for an a posteriori error estimation. We have the following general result from [26]:

**Lemma 4.11** Let \( y \) be an OU-process driven by a subordinator \( Z \). Then for \( n, s \in \mathbb{N^*} \), the joint characteristic function of the returns \( X(n) \) and \( X(n+s) \) is given by

\[
E \left( e^{iu_1 X(n)} e^{iu_2 X(n+s)} \right) = e^{\Psi(\Delta, 0, in_1) + \Phi(\Delta, 0, in_2)} \times E \left( e^{\Psi(\Delta, 0, in_2) + \Phi(\Delta, 0, in_2, 0)} \right),
\]

where

\[
\Psi(t, u_1, u_2) := u_1 e^{-\lambda t} + \frac{1 - e^{-\lambda t}}{\lambda} \psi_B(u_2), \quad \Phi(t, u_1, u_2) := \int_0^t \psi^Z(\Psi(s, u_1, u_2)) ds,
\]

and \( \psi_B \) resp. \( \psi^Z \) denote the Lévy exponents of \( B \) and \( Z \), respectively.

**Proof.** Follows from [26, Corollaries 3.2 and 3.1]. \( \square \)

For a Gamma OU process \( y \), all terms can be determined explicitly.

**Corollary 4.12** Let \( y \) be a Gamma OU process with stationary \( \Gamma(\xi^2 / \omega^2, \xi / \omega^2) \)-distribution. Then for \( s \in \mathbb{N^*} \), we have

\[
E \left( e^{iu_1 X(n)} e^{iu_2 X(n+s)} \right) = e^{\Psi(\Delta, 0, iu_2) + \Phi(\Delta, 0, iu_2)} \times \left( 1 - \frac{\omega^2}{\xi} \Psi(\Delta, \Psi((s-1)\Delta, \Psi(\Delta, 0, iu_2), 0), iu_1) \right)^{-e^2/\omega^2},
\]
where
\[
\Psi^1(t, u_1, u_2) := u_1 e^{-\lambda t} + \frac{1 - e^{-\lambda t}}{\lambda} \psi_B(u_2),
\]
\[
\Psi^0(t, u_1, u_2) := \frac{\xi^2}{\omega^2} \left( \frac{1}{\omega^2} \log \left( \frac{\xi/\omega - \Psi^1(t, u_1, u_2)}{\xi/\omega - u_1} \right) + \psi_B(u_2) t \right).
\]

Here \(\log\) denotes the distinguished logarithm in the sense of [38, Lemma 7.6].

**Proof.** Since \(\Psi^1\) is \(\mathbb{C}_-\)-valued by [12, Propositions 6.1, 6.4], the first formula follows from Lemma 4.11 by inserting the analytic continuation of the characteristic function of the \(\Gamma(\xi^2/\omega^2, \xi/\omega^2)\)-distribution to \(\mathbb{C}_-\). By e.g. [39, Section 7.1.1] we have \(\psi^2(u) = (u\lambda\xi^2/\omega^2)/(\xi/\omega - u)\) for the stationary Gamma-OU process. Substitution into Lemma 4.11 and integration using partial fractions yield the assertion. \(\square\)

**Remark 4.13** A similar closed-form expression can also be obtained if \(y\) is chosen to be a square-root process, cf. e.g. [7].

The results of using MATLAB’s symbolic toolbox to differentiate and evaluate the characteristic function given in Corollary 4.12 are given in Table 7.

<table>
<thead>
<tr>
<th></th>
<th>(m_{1,1}/250)</th>
<th>(m_{2,1}/250)</th>
<th>(m_{3,1}/250)</th>
<th>(m_{4,1}/250)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>(3.5777 \times 10^{-4})</td>
<td>(1.9400 \times 10^{-4})</td>
<td>(-8.5630 \times 10^{-7})</td>
<td>(3.3018 \times 10^{-7})</td>
</tr>
<tr>
<td>Fitted Model</td>
<td>(3.5777 \times 10^{-4})</td>
<td>(1.9404 \times 10^{-4})</td>
<td>(-8.5680 \times 10^{-7})</td>
<td>(3.2683 \times 10^{-7})</td>
</tr>
<tr>
<td>RAE</td>
<td>&lt; 10(^{-11})%</td>
<td>&lt; 0.02%</td>
<td>&lt; 0.06%</td>
<td>&lt; 1.02%</td>
</tr>
</tbody>
</table>

Table 7: Empirical moments of data, exact theoretical moments of the model fitted with Algorithm 4.5 and the corresponding relative absolute errors.

Clearly, the first four moments are still fit very well despite the approximation errors involved. We can also compute the exact autocorrelation and crosscorrelation functions of the returns and squared returns. They are plotted together with the corresponding approximations and their empirical counterparts in Figure 5. Again, the approximation errors involved turn out to be negligible compared to the variance of the corresponding estimators. Furthermore, it is clearly visible that while the positive autocorrelation of the returns and the positive crosscorrelation between the returns and the squared returns are of course negative features of the model from a theoretical point of view, the size of these effects is very small. Hence we can conclude that the second-order structure of the data is still fit satisfactorily for practical purposes.

Similar formulas for the joint characteristic function of the returns can also be obtained if \(y\) is chosen to be an IG-OU process (cf. [34] for similar formulas). In this case however, one encounters numerical problems when evaluating the derivatives of the characteristic function near zero.
Figure 5: Empirical, approximate and exact autocorrelation functions of the log returns (first), crosscorrelation function of the returns and the squared returns (second) autocorrelation function of the squared log returns (third).

4.7 Estimation of the current level of volatility

We now propose an approach to estimate the current level of volatility in the case $c_1 \neq 0$. Assuming $\mu = 0$ and $y$ follows an OU process, [4, Section 5.4.3] and Theorem 2.2 yield the following state-space representation of $(X(n), X_2(n))$:

$$
\begin{pmatrix}
X(n) \\
X_2(n)
\end{pmatrix} = 
\begin{pmatrix}
c_1(Y_n\Delta - Y_{(n-1)\Delta}) \\
(Y_n\Delta - Y_{(n-1)\Delta}) + c_1^2(Y_n\Delta - Y_{(n-1)\Delta})^2
\end{pmatrix} + u_n,
$$

where the vector martingale difference sequence $u_n$ satisfies, for $\Delta \downarrow 0$,

$$
\begin{align*}
\text{Var}(u_{1n}) &= \Delta \xi, \quad \text{Cov}(u_{1n}, u_{2n}) = c_3 \Delta \xi + 2c_1^2 \Delta \left(\omega^2 + \xi^2\right) + O(\Delta^3), \\
\text{Var}(u_{2n}) &= c_4 \Delta \xi + (4c_1c_3 + 2) \Delta^2 \left(\omega^2 + \xi^2\right) + O(\Delta^3),
\end{align*}
$$

and

$$
\begin{pmatrix}
\lambda(Y_{(n+1)\Delta} - Y_{n\Delta}) \\
y_{(n+1)\Delta}
\end{pmatrix} = 
\begin{pmatrix}
0 & 1 - e^{-\lambda \Delta} \\
0 & e^{-\lambda \Delta}
\end{pmatrix} 
\begin{pmatrix}
\lambda(Y_{n\Delta} - Y_{(n-1)\Delta}) \\
y_{n\Delta}
\end{pmatrix} + w_n,
$$
with IID noise $w_n$ (uncorrelated with $u_n$) satisfying

$$E(w_n) = \xi \left( \frac{e^{-\lambda \Delta} - 1 + \lambda \Delta}{1 - e^{-\lambda \Delta}} \right),$$

$$\text{Var}(w_n) = 2\omega^2 \left( \frac{\lambda \Delta - 2(1 - e^{-\lambda \Delta}) + \frac{1}{\pi^2}(1 - e^{-2\lambda \Delta})}{\frac{1}{2}(1 - e^{-\lambda \Delta})^2} \right)^2 \frac{1}{\frac{1}{2}(1 - e^{-2\lambda \Delta})}.$$

While the nonlinearity of this representation prohibits the use of the Kalman filter, it is still possible to use the extended Kalman filter by neglecting terms of order $O(\Delta^3)$ or higher once again. Despite the approximations involved, the results shown in Figure 6 suggest that it is still possible to obtain decent estimates of the volatility in this way. As noted above it is of course also possible to use a particle filter if the marginal distribution of $B$ is known, but this is beyond our scope here.

Figure 6: Sample paths of IG-OU process (blue) with parameters as in Examples 4.8 and the approximate extended Kalman filter estimate obtained from the corresponding NIG-IG-OU process with parameters as in Examples 4.8, 4.10.
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