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Nonlinear Optimization
Exercise session 7

Consider the optimization problem

min  f(z) = (21 + 1) + (22 + 2)?
st. gi(z):=—21 <0
g2(z) == —29 <0

with x = (21, 22)T. For a > 0, find the minimum z*(a) of the penalty function
. 2
P(z;a) = f(z) + Sllg+ (@)%,

and the limits z* := lim z*(a) and \* := lim «agq(z*(«)). Find out if (*, \*) is a KKT

a—+00 a—+00
point of the optimization problem. (3 points)

Consider the optimization problem

(P) min f(z) := 22
st. g(x):=1—In(z) <0

and the penalized optimization problem

. g9(z)
P(z;0) := f(x) +
ZeR (z30) = f (@) + e ( o )

with o(t) = et — 1 (exzponential penalty function). For a > 0, find the optimal solution z*(«)

of the penalty optimizaton problem and prove that z* := h?& x*(«) is an optimal solution of
(0%

the problem (P). (3 point)
Consider the optimization problem

min 22

st. z—1=0

and its optimal solution z* = 1. Find @ > 0 such that the ¢;-penalty function P (-; «) is exact
at z* for every a > a. (3 points)

Consider the optimization problem (P) in Exercise 44.



(a) Prove that

w o= ozh—{%o ah(z*(a))

is the Lagrange multiplier which corresponds to the optimal solution x*.

(b) Consider the penalized optimization problem

min P (z;a) := f(z) + a|h(z)].
TER™

Find @ > 0 such that P;(-; «) is exact at z* for every a > a.
Hint. Use p* to find a. (4 points)
50. Prove that the following functions are NCP-functions:

(a) the minimum function:

¢(a,b) = min{a, b}.

(b) the Fischer-Burmeister function:
v(a,b) = Va2 +b—a—b.
(¢c) the penalized minimum function:
o(a,b) = 2Amin{a, b} + (1 — N)ay by,
where a4 := max{a, 0}, bs := max{b,0} and A € (0,1).

(3 points)

51. Let (z*, \*, u*) € R™ x R™ x RP be a KKT point of the optimization problem (all functions
are assumed to be twice continuously differentiable)

min  f(x)
st. gi(x) <0,i=1,...m
hj(l‘):(),jzl, » D

fulfilling:

(i) gi(z*)+ A #0foralli =1,...,m (strict complementarity);

(ii) the gradients Vg;(z*),i € A(z*) = {i = 1,...,m : g;(z*) = 0}, and Vh;(z*),j =1,...,p,
are linearly independent (LICQ);

(c) it holds dTV2, L(x*, \*,u*)d > 0 for all d # 0 with Vg;(z*)Td = 0, i € A(z*), and
Vh;(z*)Td=0,j =1, ...,p (second order sufficient optimality condition).

Further, let ® : R*T™*P — R"TM+P he defined by

VaeL(z, A, 1)
O(x, A\, 1) := h(x)
d(=9(z),A)



52.

and
¢(_g(x)7 )‘) = (90(_91(75)7 )‘1)7 S5 @(_gm($)7 )‘m))T € R™,

where ¢ : R? — R is the minimum function
¢(a,b) = min{a, b}.
Prove that the matrix V®(z*, A*, u*) is well-defined and regular. (4 points)

Implement the Lagrange-Newton algorithm in MATLAB. Use
function [LN, Iter] = lagrange newton(func, x0, w0, kmax, epsilon)

as first line. Here, func denotes a function handle, x0 and p0 denote the starting vectors,
kmax the maximal number of allowed iterations, and epsilon the parameter for the stopping
criterion. A matrix LN = [20, u0, 21, ul, 22, u2,...] containing the iteration history and the
number of performed iterations Iter should be returned.

The implemented algorithm should be tested on the following functions, starting values, and
parameters:

(a) f(xl,m9) = 22 + 25 + 4a? — 2129 + 622, h(71,72) = 271 — 72 + 4 with x0=(0,0)T, u0
= 0, kmax=200 and epsilon=10"3.

(b) f(x1,22,23) = 1000 — % — 223 — 23 — 2122 — 2123, h1 (21, T2, 73) = 2% + 23 + 25 — 25,
ho(1, 22, 23) = 821 + 1429 + Tw3 — 56 with x0=(3,0.2,3)7, u0 = (0,0)7, kmax=200 and
epsilon=10"".

(5 points)
The generated files should be sent by January 31, 2020 to radu.bot@univie.ac.at.



