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Abstract. We construct a continuous bounded stochastic process (St)t2[0;1] which admits an equivalent
martingale measure but such that the minimal martingale measure in the sense of F�ollmer and Schweizer
does not exist. This example also answers (negatively) a problem posed by I. Karatzas, J. P. Lehozcky and
S. E. Shreve as well as a problem posed C. Stricker.

1. Introduction

The problem of deciding wether a stochastic process (St)t2[0;1] (or (St)t2IR+
) admits an equivalent mar-

tingale measure has attracted a lot of interest, especially for applications in mathematical �nance (see.
e.g. Harrison-Kreps (79), Harrison-Pliska (81), Kreps (81), Du�e-Huang (86), Stricker (90), Foellmer-
Schweizer (90), Delbaen (92), Ansel-Stricker (92), Schachermayer (92). Essentially there have been two
approaches to this problem: The �rst one consists in trying to establish the equivalence of some kind
of \no arbitrage" or \no free lunch" condition to the existence of an equivalent martingale measure
P �. The theorems obtained in this direction are mere existence theorems and they all rely in some way
on the Hahn{Banach theorem. Starting from the case of a �nite probability space, which was solved in
Harrison-Kreps (79) and Harrison-Pliska (81), this approach was developed in Du�e-Huang (86), Stricker
(90), Dalang-Morton-Willinger (91) and culminated { for the case of continuous, bounded processes {
in Delbaen's work (92), who gave for this case a necessary and su�cient condition for the existence of
an equivalent martingale measure, namely the non-existence of a \free lunch with bounded risk" (see
Schachermayer (92) for the de�nition and economic motivation).

The other approach to the present problem consists of directly constructing an equivalent martingale
by using (a variant of) the Girsanov theorem. This approach started with the classical setting of the
Black-Scholes formula (which is of course at the root of all this research): in the Black-Scholes economy
the price process (St)t2[0;T ] is a (geometric) Brownian motion with a drift. The Girsanov theorem allows

one to explicitly calculate the density of an equivalent martingale measure P̂ which, in the case of the
Black-Scholes economy, turns out to be unique.

F�ollmer and Schweizer [F-S 90] extended this approach to the case of continuous processes (St)t2[0;1] for

which the equivalent martingale measure is not necessarily unique. They characterised the measure P̂
which one obtains via the Girsanov-type formula (t = 1 denoting the time horizon and E denoting the
Doleans-Dade exponential of a stochastic process; for further details, see below)

Ĝt = E(�� �M)t
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and
dP̂ = Ĝ1dP

as the measure that should be used to minimize the quadratic risk of hedging. (This characterisation

holds true provided the above de�ned P̂ exists and is equivalent to P ). Foellmer and Schweizer also

gave a characterisation of P̂ (if it exists) as the equivalent martingale measure that minimizes a certain

functional envolving the relative entropy of P̂ with respect to P .

The measure P̂ was also implicitly introduced in the work of Karatzas, Lehoczky, Shreve and Xu (91)
and found several applications since (see Ansel-Stricker (92a) and the references given there).

This approach was continued by Ansel and Stricker (92). They extended the work of F�ollmer-Schweizer
also to the case of processes with jumps and showed that in this case the approach of constructing the

desired measure P̂ via the Girsanov theorem fails in general: An example where 
 consists of three points
shows that the exponential process E(��:M)t, may take negative values and therefore there is no hope

that the above formula de�nes a probability measure P̂ .

In view of this example from Ansel-Stricker (92) it became clear that one can only hope for a good
theorem on the existence of an equivalent martingale measure via the Girsanov theorem if one restricts
attention to the case of continuous processes. Ansel and Stricker conjectured that for a continuous process
(St)t2[0;1] the existence of some equivalent martingale measure P

� implies the existence of the minimal

measure dP̂ = E(�� �M)1dP de�ned above, a conjecture which is backed { at least morally speaking {
by a strong orthogonality result which was established in (Ansel-Stricker (92), th. 5).

Unfortunately { and to the surprise of the author { this conjecture turns out to be wrong. We construct
a counterexample which shows that even the existence of an equivalent martingale measure P � with
uniformly bounded density dP�

dP does not imply the existence of the minimal martingale measure.

The example also gives a negative solution to a question considered by I. Karatzas, J.P. Lehoczky and
S.E. Shreve which arose from a problem in mathematical �nance related to the F�ollmer-Schweizer decom-
position. Obviously this question is also of natural interest in the general theory of stochastic processes:
suppose that G and N are non-negative local martingales satisfying G0 � N0 � 1, such that their
pointwise product GN is a uniformly integrable martingale. In other words, we suppose that G and
N are strongly orthogonal (Protter (90), ch.IV.3). Does this imply that G and N are necessarily true
martingales?

In the case of discrete processes counterexamples were obtained by I. Karatzas, J.P. Lehoczky and S.E.
Shreve as well as by D. L�epingle (see L�epingle (92) and the references given there). The question of what
happens for continuous processes remained open, and we shall see below that the answer is no in the
continuous case too.

Finally our construction also furnishes a counterexample to a question pertaining to the characterisation
of attainable claims, which was raised by C. Stricker during the Oberwolfach meeting on mathematical
�nance in August 92 and which arose from the work of S. Jacka (92) and J.-P. Ansel and C. Stricker
(92b) on this topic.

Let us now summarize our example (for precise de�nitions see below):

1.1 Theorem. There exists a �ltered probability space (
;F ; (Ft)t2[0;1]; P ) and a uniformly bounded
adapted continuous semimartingale (St)t2[0;1] with the following properties:

(i) Each martingale adapted to the �ltration (Ft)t2[0;1] is continuous.

(ii) There exists an equivalent martingale measure P � for S such that the density dP �=dP is uniformly
bounded.

(iii) There does not exist the minimal martingale measure P̂ .
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(iv) There exists an equivalent measure Q such that for Nt = E(dQ=dP jFt) and the Girsanov type local

martingale Ĝ we have that the product ĜN is a true martingale while Ĝ is not.

The answer to Stricker's question is summarized in the next statement:

1.2 Proposition. There exists a martingale M de�ned on a �ltered probability space (
;F ; (Ft)t2[0;1]; Q)

and a contingent claim (i.e., a random variable) f 2 L1
+(
;F ; Q) such that

(i) f is integrable with respect to each equivalent martingale measure P and

(ii) EQ(f) � EP (f) for each equivalent martingale measure P while

(iii) EQ(f) > EP (f) for some equivalent martingale measure P .
The term martingale measure refers to a measure under which M is a martingale.

Let us now turn to the organisation of the paper. We �rst construct in section 2 a discrete example (St)t2N0
displaying the same features as the announced continuous counterexample (St)t2[0;1]. The reason is that
the discrete example is technically simpler and everything can be calculated explicitly by elementary
algebra while at the same time it contains the entire idea of the construction. The �nal continuous
example will just be an adaptation of the discrete example and will be presented in section 3.

2. The Discrete Example

(
;F ; (Ft)t2I ; P ) will denote a �ltered probability space, where I equals [0; 1]; IR+ or N0 . We shall
consider adapted processes (St)t2I which are special semimartingales so that there is a canonical Doob-
Meyer decomposition

St =Mt +At;

where (Mt)t2I is a local martingale under P and (At)t2I is predictable and of �nite variation on compact
subsets of I . We shall always have the case that the angle bracket process hM;Mi is de�ned and, in
fact, in both of the subsequent examples the angle bracket process hM;Mi will coincide with the bracket
process [M;M ]. We shall also have the case that the process (At)t2I is absolutely continuous with respect
to hM;Mit, i.e.

dAt = �tdhM;Mit = �td[M;M ]t

for a predictable process (�t)t2I . Furthermore we shall also always assume that the process (�2 �
[M;M ])t = (�2 � hM;Mi)t is de�ned.

Let us consider the Girsanov-type stochastic process

Ĝt = E(�� �M)t

= exp(�(� �M)t �
1

2
(�2 � [M;M ])t)�0�s�t(1� �s�Ms) exp(�s�Ms +

1

2
�2s(�Ms)

2);

where E denotes the Doleans-Dade exponential (see e.g. Protter (90), ch. II.8). If (St)t2[0;1] is a continuous
process this reduces to the formula

Ĝt = exp(�

Z t

0

�sdMs �
1

2

Z t

0

�2sd[M;M ]s):

In this case (Ĝt)t2[0;1] is a continuous IR+ valued local martingale and therefore a supermartingale. The

importance of the process (Ĝt)t2I stems from the fact that (ĜtSt)t2I is a local martingale under P (see
F�ollmer-Schweizer (90) and Ansel-Stricker (92a).
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2.1 De�nition. (compare Foellmer-Schweizer (90) and Ansel-Stricker (92a))

(St)t2[0;1] admits a minimal local martingale measure if the process (Ĝt)t2[0;1] de�ned by Ĝt = E(���M)t

is a martingale and Ĝ1 is strictly positive P -almost surely.

In this case the measure P̂ with density dP̂
dP , turns (St)t2[0;1] into a local martingale. If P̂ is in fact a

martingale measure for the process S, we call P̂ the minimal martingale measure associated to the process
S.

In the case I = IR+ or I = N0 a similar de�nition may be given by requiring that (Ĝt)t2I is a uniformly

integrable martingale and that Ĝ1 = limt!1 Ĝt is strictly positive almost surely. Note that, in the
case when (St)t2I is bounded, the existence of a minimal local martingale measure is equivalent to the
existence of a minimal martingale measure.

We now start with the construction of the discrete example.

Let 
1 = 
2 = f�1;+1gN equipped with the respective Borel-�-algebras F1 and F2. 
 will denote

 = 
1�
2 equipped with the �-algebra F1
F2. We shall denote the elements of 
 by ! = (!1; !2) =
((�n)

1
n=1, (�n)

1
n=1).

Let P1 denote the Haar measure on F
1, i.e.,

P1 =

1O
n=1

(
1

2
�1 +

1

2
��1);

where � denotes the Dirac measure.

On F2 we shall consider two measures P2 and Q2 given by

P2 =
1O
n=1

((1� 2�n)�1 + 2�n��1)

and

Q2 =

1O
n=1

(
1

4
�1 +

3

4
��1):

Finally de�ne the measures P and Q on F1 
F2 by P = P1 
 P2, Q = P1 
Q2.

Let (Mt)t2N0 be the process

Mt(!) =

tX
n=1

�n:

Obviously M is a martingale with respect to its natural �ltration under P as well as under Q. De�ne
(At)t2N0 as the deterministic (and therefore predictable) process

At = �
tX

n=1

(1� 2�n):

Note that hM;Mit = [M;M ]t = t and that the process At may be written as At = (� � hM;Mi)t with
�t = �(1� 2�t).
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Let T denote the function on 
 given by

T (!) = minft 2 N0 : �t = �1 or �t+1 = �1g

with T (!) =1 if all the coordinates of ! equal 1.

Denote by (St)t2N0 the process M +A stopped at T , i.e.,

St =Mt^T +At^T ;

and let (Ft)t2N0 be the �ltration generated by (St)t2N0 and F the �-algebra generated by (Ft)t2N0 . Note
that T is a stopping time with respect to (Ft)t2N0 .

The above equation gives the Doob{Meyer decomposition of St into its martingale and into its predictable
part (with respect to Q as well as to P ).

Note that each Ft is generated by a partition of 
 into �nitely many atoms. We denote by Bt the atom
of Ft given by

Bt = f! : �1 = � � � = �t = �1 = � � � = �t = 1g:

Note that, for t � 0 we obtain Ft+1 from Ft by leaving all the atoms of Ft unchanged except for splitting
Bt into three atoms, i.e.,

Bt = Bt+1 [ Ct+1 [Dt+1

where

Ct+1 = Bt \ f�t+1 = �1g

and

Dt+1 = Bt \ f�t+1 = �1; �t+1 = 1g:

Let us calculate the measures of these sets with respect to P and Q:

P (Bt) = 2�t
Qt

n=1(1� 2�n); Q(Bt) = 8�t;

P (Ct) = 2�2t+1
Qt�1

n=1(1� 2�n); Q(Ct) = 6 � 8�t;

P (Dt) = 2�t
Qt

n=1(1� 2�n); Q(Dt) = 8�t:

As F is generated by the countable partition of 
 into the atoms f(Ct)
1
t=1; (Dt)

1
t=1g and since P and Q

both are strictly positive on each of them, we readily conclude that the measures P and Q are equivalent
on F .

Now we calculate the Girsanov type process (Ĝt)t2N0 for S which is the same for P as well as for Q
because the Doob-Meyer decomposition St = Mt^T + At^T does not depend on the choice of P or Q.
The exponential formula simpli�es in the present case to

Ĝt = E(�� �M)t^T =

t^TY
s=1

(1� �s 4Ms):
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Noting that �s = �(1� 2�s), fT � sg = Bs [Ds and 4Ms equals 1 on Bs and �1 on Ds, one obtains
inductively

Ĝt(!) =

8><
>:
Qt

n=1(2� 2�n); ! 2 Bt

2�t
Qt�1

n=1(2� 2�n); ! 2 Dt

Ĝt�1(!); elsewhere.

In particular Ĝ1 = limt!1 Ĝt exists almost surely (with respect to P as well as to Q) and is given by

Ĝ1(!) =

( Qt�1
n=1(2� 2�n); ! 2 Ct

2�t
Qt�1

n=1(2� 2�n); ! 2 Dt:

After all these calculations we arrive at the crucial observation: Ĝ1 closes the martingale (Ĝt)t2N0 with
respect to Q while it does not so with respect to P . Indeed, an elementary (and boring) calculation

reveals that limt!1EQ(Ĝ1 � Ĝt) = 0. On the other hand, to see that limt!1EP (Ĝ1 � Ĝt) > 0, the

easiest way is to verify that (Ĝt)t2N is not uniformly integrable in L1(P ). Indeed

EP (Ĝt � �Bt
) = 2�t �

tY
n=1

(1� 2�n)

tY
n=1

(2� 2�n) = (2� 2�t)

tY
n=1

(1� 2�n)2;

which tends to a strictly positive number for t!1 while P (Bt) tends to zero.

Looking at de�nition 2.1 of a minimal martingale measure we may conclude the following: Considering
the process (St)t2N0 based on (
;F ; (Ft)t2N0 ; P ) there does not exist a minimal local martingale measure,
while if we consider the process (St)t2N0 based on (
;F ; (Ft)t2N0 ; Q) there does exist a minimal local

martingale measure with density equal to Ĝ1 (relative to Q). Denote this measure on F by P �, i.e.

dP �

dQ
= Ĝ1:

One easily checks that (St)t2N0 is a uniformly integrable martingale under P �, whence in particular P �

is a martingale measure for the process S.

As P � is equivalent to Q and Q is equivalent to P this implies in particular that (St)t2N0 does admit
a martingale measure equivalent to P but, as we just saw, there is no minimal (even local) martingale
measure with respect to P .

Finally we shall show that the density dP�

dP is uniformly bounded. Let us calculate the value of

dP �

dP
=
dP �

dQ

dQ

dP
= Ĝ1

dQ

dP

on each Ct and Dt. For ! 2 Ct we get

dP �

dP
(!) = Ĝ1(!) �

Q(Ct)

P (Ct)
=

t�1Y
n=1

(2� 2�n)
6 � 8�t

2�2t+1 �
Qt�1

n=1(1� 2�n)
= 3(1� 2�t)

and for ! 2 Dt we get

dP �

dP
(!) = Ĝ1(!)

Q(Dt)

P (Dt)
= 2�t

t�1Y
n=1

(2� 2�n) �
8�t

2�t
Qt

n=1(1� 2�n)
= 4�t
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and these numbers are, of course, uniformly bounded.

The construction of Example 2.2 thus is complete.
q.e.d.

Remarks. (a) The process (St)t2N0 above is not uniformly bounded, but this is only a super�cial feature.

Passing to the process ( ~St)t2N0 with di�erences

~St � ~St�1 = 2�t(St � St�1)

we obtain a uniformly bounded process with all the above properties unchanged. We just did not want
to obscure the above calculation by one more factor of 2�t, which is essentially irrelevant.

(b) Let us give an intuitive interpretation of the above process S. At each time t two coins are 
ipped
independently; one, described by the random variable �t, being fair while the other, described by �t, is
very likely to take the value �t = 1 (with respect to the measure P ). If for all s smaller than t you always
had the outcome �s = �s = 1 then you are still in business at time t: You �rst observe the outcome of the
coin �t. If �t = �1 you stop the game; otherwise you play a game at time t whose outcome is determined
by the (fair) coin �t. Nevertheless the game is very unfair as you win only the sum 2�t if �t = 1 appears
while you loose 2� 2�t if the result is �t = �1.

With respect to P the 
ipping of the coin �t is essentially irrelevant as �t is very likely to equal 1. Hence
with respect to P the above game is similar to playing only the unfair game governed by �t and it is an
easy calculation that for this latter game there exists no equivalent martingale measure at all. This is
the reason behind the above veri�ed absence of the minimal martingale measure with respect to P .

The situation is di�erent if we consider Q. In this case the coin �t is quite likely to equal �1 (namely
with probability 3=4 for each t; we have chosen 3=4 instead of 1=2 for technical reasons, namely to force
dP �=dP to be in L1). Thus a premature end of the game caused by � is quite likely to take place and
the unfairness of the bets on the random variable �t does not have the same impact as under the measure
P .

This is { very roughly { the intuitive idea behind the above construction and this idea may be carried over
to the continuous time example constructed in section 3 below: We only replace the 
ipping of the coins
�t and �t by running Brownian motions with apropriate drifts and stopping these processes conveniently.

(c) We could have constructed the above example on a denumerable probability space 
 by shrinking the
atoms (Ct)

1
t=1 and (Dt)

1
t=1 to one-point-sets. The example given by Karatzas, Lehoczky and Shreve as

well as the one given by L�epingle (92) also use denumerable probability spaces 
. But we felt that the
use of 
 = f�1;+1gN � f�1;+1gN is more transparent and should also facilitate the passage from the
discrete example to the continuous one.

3. The continuous example

We start with an easy lemma which allows to fabricate the counterparts to the random variables �t in
the discrete example.

3.1 Lemma. For 1 > � > 0 there is a uniformly bounded di�usion process (Xt)t2[0;1] on (
;F ; P )
adapted to its natural �ltration (Ft)t2[0;1] with the following property: for X there is a unique equivalent

martingale measure P̂ on F such that the density dP̂ =dP assumes the values � and 2�� with probability
1
2 .

Proof. Let (Bt)t2IR+
be a standard Brownian motion on (
;G; (Gt)t2IR+

; P ), starting at B0 � 0, where
(Gt)t2IR+

is the natural �ltration of Bt. Let Y be the process
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Yt = Bt � t

which is of the form Yt = Bt + �t:hB;Bit with �t � �1.

Form the stochastic exponential

Ĝt = E(��t:Bt) = E(Bt) = exp(Bt �
t

2
)

and let T be the stopping time when Ĝt becomes for the �rst time either � or 2��. Clearly T is almost
surely �nite and P (ĜT = �) = P (ĜT = 2� �) = 1

2 (by the martingale property of (Ĝt)t�T ).

By the martingale representation property of Brownian motion with respect to its natural �ltration we
conclude that the measure P̂ on GT with density dP̂ =dP = ĜT is the unique equivalent martingale
measure on GT for the process Zt = Yt^T .

To replace the index set IR+ by [0; 1] de�ne the process (Wt)t2[0;1] by

Wt =

�
Zt=(1�t); for t 2 [0; 1[;

Z1 = ZT ; for t = 1:

Finally, to make the process uniformly bounded, de�ne the stopping times Tn by letting T0 = 0 and, for
n 2 N,

Tn = infft 2 [0; 1] : jWt j� ng

with Tn = 1 if the above set is empty; de�ne Xt inductively on the stochastic intervals [[Tn�1; Tn]] by

Xt �XTn�1 = 2�n(Wt �WTn�1) for t 2 [[Tn�1; Tn]]:

The process (Xt)t2[0;1] satis�es the requirements.
q.e.d.

We now start the construction of the continuous example:

Let (
1;F1; P 1) be the product (
Q1

n=1 �n;
N1

n=1 Gn;
N1

n=1 P
1
n), where (�n;Gn; P

1
n)
1
n=1 is a sequence

of copies of the probability spaces appearing in lemma 3.1 for � = 2�n. Denote by (Xn
t )t2[0;1] the

corresponding processes given by lemma 3.1 which we assume to be uniformly bounded by 2�n in absolute
value.

Denote by P̂n the measures on Gn given by lemma 3.1 and de�ne the following elements of Gn:

G+
n = f

dP̂n
dP 1

n

= 2� 2�ng and G�n = �n nG
+
n = f

dP̂n
dP 1

n

= 2�ng:

As regards the second factor of our probability space let (
2;F2; P 2) =
(
Q1

n=1	n;
N1

n=1Hn;
N1

n=1 P
2
n) where (	n;Hn; P

2
n)
1
n=1 are copies of probability spaces on which there

are de�ned standard Brownian motions (Wn
t )t2[0;1] with W

n
0 � 0, for each n 2 N.

Fix for each n 2 N a set H+
n 2 Hn which satis�es P 2

n(H
+
n ) = 1� 2�n. Letting H�n = 	n nH

+
n de�ne the

measure Qn on Hn by de�ning the density function
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dQn

dP 2
n

( n) =

�
(4(1� 2�n))�1 for  n 2 H

+
n ;

3 � 2n�2 for  n 2 H
�
n :

so that Qn(H
+
n ) = 1=4 and Qn(H

�
n ) = 3=4. Let the measure Q2 on F2 be given by the product measureN1

n=1Qn.

De�ne again (
;F) as (
1 �
2;F1 
F2) equipped with the measures P = P 1 
 P 2 and Q = P 1 
Q2:

The elements ! of 
 will be denoted by ! = ((�n)
1
n=1; ( n)

1
n=1) with �n 2 �n and  n 2 	n.

In analogy with the discrete example we de�ne the sets B0 = 
, and, for k 2 N,

Bk =f! : �n 2 G
+
n and  n 2 H

+
n for n = 1; : : : ; kg

Ck =Bk�1 \ f k 2 H
�
k g

Dk =Bk�1 \ f�k 2 G
�
k and  k 2 H

+
k g:

As in the discrete example ffCkg1k=1; fD
kg1k=1g forms an almost sure partition of 
 and the P and Q

measures of Bk; Ck and Dk equal the corresponding measures in the discrete example.

Now we de�ne the random variable T by

T (!) =

(
1� 1

2k if  k 2 H
�
k and �j 2 G

+
j ;  j 2 H

+
j for j < k;

1� 1
2k+1 if �k 2 G

�
k and �j 2 G

+
j for j < k;  j 2 H

+
j for j � k:

so that T equals 1� 1
2k on Ck and 1� 1

2k+1 on Dk.

Now we de�ne the process (St)t2[0;1] inductively on the intervals [1� 1
2n�1 ; 1�

1
2n ]

1
n=1 and [1� 1

2n ; 1�
1

2n+1 ]
1
n=1. Let S0 � 0 and, for n 2 N and t 2 [1� 1

2n�1 ; 1�
1
2n ], let

St � S1� 1
2n�1

= 0

while, for n 2 N and t 2 [1� 1
2n ; 1�

1
2n+1 ]

St � S1� 1
2n

=

(
Xn

(t�(1� 1
2n

))(2n)(2n+1)
if T > 1� 1

2n ;

0 otherwise.

This de�nes St for t 2 [0; 1[ and, for t = 1, let S1 = ST .

We also de�ne a "dummy process" (Ut)t2[0;1] inductively on the intervals [1 � 1
2n�1 ; 1 �

1
2n ] and [1 �

1
2n ; 1�

1
2n+1 ]. Let U0 � 0 and, for n 2 N and t 2 [1� 1

2n�1 ; 1�
1
2n ]

Ut � U1� 1
2n�1

=

(
Wn

(t�(1� 1
2n�1

))(2n�1)(2n)
if T > 1� 1

2n�1 ;

0 otherwise.

while, for n 2 N and t 2 [1� 1
2n ; 1�

1
2n+1 ]

Ut � U1� 1
2n

= 0:
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Again let U1 = UT . Let (Ft)t2[0;1] be the �ltration on 
 generated by the process (St + Ut)t2[0;1] and
F = F1. Note that this �ltration is �ner than the one generated by (St)t2[0;1] due to the information
revealed by the "dummy process" (Ut)t2[0;1]. Also note that T is a stopping time with respect to (Ft)t2[0;1].

We shall see that the process (St)t2[0;1] behaves in a similar way as the discrete process (St)t2N0 con-
structed above. Let us �rst give the intuitive interpretation similarly as in remark b of section 2: Again
you are playing games. During the intervals [1 � 1

2n�1 ; 1 �
1
2n ] you only observe the process (Ut)t2[0;1]

and do not make any bets; at time 1� 1
2n you observe whether your state of the world ! is in H+

n or not.
If this is the case (and if you have not stopped playing already before) you are betting on the process
S: You make a bet on its behaviour during the time interval [1 � 1

2n ; 1 �
1

2n+1 ]; note that during this
intervall the process S is { essentially { the process Xn, i.e., a Brownian motion with an unfavourable
drift.

At time 1 � 1
2n+1 you observe whether your state of the world ! belongs to G�n ; if this is the case you

stop playing and otherwise you continue.

This should explain the similarities with the discrete example and motivate the subsequent calculations.

Note that the measures P and Q are equivalent on F . This follows from the fact that they are equivalent
on each F1� 1

n

and that F and F1� 1
2n+1

coincide outside of Bn.

Let us now calculate the Girsanov type process

Ĝt = E(�� �M)t

for (St)t2[0;1], where S =M +A = M + � � hM;Mi is the Doob-Meyer decomposition of S. We remark

again that this decomposition and therefore the process Ĝ does not depend on the choice of P or Q.

It quickly follows from lemma 3.1 that Ĝ1� 1
2n+1

is almost surely constant on each of the sets Bn; (Cj)j�n

and (Dj)j�n and that on each of these sets it assumes there the same values as the function Ĝn in the
discrete example.

We now show that the process S satis�es the assertions of theorem 1.1.

Proof of theorem 1.1. (i) To verify that each martingale adapted to (Ft)t2[0;1] is continuous note
that the process S + U is just built from Brownian motions (with some drift and stopped at stopping
times which use only the information revealed by the preceding Brownian motion). Hence the assertion
quickly follows from the well-known fact that each local martingale adapted to the natural �ltration of a
Brownian motion is necessarily continuous (see, e.g., Protter (90), th. IV.3.42).

(ii) and (iii) We have just seen that the function Ĝ1 = limt!1 Ĝt takes the same values as the function Ĝ1
from the discrete example on the sets (Ck)

1
k=1; (Dk)

1
k=1. Hence the proof of the discrete example carries

over verbatim to the present case: for (St)t2[0;1] there does not exist a minimal martingale measure P̂

with respect to P as EP (Ĝ1) < 1. On the other hand, there does exist an equivalent martingale measure

P �, even with dP�

dP 2 L1; for example, consider the minimal measure P � with respect to Q given by the

formula dP�

dQ = Ĝ1.

(iv) Note that Nt = E(dQ=dP jFt) is a martingale (with respect to P ) and the Girsanov type process Ĝt

is a local martingale but not a martingale. The product ĜN is a true martingale (with respect to P ) as

Ĝ is a true martingale with respect to Q.
q.e.d.

Remark. The theorem is somewhat asymetric in its statement (iv): Only Ĝ fails to be a martingale
while the second factor N is a true martingale. But it is not hard to modify the construction so that
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both factors fail to be martingales: it su�ces to take two independent copies of the above examples and
to de�ne a process indexed by I = [0; 2] by repeating the above construction on [0; 1] and reversing the

roles of Ĝ and N on [1; 2]. We leave the details to the reader.

Summing up we have shown that the product of two non-negative local martingales, starting both at 1,
may be a true martingale while both factors | or precisely one of the factors | may fail to be a true
martingale.

Proof of proposition 1.2. Let (
;F ; (Ft)t2[0;1]; Q), P and (St)t2[0;1] be as in the proof of theorem 1.1
and let M be the martingale part of the Doob-Meyer decomposition of S = M + A. It is easy to verify
that M is a true martingale under Q as well as under P .

The nonnegative random variable f will be Ĝ1. We have seen that

EQ(f) = 1 and EP (f) < 1:

If ~P is any probability measure equivalent to Q such that M is a martingale under ~P , then the process
(Ĝt)t2[0;1] = E(��:M) is a local martingale and therefore a supermartingale with respect to ~P . Therefore
E ~P (f) � 1 which proves proposition 1.2.

q.e.d.
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