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#### Abstract

We present bijections for the planar cases of two formulas on maps that arise from the KP hierarchy (Goulden-Jackson and Carrell-Chapuy formulas), relying on a "cut-and-slide" operation. This is the first time a bijective proof is given for quadratic map-counting formulas derived from the KP hierarchy. Up to now, only the linear one-faced case was known (Harer-Zagier recurrence and Chapuy-Féray-Fusy bijection). As far as we know, this bijection is new and not equivalent to any of the well-known bijections between planar maps and tree-like objects. Résumé. Nous présentons une preuve bijective, dans le cas planaire, de deux formules sur les cartes qui proviennent de la hiérarchie KP (formules de Goulden-Jackson et Carrell-Chapuy), grâce à une opération de type "cut-and-slide". Il s'agit de la première explication bijective de formules quadratiques sur les cartes issues de la hiérarchie KP. Jusqu'ici, seul le cas linéaire des cartes à une face était connu (récurrence d'HarerZagier et bijection de Chapuy-Féray-Fusy). Il semble que la bijection proposée soit d'un genre nouveau et ne soit pas équivalente aux bijections classiques entre les cartes planaires et des objets arborescents.
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## 1 Introduction

Context: A map is a combinatorial object describing the embedding up to homeomorphism of a multigraph on a compact orientable surface (see Section 2 for precise definitions). Map enumeration has been an important research topic for many years now. Tutte first enumerated planar maps [16], raising the natural concern of finding bijections explaining those formulas. Such bijections have since been found, mostly thanks to the family of bijections between maps and decorated trees (blossoming trees and mobiles) [9],[4],[1],[2],[15]. Some of these bijections have recently been extended to maps on surfaces of higher genus (see for instance [8]) and on non orientable surfaces [6].

Another powerful tool for map enumeration is the KP hierarchy. The KadomtsevPetviashvili hierarchy is an infinite set of PDEs on functions with a infinite number of
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variables, which arose from mathematical physics (see [12],[13] and references therein). The first equation of the hierarchy is

$$
F_{3,1}=\frac{1}{12} F_{1^{4}}+F_{2^{2}}+\frac{1}{2}\left(F_{1^{2}}\right)^{2}
$$

where the indices indicate partial derivatives (e.g. $F_{3,1}=\frac{\partial^{2}}{\partial p_{1} \partial p_{3}} F$ ). First, links with objects connected to maps, such as Hurwitz numbers, have been observed (see for instance [13]). In 2008, Goulden and Jackson [10] showed that certain generating functions for maps (with variables controlling the degrees of vertices or faces) are solutions to the KP hierarchy. It allowed them to derive a very simple recurrence formula for triangulations

$$
\begin{align*}
(n+1) T(n, g)= & 4 n(3 n-2)(3 n-4) T(n-2, g-1)+4(3 n-1) T(n-1, g) \\
& +4 \sum_{\substack{i+j=n-2 \\
i, j \geq 0}} \sum_{\substack{g_{1}+g_{2}=g \\
g_{1}, g_{2} \geq 1}}(3 i+2)(3 j+2) T\left(i, g_{1}\right) T\left(j, g_{2}\right)+2 \mathbb{1}_{n=g=1}, \tag{1.1}
\end{align*}
$$

where $T(n, g)$ is the number of rooted triangulations of genus $g$ with $3 n$ edges. Then, using similar methods, Carrell and Chapuy [5] proved a recurrence formula on general maps

$$
\begin{align*}
(n+1) Q_{g}(n, f)= & 2(2 n-1) Q_{g}(n-1, f)+2(2 n-1) Q_{g}(n-1, f-1) \\
& +(2 n-3)(n-1)(2 n-1) Q_{g-1}(n-2, f) \\
& +3 \sum_{\substack{k+l=n \\
k, l \geq 1}} \sum_{\substack{u+v=f \\
u, v \geq 1}} \sum_{\substack{i+j=g \\
i, j \geq 1}}(2 k-1)(2 l-1) Q_{i}(k-1, u) Q_{j}(l-1, v), \tag{1.2}
\end{align*}
$$

where $Q_{g}(n, f)$ is the number of rooted maps of genus $g$ with $n$ edges and $f$ faces. Taking $f=1$, one recovers the famous Harer-Zagier recurrence [11].

Contributions of this article: Finding bijections for formulas arising from the KP hierarchy on maps would allow us to understand maps in greater depth, but for now it is still mainly an open problem. The only special case known for Formulas (1.2) and (1.1) is the case of one-faced maps [7]. In this paper, we present bijective proofs for the planar case ( $\mathrm{g}=0$ ) of Goulden-Jackson and Carrell-Chapuy formulas. Note that contrarily to the one-faced case which is linear, the planar formulas are, as in the general case, quadratic.

We prove a more general formula on precubic maps (see Section 2 for a definition) which implies the Goulden-Jackson formula. The Carrell-Chapuy formula comes from two separate (but somehow related by their bijective proofs) formulas that were not predicted by the KP hierarchy, one of them being a generalization of the famous Rémy bijection on trees [14] to all planar maps.

Our bijections rely on a particular exploration of the map and on a "cut and slide" operation. A similar (although slightly different) operation is defined in [3] (see Remark
4.5 for more details). Although non-local, this operation allows us to keep track of the degrees of the vertices, which gives us more precise formulas. One can hope to unite the concepts that arise in the bijective proofs of the higher genus case with 1 face (the trisections, see for instance [7]) and of the planar case with several faces (the cut and slide operation, defined in this article) into one general framework. However, putting it all together seems to be a challenge of its own.

The bijective study of planar maps is a well understood topic, especially thanks to bijections with tree-like objects [9],[4],[1],[2],[15]. However, as far as we know, our bijection is not equivalent to the bijections above (although certain similarities can be observed, such as a search of the dual map, DFS in our case, BFS in the bijections above).

We also have a bijective proof of the precubic recurrence for two-faced maps (not included in this paper), but it is already very complicated and involves separate cases. Using the second KP equation, we can derive an equation on maps with vertices of degrees 1 or 4 , whose planar case is very similar to Formula (3.2) and is also proved by our bijection. This suggests that this exploration+cut-and-slide scheme is somehow underlying in the KP hierarchy for maps.

In Section 2, we will give some definitions on maps. In Section 3, we will state the main results of this article. The bijections will be described in Section 4. Section 5 will present refined formulas with control over the degrees of the vertices.

## 2 Definitions

Definition 2.1. A map $M$ is the data of a connected multigraph (multiple edges and loops are allowed) $G$ (called the underlying graph) embedded in a compact orientable surface $S$, such that $S \backslash G$ is homeomorphic to a collection of disks. The connected components of $S \backslash G$ are called the faces. Equivalently, $M$ is the data of $G$ and a rotation system which describes the cyclic order of the half-edges around each vertex. The genus $g$ of $M$ is the genus of $S$ (the number of "handles" in $S$ ). $M$ is defined up to homeomorphism. A corner of $M$ is an angular sector between two consecutive half-edges around a vertex. A rooted map is a map with a distinguished corner. A small arrow is placed in the distinguished corner, thus splitting the corner in two separate corners (left and right of the arrow). If a rooted map $M$ of genus $g$ has $n$ edges, $v$ vertices and $f$ faces, the Euler formula links those quantities: $v-n+f=2-2 g$. $M$ has $2 n+1$ corners.

A planar map is a rooted map of genus 0 . It can be drawn on the plane with the root lying on the outer face. A precubic map is a map with vertices of degree 1 or 3 only, rooted on a vertex of degree 1. A leaf is a vertex of degree 1 that is not the root.


Figure 1: A planar map

## 3 Main results

Theorem 3.1. There is a bijection between planar maps $M$ with a marked discovery (discoveries are specific edges whose sides lie in different faces, see Section 4 for a precise definition) and pairs of planar maps $\left(M_{1}, M_{2}\right)$ such that $M_{1}$ has a marked vertex and $M_{2}$ has a marked leaf. This bijection preserves the total number of edges and faces. It gives the following formula on planar maps

$$
\begin{equation*}
(f-1) Q(n, f)=\sum_{\substack{i+j=n-1 \\ i, j \geq 0}} \sum_{\substack{f_{1}+f_{2}=f \\ f_{1}, f_{2} \geq 1}} v_{1} Q\left(i, f_{1}\right)(2 j+1) Q\left(j, f_{2}\right), \tag{3.1}
\end{equation*}
$$

where $Q(n, f)$ is the number of planar maps with $n$ edges and $f$ faces, and $v_{1}$ counts the number of vertices in the first map (i.e. $v_{1}=2+i-f_{1}$ )

This bijection adapts to precubic maps, and the marked vertex of $M_{1}$ is now a marked leaf

$$
\begin{equation*}
(f-1) \alpha(n, f)=\sum_{i+j=n} \sum_{f_{1}+f_{2}=f} \alpha^{(1)}\left(i, f_{1}\right) \alpha^{(1)}\left(j, f_{2}\right), \tag{3.2}
\end{equation*}
$$

where $\alpha(n, f)$ counts the number of (planar) precubic maps with $n$ edges and $f$ faces, and $\alpha^{(1)}(n, f)$ counts the number of precubic maps with $n$ edges and $f$ faces and a marked leaf.

Theorem 3.2 (Generalized Rémy bijection). There is a bijection between planar maps $M$ with a marked leaf and planar maps $M^{\prime}$ with a marked corner, such that $M^{\prime}$ has as many faces and one edge less than $M$.

There is a bijection between planar maps $M$ with a marked node (i.e. a vertex that is not a leaf) and the union of planar maps $M^{\prime}$ with a marked corner and pairs of planar maps $M_{1}$ and $M_{2}$ such that they both have a marked vertex. The total number of faces is preserved, and the total number of edges decreases by one.

It gives us the following formula

$$
\begin{equation*}
v Q(n, f)=2(2 n-1) Q(n-1, f)+\sum_{\substack{i+j=n-1 \\ i, j \geq 0}} \sum_{\substack{f_{1}+f_{2}=f \\ f_{1}, f_{2} \geq 1}} v_{1} Q\left(i, f_{1}\right) v_{2} Q\left(j, f_{2}\right) \tag{3.3}
\end{equation*}
$$

where the "v-variables" count the number of vertices. This holds for $n>0$.
Taking $n=3 m+2$ and $f=m+2$ in (3.2), one recovers

Corollary 3.3 (Goulden-Jackson planar case).

$$
(n+1) T(n)=4(3 n-1) T(n-1)+4 \sum_{\substack{i+j=n-2 \\ i, j \geq 0}}(3 i+2)(3 j+2) T(i) T(j)
$$

where $T(n)$ counts the number of planar triangulations with $3 n$ edges.
Combining Formulas (3.1) and (3.3) and doing some manipulations, one recovers
Corollary 3.4 (Carrell-Chapuy planar case).

$$
\begin{align*}
(n+1) Q(n, f)= & 2(2 n-1) Q(n-1, f)+2(2 n-1) Q(n-1, f-1) \\
& +3 \sum_{\substack{k+l=n \\
k, l \geq 1}} \sum_{\substack{u+v=f \\
u, v \geq 1}}(2 k-1)(2 l-1) Q(k-1, u) Q(l-1, v) . \tag{3.4}
\end{align*}
$$

Formula (3.4) is not straightforwardly derived from Formulas (3.1) and (3.3). Indeed, the proof (not included here because of lack of space) is actually a proof by induction on $n$, that involves applying Formulas (3.1) and (3.3) several times and even the dual of Formula (3.1).

## 4 The bijections

In this section, we will define the exploration of a planar map and the notion of discoveries that result from it, then we will explain our bijections.

Definition 4.1. The exploration of a planar map is defined iteratively in the following way: starting from the root, go along the edges, keeping the edges on the right (progress in clockwise order). When an edge that is at the interface of the current face and a face not yet discovered is found, open this edge into a bud and a stem, and continue the process, thus entering the new face. Continue until the root is reached again.

Each edge that has been opened during the process is called a discovery, and the vertex attached to the bud is called a discovery vertex. If there are $f$ faces, there are $f-1$ discoveries (note that several discoveries can share the same discovery vertex).

The exploration is actually equivalent to a DFS of the dual, with a "right first" priority. It defines a partial order on the faces, thus for each face (resp. discovery) (but the outer face) we can define its previous face (resp. previous discovery). It also defines a order on the corners (resp. half edges) incident to each vertex, according to the order in which they were visited during the exploration.

Let e be a discovery, adjacent to faces $f_{1}$ and $f_{2}$, such that $f_{1}$ is the previous face of $f_{2}$. We say $e$ leaves $f_{1}$ and enters $f_{2}$.

Remark 4.2. The exploration is a dynamic process that modifies the map along the way, but in the end, once the exploration is over and the discoveries have been found, we will deal with the original, unmodified map, with its original edges and faces. It is as if we did the exploration then closed the map back. Alternatively, one can think of an exploration that doesn't open the discoveries but just crosses them.


Figure 2: The exploration of a planar map. The buds are the outgoing arrows, the stems are the ingoing arrows. Left: the original map. Center: the opened map. Right: The original map, with its discoveries and discovery vertices in purple. The red tree describes the partial order among the faces. The corners are labeled in the order they were found during the discovery

We can now relate the bijections and the formulas. In a map with $f$ faces, there are $f-1$ discoveries, so there are $(f-1) Q(n, f)$ maps with $n$ edges, $f$ faces and a marked discovery. A marked leaf can be retracted into a marked corner (see Figure 3 left), such that there are $(2 i+1) Q\left(i, f_{1}\right)$ maps with $i+1$ edges, $f_{1}$ faces and a marked leaf. There are $v_{2} Q\left(j, f_{2}\right)$ maps with $j$ edges, $f_{2}$ faces and a marked vertex. So Formulas (3.1) and (3.3) are indeed consequences of Theorems 3.1 and 3.2. In a precubic map, one can retract a leaf into a marked side-edge losing two edges (see Figure 3 right), so a precubic map with no leaf is equivalent to a cubic map, and we find corollary 3.3.


Figure 3: Retracting a leaf: in a general map (left), in a precubic map (right)

### 4.1 Cut and slide bijection

Here we will describe the bijection for general maps, but it is straightforward to see that it also applies to precubic maps and gives the bijection we want.

Definition 4.3. A discovery is said to be disconnecting if the corner preceding the discovery and the last corner (in the order defined by the exploration) around the discovery vertex lie in the same face.

Any map with a marked disconnecting discovery can be (bijectively) split into two maps, one with a marked vertex, the other with a marked leaf in the outer face (see Figure 4).


Figure 4: Splitting a map at a disconnecting discovery. Here we only see what happens locally around the disconnecting discovery. On the left, the discovery and its discovery vertex are in purple, $c$ is the corner preceding the discovery, and $c^{*}$ is the last corner around the discovery vertex

The splitting operation of a disconnecting discovery describes our bijection in the case where the marked discovery is disconnecting, and the reverse bijection in the case where the marked leaf lies in the outer face.

We have the following lemma:
Lemma 4.4. If a vertex has a corner in the outer face, then its last corner lies in the outer face.
Proof of Theorem 3.1. The general process is iterative (see Figure 5 for an example).
Cut process: Start from a map $M$ with a marked discovery $e$, let $v$ be its discovery vertex. If the discovery is disconnecting, then split $M$ at $v$ as described after definition 4.3.

Otherwise, open $e$ into a bud $b_{0}$ and a stem $s_{0}$, and consider its previous discovery $e_{1}$ (in the order defined above). If it is disconnecting, then split it, otherwise open it (into $b_{1}$ and $s_{1}$ ) and consider the previous discovery $e_{2}$, and so on until a splitting operation is made. Note that a discovery that leaves the outer face is always disconnecting (because of Lemma 4.4), so the algorithm terminates. One ends up with two maps $M_{1}$ and $M_{2}^{\prime}$, such that $M_{1}$ has a marked vertex and $M_{2}^{\prime}$ has a marked leaf $l$ and (possibly) some buds and stems, all lying in the outer face.

Slide process: We will not modify $M_{1}$. If there are no buds and stems in $M_{2}^{\prime}$, we are done. Else, consider $s_{0}$, and make it a marked leaf. Then consider $l$, and make it a stem. Finally, glue back the buds and stems together canonically: starting from the root of $M_{2}^{\prime}$,
taking a clockwise tour of the outer face, one encounters a certain number of buds, then the same number of stems. There is only one way to match each bud with each stem such that the map remains planar. Equivalently, if there are $k+1$ buds and $k+1$ stems, match $b_{0}$ with $s_{1}$, and so on, until $b_{k}$ is matched with $l$. We obtain a map $M_{2}$ with a marked leaf, together with the map $M_{1}$ with a marked vertex.

Conversely, starting from $M_{2}$ with a marked leaf $l$ and $M_{1}$ with a marked vertex, consider $M_{2}$. $l$ lies in a certain face $F$, and if $F$ is not the outer face, there is a certain discovery $e_{0}$ that enters $F$. Open it into a bud $b_{0}$ and a stem $s_{0}$, then open the previous discovery $e_{1}$, and repeat the process until a discovery that leaves the outer face has been opened (in that case there is no previous discovery to open). One ends up with a map $M_{2}^{\prime}$ with a marked leaf $l$ and possibly some buds and stems, all lying in the outer face. If there are some buds and stems, let $s$ be the stem that was created last in the process. Make $s$ a marked leaf $l^{*}$, and make $l$ a marked stem $s^{*}$, then close the map canonically. One now has a map $M_{2}^{*}$ with a marked leaf on the outer face and (possibly) a marked edge $e$ (that comes from the closure of $s^{*}$ ). This marked edge is actually a discovery in $M_{2}^{*}$ (and will be a discovery in the final map). If $e$ doesn't exist, let $l^{*}=l$, and mark the edge adjacent to $l^{*}$ (and call it $e$ ). Now do the inverse of the splitting operation: glue $l^{*}$ to the root vertex of $M_{2}^{*}$ at its first corner, and then glue the root of the resulting map at the last corner of the marked vertex of $M_{1}$ to obtain a map $M$ with a marked discovery $e$.
Note that, for precubic maps, discovery vertices are always of degree 3, so that when split, the marked vertex of $M_{1}$ and the root of $M_{2}$ are both of degree 1, which gives us Formula (3.2).


Figure 5: The bijection (above) and its inverse (below)

Remark 4.5. The cut and slide operation also appeared in [3]. However there are significant differences: the cut path is geodesic (leftmost BFS), and both endpoints of the path need to be specified. Whereas here, the cut path is defined by a leftmost DFS, and only one endpoint of the path (the marked discovery) needs to be specified, the other endpoint (the disconnecting discovery) is uniquely determined. What's more, the bijections in [3] imply linear formulas, contrarily to our quadratic formulas.

### 4.2 Generalized Rémy bijection

We will now describe a generalized Rémy bijection on planar maps, that also relies on the cut-and-slide operation.

We recall Rémy's bijection for plane tree that proves the formula $(n+1) T(n)=$ $2(2 n-1) T(n-1)$ where $T(n)$ counts the number of rooted plane trees with $n$ edges (see Figure 6 for an example). Start from a tree $T$ with $n$ edges and a marked vertex $v$. If $v$ a leaf, retract it (as in Figure 3) to obtain a tree $T^{\prime}$ with $n-1$ edges, with a marked corner. Otherwise, $v$ has a last son $v^{\prime}$, that is its son that is found last during a clockwise tour of the unique face. We can then contract the edge between $v$ and $v^{\prime}$, and mark a corner around the merging vertex to remember where to grow the edge back. The reverse bijection is then straightforward.


Figure 6: Rémy's bijection for planar trees (left) and the growing operation (right)
We can now describe the generalized Rémy bijection for planar maps.

Proof of Theorem 3.2. Take a planar map $M$ and mark a vertex $v$. If it is a leaf, contract it to mark a corner. Otherwise, consider the last corner around $v$, and let $e$ be the edge that appears just before the last corner around $v$ in the clockwise order. Let $v^{\prime}$ be the other end of $e$ (note that it is possible that $v=v^{\prime}$ ). $v^{\prime}$ will play the role of the "last son" of $v$. We can try and contract $e$, marking a corner around the merging vertex to remember where to grow back the edge. Consider the inverse of this operation (growing an edge from $v$ ): it produces a vertex $v^{\prime}$ that has to be found after $v$ in the exploration. Thus, the operation of contracting $e$ is well-defined whenever $v$ is found before $v^{\prime}$ in the exploration. This gives us the first term of the RHS of Formula (3.3). The remaining case is when $v^{\prime}$ has actually been seen before $v$ during the exploration (including the case
$v=v^{\prime}$. But this means we reached the end of a cycle, and since we are dealing with planar maps, it means that $e$, the edge we were trying to contract, is actually a discovery! In that case, instead of contracting it, we can just apply the cut and slide operations (as defined in the previous bijection) with $e$ as a marked discovery. We end up with two maps $M_{1}$ and $M_{2}$, but now the marked leaf of $M_{2}$ has to be the last son of its neighbor $v^{*}$. So we can just contract it and mark $v^{*}$ (to go back, we just grow the leaf from the last corner of $v^{*}$ ). This gives us the second term of the RHS of Formula (3.3).


Figure 7: The generalized Rémy bijection. The case similar to trees (above), and the cut-and-slide case (below)

There is also a generalization of Rémy's bijection on binary trees to precubic maps, that works exactly the same, we leave it as an exercise to the reader.

## 5 Controlling the degrees of the vertices

Here we present an analogue of (3.1) with control over the degrees of the vertices. If $\mathbf{v}=\left(v_{i}\right)_{i \in \mathbb{N}}$ is a sequence of integers, for any $j>0$, we set $\delta_{j}(\mathbf{v})=\mathbf{w}$ where $w_{j}=v_{j}+1$ and $w_{i}=v_{i}$ for $i \neq j$, and $\delta_{-j}=\mathbf{w}^{\prime}$ where $w_{j}^{\prime}=v_{j}-1$ and $w_{i}^{\prime}=v_{i}$ for $i \neq j$. Finally, we set $\delta\left(\mathbf{v}, j_{1}, \ldots, j_{k}\right)=\delta_{j_{1}} \circ \ldots \circ \delta_{j_{k}}(\mathbf{v})$. Let $M(r, f, \mathbf{v})$ the number of planar maps with $f$ faces, with root of degree $r$, with $\mathbf{v}=\left(v_{i}\right)_{i \in \mathbb{N}}$ such that there are $v_{i}$ vertices of degree $i$ (root included). The cut-and-slide operation only modifies the degrees at the marked leaf and the splitting vertex, so we can immediately derive this more precise formula

## Theorem 5.1.

$$
\begin{aligned}
& (f-1) M(r, f, \boldsymbol{v}) \\
= & \sum_{j, k \geq 1} \sum_{\boldsymbol{u}+\boldsymbol{w}=\delta(v, 1, j, k,-(j+k+1))} \sum_{\substack{f_{1}+f_{2}=f \\
f_{1}, f_{2} \geq 1}}\left(u_{j}-\mathbb{1}_{j=r}\right) M\left(r, f_{1}, \boldsymbol{u}\right)\left(w_{1}-\mathbb{1}_{k=1}\right) M\left(k, f_{2}, \boldsymbol{w}\right) \\
& +\sum_{j+k=r-1} \sum_{\substack{u+\boldsymbol{w}=\delta(\boldsymbol{v}, 1,-r, k, j)}} \sum_{\substack{f_{1}+f_{2}=f \\
f_{1}, f_{2} \geq 1}} M\left(j, f_{1}, \boldsymbol{u}\right)\left(w_{1}-\mathbb{1}_{k=1}\right) M\left(k, f_{2}, \boldsymbol{w}\right) .
\end{aligned}
$$

Note that the second term appears when the vertex that is split is the root (and thus the $\left(u_{j}-\mathbb{1}_{j=r}\right)$ ), and the $\left(w_{1}-\mathbb{1}_{k=1}\right)$ term means that the marked leaf in the second map cannot be the root. Note that this recurrence formula allows us to compute the number of maps with bounded vertex degrees.

Formula (3.3) also has an analog where the degrees are recorded, but it splits into three different cases, according to whether the marked vertex is a leaf, the root, or another node. If it is a leaf, it is the trivial bijection described in Figure 3. If it is the root vertex, the formula is actually Tutte's formula. We will only include the formula corresponding to the case where the marked vertex is a node. This formula alone suffices to calculate all the terms by induction. As before, there are extra terms because it depends whether the modification affects the root or not.

For $p \neq 1$ :

$$
\begin{aligned}
& \left(v_{p}-\mathbb{1}_{p=r}\right) M(r, f, \mathbf{v}) \\
= & \sum_{j \geq 1} u_{p+j-2} M(r, f, \mathbf{u}=\delta(\mathbf{v},-j,-p, j+p-2)) \\
& +\sum_{j, k \geq 0} \sum_{\mathbf{u}+\mathbf{w}=\delta(\mathbf{v},-p, p-1, j, k,-(j+k+1))} \sum_{\substack{f_{1}+f_{2}=f \\
f_{1}, f_{2} \geq 1}}\left(u_{j}-\mathbb{1}_{j=r}\right) M\left(r, f_{1}, \mathbf{u}\right) w_{p-1} M\left(k, f_{2}, \mathbf{w}\right) \\
& +\sum_{k=0}^{r-1} \sum_{\mathbf{u}+\mathbf{w}=\delta(\mathbf{v},-p, p-1,-r, k, r-k-1)} M\left(r-1-k, f_{1}, \mathbf{u}\right) w_{p-1} M\left(k, f_{2}, \mathbf{w}\right) .
\end{aligned}
$$
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