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#### Abstract

Recently James Martin introduced multiline queues, and used them to give a combinatorial formula for the stationary distribution of the multispecies asymmetric simple exclusion exclusion process (ASEP) on a circle. The ASEP is a model of particles hopping on a one-dimensional lattice, which has been extensively studied in statistical mechanics, probability, and combinatorics. In this article we give an independent proof of Martin's result, and we show that by introducing additional statistics on multiline queues, we can use them to give a new combinatorial formula for both the symmetric Macdonald polynomials $P_{\lambda}(\mathbf{x} ; q, t)$, and the nonsymmetric Macdonald polynomials $E_{\lambda}(\mathbf{x} ; q, t)$, where $\lambda$ is a partition. This formula is rather different from others that have appeared in the literature (Haglund-Haiman-Loehr'05, Ram-Yip'11, and Lenart'09). Our proof uses results of Cantini, de Gier, and Wheeler who recently linked the multispecies ASEP on a circle to Macdonald polynomials.
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## 1 Introduction and results

Introduced in the late 1960s [21, 27], the asymmetric simple exclusion process (ASEP) is a model of interacting particles hopping left and right on a one-dimensional lattice of $n$ sites. There are many versions of the ASEP: the lattice might be a lattice with open boundaries, or a ring, among others; and we may allow multiple species of particles with different "weights". In this article, we will be concerned with the multispecies ASEP on a ring, where the rate of two adjacent particles swapping places is either 1 or $t$, depending on their relative weights. Recently James Martin [23] gave a combinatorial formula in terms of multiline queues for the stationary distribution of this multispecies ASEP on a ring, building on his earlier joint work with Ferrari [11].

[^0]On the other hand, recent work of Cantini, de Gier, and Wheeler [4] gave a link between the multispecies ASEP on a ring and Macdonald polynomials. Symmetric Macdonald polynomials $P_{\lambda}(\mathbf{x} ; q, t)$ [19] are a family of multivariable orthogonal polynomials indexed by partitions, whose coefficients depend on two parameters $q$ and $t$; they generalize multiple important families of polynomials, including Schur polynomials (at $q=t=0$ ) and Hall-Littlewood polynomials (at $q=0$ ). Nonsymmetric Macdonald polynomials [8, 20] were introduced shortly after the introduction of Macdonald polynomials, and defined in terms of Cherednik operators; the symmetric Macdonald polynomials can be constructed from their nonsymmetric counterparts.

There has been a lot of work devoted to understanding Macdonald polynomials from a combinatorial point of view. Haglund-Haiman-Loehr [14, 13] gave a combinatorial formula for the transformed Macdonald polynomials $\tilde{H}_{\mu}(\mathbf{x} ; q, t)$ (which are connected to the geometry of the Hilbert scheme [16]) as well as for the integral forms $J_{\mu}(\mathbf{x} ; q, t)$, which are scalar multiples of the classical monic forms $P_{\mu}(\mathbf{x} ; q, t)$. They also gave a formula for the nonsymmetric Macdonald polynomials [15]. Building on work of Schwer [26], Ram and Yip [25] gave general-type formulas for both the Macdonald polynomials $P_{\lambda}(\mathbf{x} ; q, t)$ and the nonsymmetric Macdonald polynomials; however, their type $A$ formulas have many terms. Lenart [18] showed how to "compress" the Ram-Yip formula in type A to obtain a Haglund-Haiman-Loehr type formula for the polynomials $P_{\lambda}(\mathbf{x} ; q, t)$ for $\lambda$ with all parts distinct. Finally, Ferreira [12] and Alexandersson [2] gave Haglund-HaimanLoehr type formulas for permuted basement Macdonald polynomials, which generalize the nonsymmetric Macdonald polynomials.

The main goal of this article is to define some polynomials combinatorially in terms of multiline queues which simultaneously compute the stationary distribution of the multispecies ASEP and also symmetric Macdonald polynomials $P_{\lambda}(\mathbf{x} ; q, t)$. More specifically, we introduce some polynomials $F_{\mu}\left(x_{1}, \ldots, x_{n} ; q, t\right)=F_{\mu}(\mathbf{x} ; q, t) \in \mathbb{Z}(q, t)\left[x_{1}, \ldots, x_{n}\right]$ which are certain weight-generating functions for multiline queues with bottom row $\mu$, where $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$ is an arbitrary weak composition. We show that these polynomials have the following properties:

1. When $x_{1}=\cdots=x_{n}=1$ and $q=1, F_{\mu}(\mathbf{x} ; q, t)$ is proportional to the steady state probability that the multispecies ASEP is in state $\mu$. (This recovers a result of Martin [23], but we give an independent proof.)
2. When $\mu$ is a partition, $F_{\mu}(\mathbf{x} ; q, t)$ is equal to the nonsymmetric Macdonald polyno$\operatorname{mial} E_{\mu}(\mathbf{x} ; q, t)$.
3. For any partition $\lambda$, the quantity $Z_{\lambda}(\mathbf{x} ; q, t):=\sum_{\mu} F_{\mu}(\mathbf{x} ; q, t)$ (where the sum is over all distinct compositions obtained by permuting the parts of $\lambda$ ) is equal to the symmetric Macdonald polynomial $P_{\lambda}(\mathbf{x} ; q, t)$.

In the remainder of the introduction we will make the above statements more precise.

### 1.1 The multispecies ASEP

We start by defining the multispecies ASEP or the L-ASEP as a Markov chain on the cycle $\mathbb{Z}_{n}$ with $L$ classes of particles as well as holes. The $L$-ASEP on a ring is a natural generalization for the two-species ASEP; for the latter, solutions were given using a matrix product formulation in terms of a quadratic algebra similar to the matrix ansatz described in [9].

For the L-ASEP when $t=0$ (i.e. particles only hop in one direction), Ferrari and Martin [11] proposed a combinatorial solution for the stationary distribution using multiline queues. This construction was restated as a matrix product solution in [10] and was generalized to the partially asymmetric case (t generic) in [24]. In [3] the authors explained how to construct an explicit representation of the algebras involved in the $L$ ASEP. Finally James Martin [23] gave an ingenious combinatorial solution for the stationary distribution of the $L$-ASEP when $t$ is generic, using more general multiline queues and building on ideas from [11] and [10].

Definition 1.1. Let $\lambda=\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ be a partition with greatest part $\lambda_{1}=L$, and let $t$ be a constant such that $0 \leq t \leq 1$. Let States $(\lambda)$ be the set of all weak compositions of length $n$ obtained by permuting the parts of $\lambda$. We consider indices modulo $n$; i.e. if $\mu=\mu_{1} \ldots \mu_{n}$ is a composition, then $\mu_{n+1}=\mu_{1}$. The multispecies asymmetric simple exclusion process $\operatorname{ASEP}(\lambda)$ on a ring is the Markov chain on States $(\lambda)$ with transition probabilities:

- If $\mu=A i j B$ and $v=A j i B$ are in States $(\lambda)$ (here $A$ and B are words in the parts of $\lambda$ ), then $P_{\mu, v}=\frac{t}{n}$ if $i>j$ and $P_{\mu, v}=\frac{1}{n}$ if $i<j$.
- Otherwise $P_{\mu, v}=0$ for $v \neq \mu$ and $P_{\mu, \mu}=1-\sum_{\mu \neq v} P_{\mu, v}$.

We think of the 1 's, 2 's, ..., L's as representing various types of particles of different weights; each 0 denotes an empty site. See Figure 1.


Figure 1: The multispecies ASEP on the lattice $\mathbb{Z}_{8}$. There is one particle of type 3, three particles of type 2 , one particle of type 1 , and three holes ( 0 's), so we refer to this Markov chain as $\operatorname{ASEP}(3,2,2,2,1,0,0,0)$.

### 1.2 Multiline queues

We now define ball systems and multiline queues. These concepts are due to Ferrari and Martin [11] for $t=0$ and $q=1$ and to Martin [23] for $t$ general and $q=1$.

Definition 1.2. Fix positive integers $L$ and $n . A$ ball system $B$ is an $L \times n$ array in which each of the Ln positions is either empty or occupied by a ball. We number the rows from bottom to top from 1 to $L$, and the columns from left to right from 1 to $n$. Moreover we require that there is at least one ball in the top row, and that the number of balls in each row is weakly increasing from top to bottom.


Figure 2: A ball system.

Definition 1.3. Given an $L \times n$ ball system $B$, a multiline queue $Q$ (for $B$ ) is, for each row $r$ where $2 \leq r \leq L$, a matching of balls from row $r$ to row $r-1$. A ball $b$ may be matched to any ball $b^{\prime}$ in the row below it; we connect $b$ and $b^{\prime}$ by a shortest strand that travels either straight down or from left to right (allowing the strand to wrap around the cylinder if necessary). We refer to two balls being matched by a pairing, with pairings obtained by the following algorithm:

- We start by matching all balls in row $L$ to a collection of balls (their partners) in row $L-1$. We then match those partners in row $L-1$ to new partners in row $L-2$, and so on. This determines a set of balls, each of which we label by $L$.
- We then take the unmatched balls in row $L-1$ and match them to partners in row $L-2$. We then match those partners in row $L-2$ to new partners in row $L-3$, and so on. This determines a set of balls, each of which we label by $L-1$.
- We continue in this way, determining a set of balls labeled $L-2, L-3$, and so on, and finally we label any unmatched balls in row 1 by 1.
- If at any point there's a free (unmatched) ball $b^{\prime}$ directly underneath the ball $b$ we're matching, we must match $b$ to $b^{\prime}$. We say that $b$ and $b^{\prime}$ are trivially paired.

Let $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right) \in\{0,1, \ldots, L\}^{n}$ be the labeling of the balls in row 1 at the end of this process (where an empty position is denoted by 0 ). We then say that $Q$ is a multiline queue of type $\mu$. See Figure 3 for an example.


Figure 3: A multiline queue of type (2,2,0,0,0,3,2,1).

Remark 1.4. Note that the induced labeling on the balls satisfies the following properties:

- If ball $b$ with label $i$ is directly above ball $b^{\prime}$ with label $j$, then we must have $i \leq j$.
- Moreover if $i=j$, then those two balls are matched to each other (a trivial pairing).

We now define the weight of each multiline queue. Here we generalize Martin's ideas [23] by adding parameters $q$ and $x_{1}, \ldots, x_{n}$.

Definition 1.5. Given a multiline queue $Q$, we let $m_{i}$ be the number of balls in column $i$. We define the $x$-weight of $Q$ to be $\mathrm{wt}_{x}(Q)=x_{1}^{m_{1}} x_{2}^{m_{2}} \ldots x_{n}^{m_{n}}$.

We also define the $q, t$-weight of $Q$ by associating a weight to each nontrivial pairing $p$ of balls. These weights are computed in order as follows. Consider the nontrivial pairings between rows $r$ and $r-1$. We read the balls in row $r$ in decreasing order of their label (from $L$ to $r$ ); within a fixed label, we read the balls from right to left. As we read the balls in this order, we imagine placing the strands pairing the balls one by one. The balls that have not yet been matched in row $r-1$ are considered free. If pairing $p$ matches ball $b$ in row $r$ and column $c$ to ball $b^{\prime}$ in row $r-1$ and column $c^{\prime}$, then the free balls in row $r-1$ and columns $c+1, c+2, \ldots, c^{\prime}-1$ (indices considered modulo n) are considered skipped. Note that the balls which are trivially paired between rows $r$ and $r-1$ are not considered free. Let $i$ be the label of balls $b$ and $b^{\prime}$. We then associate to pairing $p$ the weight

$$
\mathrm{wt}_{q, t}(p)= \begin{cases}\frac{(1-t)^{\# \text { \# skipped }}}{1-q^{i-r+1 \#^{\text {free }}}} \cdot q^{i-r+1} & \text { if } c^{\prime}<c \\ \frac{(1-t))^{\# \text { skipped }}}{1-q^{i-r+1} \#^{\# \text { free }}} & \text { if } c^{\prime}>c\end{cases}
$$

Note that the extra factor $q^{i-r+1}$ appears precisely when the strand connecting $b$ to $b^{\prime}$ wraps around the cylinder.

Having associated a q,t-weight to each nontrivial pairing of balls, we define the $q, t$-weight of the multiline queue $Q$ to be

$$
\mathrm{wt}_{q, t}(Q)=\prod_{p} \mathrm{wt}_{q, t}(p),
$$

where the product is over all nontrivial pairings of balls in $Q$.
Finally the weight of $Q$ is defined to be

$$
\mathrm{wt}(Q)=\mathrm{wt}_{x}(Q) \mathrm{wt}_{q, t}(Q)
$$

Example 1.6. In Figure 3, the $x$-weight of the multiline queue $Q$ is $x_{1} x_{2}^{2} x_{3} x_{4} x_{5} x_{6}^{2} x_{7} x_{8}$.
The weight of the unique pairing between row 3 and row 2 is $\frac{(1-t) t}{1-q t^{4}}$. The weight of the pairing of balls labeled 3 between row 2 and 1 is $\frac{(1-t)}{1-q^{2} t^{5}}$, and the weights of the pairings of balls labeled 2 are $\frac{(1-t) t^{2}}{1-q t^{3}} \cdot q$ and $\frac{1-t}{1-q t^{2}}$. Therefore

$$
\mathrm{wt}(Q)=x_{1} x_{2}^{2} x_{3} x_{4} x_{5} x_{6}^{2} x_{7} x_{8} \cdot \frac{(1-t) t}{1-q t^{4}} \cdot \frac{(1-t)}{1-q^{2} t^{5}} \cdot \frac{(1-t) t^{2}}{1-q t^{3}} \cdot q \cdot \frac{1-t}{1-q t^{2}}
$$

We now define the weight-generating function for multiline queues of a given type, as well as the combinatorial partition function for multiline queues.

Definition 1.7. Let $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right) \in\{0,1, \ldots, L\}^{n}$ be a composition with largest part L. Set

$$
F_{\mu}=F_{\mu}\left(x_{1}, \ldots, x_{n} ; q, t\right)=F_{\mu}(\mathbf{x} ; q, t)=\sum_{Q} w t(Q)
$$

where the sum is over all $L \times n$ multiline queues of type $\mu$.
Let $\lambda=\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$ be a partition with $n$ parts and largest part $L$. We set

$$
Z_{\lambda}=Z_{\lambda}\left(x_{1}, \ldots, x_{n} ; q, t\right)=Z_{\lambda}(\mathbf{x} ; q, t)=\sum_{\mu} F_{\mu}\left(x_{1}, \ldots, x_{n} ; q, t\right)
$$

where the sum is over all distinct compositions $\mu$ obtained by permuting the parts of $\lambda$. We call $Z_{\lambda}$ the combinatorial partition function.

Remark 1.8. Recently Aas-Grinberg-Scrimshaw [1] studied multiline queues in the case that $t=0$, putting in "spectral weights" (which correspond to our $x$-weight); they then gave a connection to tensor products of KR-crystals.

### 1.3 The main result

The goal of this article is to show that with the refined statistics given in Definition 1.5, we can use multiline queues to give formulas for Macdonald polynomials.

Proposition 1.9. Let $\lambda$ be a partition. Then the nonsymmetric Macdonald polynomial $E_{\lambda}(\mathbf{x} ; q, t)$ is equal to the quantity $F_{\lambda}(\mathbf{x} ; q, t)$ from Definition 1.7.

Theorem 1.10. Let $\lambda$ be a partition. Then the symmetric Macdonald polynomial $P_{\lambda}(\mathbf{x} ; q, t)$ is equal to the quantity $Z_{\lambda}(\mathbf{x} ; q, t)$ from Definition 1.7.

See Figure 4 for an example illustrating Proposition 1.9.


Figure 4: The generating function for the multiline queues of type ( $2,2,1,1,0,0$ ) give an expression for the nonsymmetric Macdonald polynomial $E_{(2,2,1,1,0,0)}(\mathbf{x} ; q, t)$

## 2 The Hecke algebra and its connection to ASEP and Macdonald polynomials

To explain the connection between the ASEP and Macdonald polynomials, and explain how we prove Proposition 1.9 and Theorem 1.10, we need to introduce the Hecke algebra and recall some notions from [17] and Cantini-deGier-Wheeler [4].

Definition 2.1. The Hecke algebra of type $A_{n-1}$ is the algebra with generators $T_{i}$ for $1 \leq i \leq$ $n-1$ and parameter $t$ which satisfies the following relations:

$$
\begin{equation*}
\left(T_{i}-t\right)\left(T_{i}+1\right)=0, \quad T_{i} T_{i \pm 1} T_{i}=T_{i \pm 1} T_{i} T_{i \pm 1}, \quad T_{i} T_{j}=T_{j} T_{i} \text { when }|i-j|>1 . \tag{2.1}
\end{equation*}
$$

There is an action of the Hecke algebra on polynomials $f\left(x_{1}, \ldots, x_{n}\right)$ which is defined as follows:

$$
\begin{equation*}
T_{i}=t-\frac{t x_{i}-x_{i+1}}{x_{i}-x_{i+1}}\left(1-s_{i}\right) \text { for } 1 \leq i \leq n-1 \tag{2.2}
\end{equation*}
$$

where $s_{i}$ acts by

$$
\begin{equation*}
s_{i} f\left(x_{1}, \ldots, x_{i}, x_{i+1}, \ldots, x_{n}\right):=f\left(x_{1}, \ldots, x_{i+1}, x_{i}, \ldots, x_{n}\right) \tag{2.3}
\end{equation*}
$$

One can check that the operators (2.2) satisfy the relations (2.1).
We also define the shift operator $\omega$ via $(\omega f)\left(x_{1}, \ldots, x_{n}\right)=f\left(q x_{n}, x_{1}, \ldots, x_{n-1}\right)$. Given a composition $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$, we let $|\mu|:=\sum \mu_{i}$ and define $s_{i} \mu:=s_{i}\left(\mu_{1}, \ldots, \mu_{n}\right)=$ $\left(\mu_{1}, \ldots, \mu_{i+1}, \mu_{i}, \ldots, \mu_{n}\right)$ for $1 \leq i \leq n-1$.

The following notion of $q K Z$ family was introduced in [17], also explaining the relationship of such polynomials to nonsymmetric Macdonald polynomials. We use the conventions of [5, Definition 2], also [4, Section 1.3], and [4, (23)].

Definition 2.2. Fix a partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. We say that a family $\left\{f_{\mu=\lambda \sigma \sigma}\right\}_{\sigma \in S_{n}}$ of homogeneous degree $|\lambda|$ polynomials in $n$ variables $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, with coefficients which are rational functions of $q$ and $t$, is a qKZ family if they satisfy

$$
\begin{align*}
T_{i} f_{\mu}(\mathbf{x} ; q, t) & =f_{s_{i} \mu}(\mathbf{x} ; q, t), \text { when } \mu_{i}>\mu_{i+1}  \tag{2.4}\\
T_{i} f_{\mu}(\mathbf{x} ; q, t) & =t f_{\mu}(\mathbf{x} ; q, t), \text { when } \mu_{i}=\mu_{i+1}  \tag{2.5}\\
q^{\mu_{n}} f_{\mu}(\mathbf{x} ; q, t) & =f_{\mu_{n}, \mu_{1}, \ldots, \mu_{n-1}}\left(q x_{n}, x_{1}, \ldots, x_{n-1} ; q, t\right) . \tag{2.6}
\end{align*}
$$

The following lemma explains the relationship of the $f_{\mu}{ }^{\prime}$ s to the ASEP.
Lemma 2.3. [5, Corollary 1]. Consider the polynomials $f_{\mu}$ from Definition 2.2. When $q=$ $x_{1}=\cdots=x_{n}=1, f_{\mu}(1, \ldots, 1 ; 1, t)$ is proportional to the steady state probability that the multispecies ASEP is in state $\mu$.

As we will explain in Lemma 2.6 and Lemma 2.7, the polynomials $f_{\mu}$ are also related to Macdonald polynomials. We first quickly review the relevant definitions.

Definition 2.4. Let $\langle\cdot, \cdot\rangle$ denote the Macdonald inner product on power sum symmetric functions [19, Chapter VI, (1.5)], where < denotes the dominance order on partitions. Let $\lambda$ be a partition. The (symmetric) Macdonald polynomial $P_{\lambda}\left(x_{1}, \ldots, x_{n} ; q, t\right)$ is the unique homogeneous symmetric polynomial in $x_{1}, \ldots, x_{n}$ which satisfies $\left\langle P_{\lambda}, P_{\mu}\right\rangle=0, \lambda \neq \mu$ and

$$
P_{\lambda}\left(x_{1}, \ldots, x_{n} ; q, t\right)=m_{\lambda}\left(x_{1}, \ldots, x_{n}\right)+\sum_{\mu<\lambda} c_{\lambda, \mu}(q, t) m_{\mu}\left(x_{1}, \ldots, x_{n}\right)
$$

The following definition can be found in [20] (also [22] for a nice exposition).
Definition 2.5. For $1 \leq i \leq n$, define the $q$-Dunkl or Cherednik operators [6, 7] by

$$
Y_{i}=T_{i}^{-1} \ldots T_{n-1}^{-1} \omega T_{1} \ldots T_{i-1}
$$

The Cherednik operators commute pairwise, and hence possess a set of simultaneous eigenfunctions, which are (up to scalar) the nonsymmetric Macdonald polynomials. We index the nonsymmetric Macdonald polynomials $E_{\mu}(\mathbf{x} ; q, t)$ by compositions $\mu$ so that

$$
E_{\mu}(\mathbf{x} ; q, t)=\mathbf{x}^{\mu}+\sum_{v<\mu} b_{\mu v} \mathbf{x}^{v}
$$

In particular, when $\lambda=\left(\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0\right)$ is a partition, we have that for $1 \leq i \leq n$,

$$
\begin{equation*}
Y_{i} E_{\lambda}=y_{i}(\lambda) E_{\lambda} \tag{2.7}
\end{equation*}
$$

where

$$
y_{i}(\lambda)=q^{\lambda_{i}} \#^{\#\left\{j<i \mid \lambda_{j}=\lambda_{i}\right\}-\#\left\{j>i \mid \lambda_{j}=\lambda_{i}\right\}} .
$$

In the following Lemmas 2.6 and 2.7, let $\left\{f_{\mu=\lambda \odot \sigma}\right\}_{\sigma \in S_{n}}$ be a set of homogeneous degree $|\lambda|$ polynomials as in Definition 2.2. Note that Lemma 2.6 below essentially appears in [17, Section 3.3]. We thank Michael Wheeler for his explanations.

Lemma 2.6. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be a partition. Then $f_{\lambda}$ is a scalar multiple of the nonsymmetric Macdonald polynomial $E_{\lambda}$.

Lemma 2.7 ([5, Lemma 1]). Let $\lambda$ be a partition. Then the Macdonald polynomial $P_{\lambda}\left(x_{1}, \ldots\right.$, $\left.x_{n} ; q, t\right)$ is a scalar multiple of

$$
\sum_{\mu} f_{\mu}\left(x_{1}, \ldots, x_{n} ; q, t\right)
$$

where $\mu$ ranges over all distinct compositions which can be obtained by permuting the parts of $\lambda$.
The strategy of our proof of Theorem 1.10 is very simple. Our main task is to show that the $F_{\mu}$ 's satisfy the following properties.

## Theorem 2.8.

$$
\begin{align*}
T_{i} F_{\mu}(\mathbf{x} ; q, t) & =F_{s_{i} \mu}(\mathbf{x} ; q, t), \text { when } \mu_{i}>\mu_{i+1},  \tag{2.8}\\
T_{i} F_{\mu}(\mathbf{x} ; q, t) & =t F_{\mu}(\mathbf{x} ; q, t), \text { when } \mu_{i}=\mu_{i+1}  \tag{2.9}\\
q^{\mu_{n}} F_{\mu}(\mathbf{x} ; q, t) & =F_{\mu_{n}, \mu_{1}, \ldots, \mu_{n-1}}\left(q x_{n}, x_{1}, \ldots, x_{n-1} ; q, t\right) . \tag{2.10}
\end{align*}
$$

We prove (2.10) directly using multiline queues. We prove (2.9) by showing $F_{\mu}$ is symmetric in $x_{i}$ and $x_{i+1}$ when $\mu_{i}=\mu_{i+1}$. Finally we prove (2.8) using multiline queues by induction on the number of rows.

Next, we verify the following lemma by comparing the coefficients of $x^{\lambda}$.
Lemma 2.9. For any partition $\lambda$,

$$
F_{\lambda}(\mathbf{x} ; q, t)=E_{\lambda}(\mathbf{x} ; q, t)
$$

where $E_{\lambda}$ is the nonsymmetric Macdonald polynomial.
Then Theorem 2.8, Lemma 2.9, and Lemma 2.7 implies Theorem 1.10, that our sum over multiline queues equals the symmetric Macdonald polynomial $P_{\lambda}$.

## 3 Comparisons to other Macdonald polynomial formulas

In this paper we used multiline queues to give a new combinatorial formula for the Macdonald polynomial $P_{\lambda}$ and the nonsymmetric Macdonald polynomial $E_{\lambda}$ when $\lambda$ is a partition. We note that these new combinatorial formulas are quite different from the combinatorial formulas given by Haglund-Haiman-Loehr [13, 14, 15], or Ram-Yip [25], or Lenart [18].

While it is not obvious combinatorially, we show algebraically in Proposition 3.1 that the polynomials $F_{\mu}$ (for $\mu$ an arbitrary composition) are equal to certain permuted basement Macdonald polynomials $E_{\alpha}^{\sigma}(\mathbf{x} ; q, t)$, which were introduced in [12] and further studied in [2] as a generalization of nonsymmetric Macdonald polynomials (where $\sigma \in S_{n}$ and $\alpha$ is a composition with $n$ parts). They have the property that the nonsymmetric Macdonald polynomial $E_{\mu}$ is equal to $E_{\operatorname{rev}(\mu)}^{w_{0}}$, where $\operatorname{rev}(\mu)$ denotes the reverse composition $\left(\mu_{n}, \mu_{n-1}, \ldots, \mu_{1}\right)$ of $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$ and $w_{0}=(n, \ldots, 2,1)$.

Proposition 3.1. For $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$, define $\operatorname{inc}(\mu)$ to be the sorting of the parts of $\mu$ in increasing order. Then

$$
F_{\mu}=E_{\operatorname{inc}(\mu)}^{\sigma}
$$

where $\sigma \mu=\operatorname{inc}(\mu)$, i.e. $\sigma$ is any permutation such that $\mu_{\sigma(1)} \leq \mu_{\sigma(2)} \leq \cdots \leq \mu_{\sigma(n)}$.
The permuted basement Macdonald polynomials can be described combinatorially using nonattacking fillings of certain diagrams $[12,2]^{1}$, which we call permuted basement tableaux. (Note that these permuted basement tableaux generalize the nonattacking fillings from [15]). In light of this, one may wonder if there is a bijection between multiline queues and these permuted basement tableaux. This is the case when the compositions have distinct parts. However, for general compositions, the number of permuted basement tableaux is different than the number of MLQs (there are more permuted basement tableaux). We conjecture that there is a way to group permuted basement tableaux so that the weight in a group equals the weight of one MLQ.

## Acknowledgements

We would like to thank James Martin, for sharing an early draft of his paper [23] with us. We would also like to thank Mark Haiman for several interesting conversations about Macdonald polynomials, and Jim Haglund for telling us about permuted basement Macdonald polynomials. Finally we would like to thank Jan de Gier and Michael Wheeler for useful explanations of their results [4,5], and Sarah Mason for helpful comments on our paper.

## References

[1] E. Aas, D. Grinberg, and T. Scrimshaw. "Multiline queues with spectral parameters". 2018. arXiv:1810.08157.
[2] P. Alexandersson. "Non-symmetric Macdonald polynomials and Demazure-Lusztig operators". 2016. arXiv:1602.05153.

[^1][3] C. Arita, A. Ayyer, K. Mallick, and S. Prolhac. "Generalized matrix ansatz in the multispecies exclusion process-the partially asymmetric case". J. Phys. A: Math. Theor. 45.19 (2012), 195001, 16 pp. Link.
[4] L. Cantini, J. de Gier, and M. Wheeler. "Matrix product formula for Macdonald polynomials". J. Phys. A: Math. Theor. 48.38 (2015), 384001, 25 pp. Link.
[5] L. Cantini, J. de Gier, and M. Wheeler. "Matrix product and sum rule for Macdonald polynomials". Proceedings of FPSAC'16. Discrete Math. Theor. Comput. Sci, 2016. Link.
[6] I. Cherednik. "A unification of Knizhnik-Zamolodchikov and Dunkl operators via affine Hecke algebras". Invent. Math. 106.2 (1991), pp. 411-431. Link.
[7] I. Cherednik. "Integration of quantum many-body problems by affine Knizhnik-Zamolodchikov equations". Adv. Math. 106.1 (1994), pp. 65-95. Link.
[8] I. Cherednik. "Nonsymmetric Macdonald polynomials". Internat. Math. Res. Notices 10 (1995), pp. 483-515. Link.
[9] B. Derrida, M. R. Evans, V. Hakim, and V. Pasquier. "Exact solution of a 1D asymmetric exclusion model using a matrix formulation". J. Phys. A: Math. Gen. 26.7 (1993), pp. 14931517. Link.
[10] M. R. Evans, P. A. Ferrari, and K. Mallick. "Matrix representation of the stationary measure for the multispecies TASEP". J. Stat. Phys. 135.2 (2009), pp. 217-239. Link.
[11] P. A. Ferrari and J. B. Martin. "Stationary distributions of multi-type totally asymmetric exclusion processes". Ann. Probab. 35.3 (2007), pp. 807-832. Link.
[12] J. P. Ferreira. "Row-strict quasisymmetric Schur functions, characterizations of Demazure atoms, and permuted basement nonsymmetric Macdonald polynomials". PhD thesis. UC Davis, 2011. arXiv:1303.3619.
[13] J. Haglund, M. Haiman, and N. Loehr. "A combinatorial formula for Macdonald polynomials". J. Amer. Math. Soc. 18.3 (2005), pp. 735-761. Link.
[14] J. Haglund, M. Haiman, and N. Loehr. "Combinatorial theory of Macdonald polynomials. I. Proof of Haglund's formula". Proc. Natl. Acad. Sci. USA 102.8 (2005), pp. 2690-2696. Link.
[15] J. Haglund, M. Haiman, and N. Loehr. "A combinatorial formula for nonsymmetric Macdonald polynomials". Amer. J. Math. 130.2 (2008), pp. 359-383. Link.
[16] M. Haiman. "Hilbert schemes, polygraphs and the Macdonald positivity conjecture". J. Amer. Math. Soc. 14.4 (2001), pp. 941-1006. Link.
[17] M. Kasatani and Y. Takeyama. "The quantum Knizhnik-Zamolodchikov equation and nonsymmetric Macdonald polynomials". Funkcial. Ekvac. 50.3 (2007), pp. 491-509. Link.
[18] C. Lenart. "On combinatorial formulas for Macdonald polynomials". Adv. Math. 220.1 (2009), pp. 324-340. Link.
[19] I. G. Macdonald. Symmetric Functions and Hall Polynomials. 2nd ed. Oxford Mathematical Monographs. The Clarendon Press, Oxford University Press, New York, 1995.
[20] I. G. Macdonald. "Affine Hecke algebras and orthogonal polynomials". Astérisque 237 (1996). Séminaire Bourbaki, Vol. 1994/95, Exp. No. 797, 4, 189-207.
[21] J Macdonald, J Gibbs, and A Pipkin. "Kinetics of biopolymerization on nucleic acid templates". Biopolymers 6.1 (1968), pp. 1-25. Link.
[22] D. Marshall. "Symmetric and nonsymmetric Macdonald polynomials". Ann. Comb. 3.2-4 (1999). On combinatorics and statistical mechanics, pp. 385-415. Link.
[23] J. B. Martin. "Stationary distributions of the multi-type ASEPs". 2018. arXiv:1810.10650.
[24] S. Prolhac, M. R. Evans, and K. Mallick. "The matrix product solution of the multispecies partially asymmetric exclusion process". J. Phys. A: Math. Theor. 42.16 (2009), 165004, 25 pp. Link.
[25] A. Ram and M. Yip. "A combinatorial formula for Macdonald polynomials". Adv. Math. 226.1 (2011), pp. 309-331. Link.
[26] C. Schwer. "Galleries, Hall-Littlewood polynomials, and structure constants of the spherical Hecke algebra". Int. Math. Res. Not. (2006), Art. ID 75395, 31 pp. Link.
[27] F. Spitzer. "Interaction of Markov processes". Adv. Math. 5 (1970), 246-290 (1970). Link.


[^0]:    *corteel@irif.fr SC was in residence at MSRI in Berkeley (NSF grant DMS-1440140) during the fall of 2017 and was funded by the Miller Institute, Berkeley during the spring of 2018.
    †olya@math.brown.edu
    $\ddagger$ williams@math.harvard.edu LW was partially supported by NSF grant DMS-1600447.

[^1]:    ${ }^{1}$ Note however that [12] cites personal communication with Haglund for their introduction.

