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CHARACTERISTIC POLYNOMIALS OF

NONNEGATIVE INTEGRAL SQUARE MATRICES

AND CLIQUE POLYNOMIALS
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In memory of Pierre Leroux

Abstract. Clique polynomials of vertex-weighted simple graphs
coincide with polynomials of the form det(1 − xM), M a square
matrix over N.

1. Introduction

Characterizing characteristic polynomials of nonnegative matrices,
and in particular matrices over N, is an old problem; see [BH91], and
the references therein. An equivalent problem is to characterize poly-
nomials of the form det(1 − xM), for M a nonnegative matrix; this
polynomial is the reciprocal polynomial of the characteristic polyno-
mial of M .

In the present Note, we characterize these polynomials when M is
a square matrix over N. We show that they coincide with the clique

polynomials (also called dependence polynomials) of vertex-weighted
finite simple graphs. This polynomial is the sum of all monomials
(−1)i xj, for all complete i-subgraphs of the given graph, where j is
the sum of the weights of the vertices. Note that the classical clique
polynomial correspond to the case where the weight of each vertex is
1.

Since the work of Cartier and Foata [CF69] (see also the website of
Séminaire lotharingien de Combinatoire, where this book is available in
electronic form), it is known that the inverses of these (weighted) clique
polynomials are exactly the Hilbert series of the (graded) free partially
commutative monoids. Hence, by our result, these series coincide with
the series det(1 − xM)−1, M a square matrix over N (a result in the
flavor of the MacMahon Master Theorem, that motivated the work of
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Cartier and Foata). One direction is easy and follows from their work:
the determinants det(1 − xM) are weighted clique polynomials.

For the opposite direction, we have no combinatorial, nor algebraic
proof. Instead, the proof is analytic and uses a difficult result of Kim,
Ormes and Roush [KOR00], which solve a conjecture of Boyle and
Handelman [BH91]: they give a necessary and sufficient condition for
a d-tuple (λ1, . . . , λd) of complex numbers to be the set of inverses
of the nonzero eigenvalues of a primitive matrix over N. In order to
show that our clique polynomial satisfies their condition, we use the
theory of Cartier–Foata. In particular, we show that if the noncom-
mutation graph is connected, then the Cartier–Foata digraph (which
describes the Cartier–Foata normal form) is strongly connected. This
allows us to apply the Perron–Frobenius theorem and show that, un-
der the previous hypothesis of connectivity, the Hilbert series of the
free partially commutative monoid has a simple dominating root (a
result which improves [GS00]). We use also the theorem of Poincaré–
Birkhoff–Witt, applied to the free partially commutative Lie algebra
(or its monoidal variant giving a factorization into Lyndon elements,
by Lalonde), in order to show that the ”trace” positivity hypothesis in
the Kim–Ormes–Roush theorem is satisfied.

Our result has also some consequence in graph theory: it implies
that each clique polynomial is of the form det(1−xM) for some square
matrix M over N. The simplest instance of this result is Mantel’s
theorem, which says in essence that 1−a x+b x2 is a clique polynomial
if and only if it has real roots, that is, if 4 b ≤ a2. However this result,
in the spirit of extremal graph theory (see [Bol98]), did not lead us to
a general solution. We are indebted to Christophe Paul for indicating
us these graph-theoretical references.

2. Main result

Let C be a finite simple graph (undirected edges, no multiple edges,
no loops). Associated to it is the clique polynomial (also called depen-

dence polynomial)

1 +
∑

i

(−1)igi x
i,

where gi is the number of complete subgraphs with i vertices in C,
see [FS90].

We need a slight generalization of this. We assume that to each
vertex of C is assigned a positive integer, its weight. The weight of a
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subset of vertices is then the sum of their weights. Then the dependence
polynomial of this weighted graph is

∑

B

(−1)|B| xweight(B),

where the sum is over all the subsets B of vertices in C which form a
complete subgraph.

By [CF69], the inverse of this polynomial is the generating function
(or Hilbert series) of the graded free partially commutative monoid de-
fined as follows: let A be the set of vertices of C, consider the free
monoid A∗ on A and its congruence ∼C generated by the relations
ab ∼C ba if {a, b} is an edge of C, with the degree function on the
generators corresponding to the weight. Then the free partially com-

mutative monoid is A∗/ ∼C . Because of his construction, we call as
usually C the commutation graph and its complementary graph C the
non-commutation graph.

We consider now another class of polynomials: take a square matrix
M of order n over the natural numbers and form the polynomial det(1−
xM), where 1 denotes the identity matrix of the appropriate size. Note
that this polynomial is the reciprocal of the characteristic polynomial
of M (in the sense that the symmetry of the coefficients is with respect
to n/2).

Theorem 2.1. Clique polynomials of weighted finite simple graphs co-

incide with reciprocal of characteristic polynomials of square matri-

ces over the natural numbers. In other words, generating functions

of graded free partially commutative monoids coincide with the series

of the form det(1 − xM)−1, M a square matrix over N.

Before proving this result, we give an example which shows that the
hypothesis ”weighted” is necessary: consider the polynomial 1−x−x2;
it is of the form det(1−xM), but not the clique polynomial of a graph
in the usual sense (each vertex has weight 1), only in the sense of
weighted graphs.

The rest of the Note is devoted to the proof of the Theorem. It is
already in the spirit of the work in [CF69] on the MacMahon Master
Theorem that each polynomial det(1 − xM), M ∈ Nn×n, is a clique
polynomial. We indicate briefly their construction of a graded free
partially commutative monoid associated to a directed graph, hence to
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a square matrix over N: M is the adjacency matrix of some directed
graph D with vertex set {1, 2, . . . , n}. By expanding the determinant
using the formula involving permutations, and then decomposing the
latter into cycles, it is seen that

det(1 − xM) =
∑

{γ1, ..., γk}

(−1)k x|γ1|+...+|γk|.

In this sum, k is in N, {γ1, . . . , γk} is a set of k mutually disjoint
(no vertex in common) circular paths without repeated vertex, and |γi|
denotes the length of path γi.

Hence, this polynomial is the clique polynomial of the following
weighted finite simple graph C: the vertices of C are the circular paths
in D without repeated vertex; there is an edge {γ, γ′} in C if γ and γ′

are disjoint, and the weight of γ is |γ|. Thus det(1 − xM) is a clique
polynomial.

In order to prove that each clique polynomial is of the form det(1−
xM), one cannot simply revert the previous construction. Indeed, the
function π : D → C, given by the previous construction, from the set
of digraphs onto the set of simple graphs is not surjective; for example,
if C is the graph

ba c

with weight function 1, so that its clique polynomial is 1 − 3 x + x2,
there is no digraph D such that π(D) = C; otherwise, D should have
3 circular paths of length 1 such that exactly 2 of them are disjoint,
which is not possible. However,

1 − 3 x + x2 = det

(

1 − x

[

2 1
1 1

])

.

In order to prove the converse of the theorem, we use a deep result of
Kim, Ormes and Roush [KOR00], who prove a conjecture of Boyle and
Handelman [BH91]. Their result is as follows: a polynomial P (x) =
∏k

i=1 (1 − λi x), where the λi are nonzero complex numbers, is of the
form det(1 − xM) for some primitive square matrix M over N if the
following conditions hold:

(i) the coefficients of P (x) are all integers;
(ii) there is some i such that for all j 6= i, λi > |λj|;
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(iii) trn(λ1, . . . , λk) ≥ 0, for all n ≥ 1, where

trn(λ1, . . . , λk) =
∑

d |n

µ
(n

d

)

(

λd
1 + . . . + λd

k

)

.

We take for P (x) the clique polynomial of some weighted finite simple

graph C, which is fixed. Then P (x) =
∏k

i=1 (1−λi x), for some nonzero
λi ∈ C, since P (0) = 1.

Let us verify (iii). A classical computation shows that

1

P (x)
=

∏

n≥1

1

(1 − xn)αn
,

with αn = 1
n

trn(λ1, . . . , λk). Now, the theory of [CF69] tells us that
1

P (x)
is the Hilbert series of the graded monoid A∗/ ∼C ; equivalently

of its monoid algebra. Since the presentation is a Lie presentation
(ab = ba may be written [a, b] = 0) this algebra is an enveloping algebra
(see, e.g., [DK93]). Thus we see, by applying the theorem of Poincaré–
Birkhoff–Witt, that the αn must be nonnegative integers.

Alternatively, we may apply [Lal95], where is shown that A∗/ ∼C

has a factorization into cyclic submonoids.

In order to prove (ii), we need a result which is of independent inter-
est. It is well-known that if a formal series f =

∑

n≥0 fn xn over C is
rational, that is, quotient of two polynomials, then for n large enough,
one has

fn =

ℓ
∑

i=1

λn
i Pi(n),

for some fixed nonzero λ1, . . . , λℓ ∈ C and nonzero polynomials P1(t),
. . . , Pℓ(t) over C. The multiplicity of λi is deg(Pi)+ 1. This expression
for fn is called its exponential polynomial and is unique, and the λi’s
are the eigenvalues of f . See e.g. [SS78], [BR88].

Following [Soi76], we say that λ1 is a dominating eigenvalue if |λ1| >
|λi|, i = 2, . . . , ℓ. This root is moreover simple if deg(P1) = 0.

Proposition 2.2. Let
∑

n≥0 fn xn be the Hilbert series of the free par-

tially commutative monoid A∗/ ∼C . If the complementary graph C is

connected and if the integers weight(a), a ∈ A, are relatively prime,

then this series has a unique dominating root, which is simple.
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Remark 2.3.

1. The hypothesis on C is very natural and classical. If it does not hold,
then A∗/ ∼C is the direct product of the free partially commutative
monoid determined by the connected components of C (see e.g. [Lal79],
[Die90]). Moreover, the clique polynomial of C is the product of the
clique polynomials of these components.

2. The fact that the Hilbert series of a free partially commutative
monoid is rational is already in [CF69]. That it is even N-rational
follows from the normal form in [CF69]; indeed, the latter implies that
this monoid is an unambiguous rational subset of itself (result attrib-
uted to Sontag in [Fli74] p. 204).

3. The proposition improves [GS00], by the condition ”simple”. In-
deed, in this article is proved that the Hilbert series of a free partially
commutative monoid, with generators of degree 1, has a dominating
root. Their result is not sufficient for our proof, since in the hypothesis
(ii) of the Theorem of Kim, Ormes and Roush, simplicity is needed.

Recall the Cartier–Foata normal form for elements of A∗/ ∼C . We
say that a subset B of A is commutative is B 6= ∅ and if ab ∼C ba for
any a, b ∈ B. If B1, B2 are commutative subsets of A, we say that
B2 is linked with B1 if for each b ∈ B2, either b ∈ B1, or b does not
commute, modulo ∼C , with some element in B1.

Then each element in A∗/ ∼C has a unique factorization [B1] [B2] . . .
[Bk], for some k ≥ 0, where the Bi are commutative subsets of A, where
Bi+1 is linked with Bi, for i = 1, . . . , k−1 and where [B] is the product
in A∗/ ∼C of the elements in B.

We define a digraph whose vertices are the commutative subsets of
A, with an edge B1 → B2 if B2 is linked with B1. We call this the
Cartier–Foata digraph.

Lemma 2.4. If the non-commutation graph C is connected, then the

Cartier–Foata digraph is strongly connected.
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Proof. It is enough to show that the Cartier–Foata digraph D has a
subgraph D1 such that

- D1 is strongly connected;
- for each vertex B of D, there is a path from B into D1 and a path

from D1 to B.

For D1, we take all the vertices B of D which are singletons: B =
{a}, a ∈ A. Note that if a, b ∈ A do not commute modulo ∼C , or if
a = b, then {b} is linked with {a}. Hence D1 has edges a → b and
b → a for each a, b ∈ A such that a − b is an edge of C. Since C is
connected, D1 is strongly connected.

Now, let B some vertex in D. If b ∈ B, then {b} is linked to B,
hence there is an edge B → {b} in D. It remains to show that there is
a path in D from D1 to B. We may assume that |B| ≥ 2. We prove by
induction on |B| and on d(B) = min{d(b1, b2) | b1, b2 ∈ B, b1 6= b2},
where d is the distance in the graph C; since B is a commutative subset
of A, d(B) ≥ 2.

Let a ∈ A. Define B1 = {b ∈ B | a−b ∈ C} and B′ = (B\B1)∪{a}.
Then B′ is commutative. Moreover B is linked with B′: indeed, if b ∈ B
then either b ∈ B \ B1 ⊆ B′ or b ∈ B1 and b does not commute with a
by construction. Thus B′ → B in D.

Suppose first that d(B) = 2. Then there exist b1, b2 ∈ B such that
d(b1, b2) = 2 and we may find a ∈ A and the edges b1 − a − b2 in C.
Then B1 as above satisfies |B1| ≥ 2 ⇒ |B′| < |B| and we conclude by
induction on |B|.

Suppose now that d(B) ≥ 3. We may find b1, b2 ∈ B such that
d(b1, b2) = d(B) and thus a ∈ A such that a − b1 in C and d(a, b2) =
d(b1, b2)− 1 ≥ 2. Then B1 as above satisfies |B1| ≥ 1, thus |B′| ≤ |B|.
Moreover, a, b2 ∈ B′ (since b2 6∈ B1, otherwise d(a, b2) = 1), hence
d(B′) < d(B). We then conclude by induction on d(B). �

Proof of the proposition.

1. To the Cartier–Foata digraph D, we associate the following adjac-
ency-like matrix M : the rows and columns are indexed by the com-
mutative subsets of A and the entry in position (B1, B2) is xweight(B2).
Let λB be the row vector with 1 in position B, 0 elsewhere, and γ the
column vectors with 1 everywhere.
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2. Let α be some new symbol and define a new digraph D′ by adding
the new vertex α, together with edges α → B for each vertex B in D.
Clearly, the set of Cartier–Foata normal forms is in bijection with the
paths in D′ starting from α.

3. It thus follows that the Hilbert series of A∗/ ∼C is

1 +
∑

B

xdeg(B) λB M∗ γ,

where the sum is over all commutative subsets B of A, and where
M∗ =

∑

n≥0 Mn.

4. By the linearization process of [Boy91], Section 5, one associates
to M a square matrix N over N such that each coefficient of M∗ is
equal to a sum of coefficients of (xN)∗. Since the digraph D is strongly
connected, N is an irreducible matrix. Moreover since the diagonal
entries of M contain xweight(a), a ∈ A, and since the numbers weight(a)
are supposed to be relatively prime, N is even a primitive matrix.

5. We deduce that the Hilbert series of A∗/ ∼C is 1+ a nontrivial sum
of terms of the form xd (xN)∗i j, d ∈ N.

6. Since N is primitive, by the Perron–Frobenius theory (see [Gan59]
Chap. III, Section 2), its eigenvalues, counted with their multiplicities,
are λ1, . . . , λk, with λ1 > |λ2|, . . . , |λk|. In particular, λ1 is simple. By
Jordan normal form, we deduce that each series (xN)∗i j is of the form
∑

n≥0 an xn, with

an = h λn
1 +

k
∑

s=2

Ps(n) λn
s ,

for n large enough.

7. The dominating coefficient, that is h, must be positive. Indeed,
since N is primitive, we have N r strictly positive for some r. Then,
for any indices u, v, an+2r = (Nn+2r)i, j ≥ (N r)i, u (Nn)u, v (N r)v, j ; thus
(Nn)u, v ≤ C an+2r, of some constant C. Hence, if we had h = 0, then
Nn would grow slower that λn

1 , contradiction. Hence h 6= 0 and h > 0
since an ≥ 0 and an ∼ h λn

1 , when n → ∞.

8. Note that if an has a positive dominating coefficient, then xd an also.
This implies, in view of 5. that (fn) has λ1 as dominating eigenvalue,
which moreover is simple.

�
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Remark 2.5. One could think that the Hilbert series of the free partially
commutative monoid A∗\ ∼C is simply det(1−M)−1 = det(1−xN)−1,
with the above notations. This would greatly simplify the proof of the
Proposition. This is however not true, even for the graph C of the
previous figure. Indeed, in this case det(1 − M) = (1 − x)(1 + x)(1 −
3x + x2). It is a general fact that det(1 − M) is always a multiple of
P (x). Our proof shows that these two polynomials, although unequal
in general, have the same unique and simple root of minimal modulus.

Note that the Cartier–Foata digraph of the example is the graph

a b c

ac

and that the matrix M is








x x 0 0
x x x x2

0 x x 0
x x x x2









.

We may now prove (ii). We claim that we may assume the two
following conditions:

(1) C is connected;
(2) the numbers deg(a), a ∈ A, are relatively prime.

The claim will be proved below. Then the proposition implies that

1

P (x)
=

∑

n≥0

fn xn

and for n large enough,

fn = h λn
1 +

ℓ
∑

i=2

Pi(n) λn
i ,

with λ1 > |λ2|, . . . , |λℓ| and h 6= 0. It follows classically (see e.g.
[BR88] and [SS78]) that

∑

n≥0 fn xn is the sum of a polynomial, of
h

1−λ1 x
and of a C-linear combination of fractions of the form xs

(1−λi x)t ,

i ≥ 2. Hence, its denominator, that is P (x), is a product of (1 − λ1 x)
with factors of the form (1 − λi x)t, which proves (ii).
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It remains to prove the claim. If C is not connected, then the clique
polynomial of C is a product of smaller clique polynomials. It then
suffices to take for M the diagonal sum of the corresponding matrices.

If the integers deg(a) are not relatively prime, let p their great-
est common divisor and take as new degree the function deg′(a) =
1
p

deg(a). Thus it is enough to show that for any square matrix M

over N, det(1 − xM) |x→xp is also of the form det(1 − xM ′), for some
square matrix M ′ over N. This is proved by applying once more the
linearization process of [Boy91], section 5.
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