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Large Eddy Simulation (GPU)                 courtesy Jerome Schalkwijk
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The convective boundary layer ...
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Laboratory Experiments 
(thermal convection tank)

courtesy E. Fedorovich
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Laboratory Experiments 
(thermal convection tank)
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Experimental setup
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atmosphere tank (heat) tank (salt)

Reynolds number Re=108 Re=103 Re=103

Prandtl number Pr=1 Pr=10 Pr=103

Peclet number Pe=108 Pe=104 Pe=106

Governing equations

ν
izw*Re=

κ
ν

=Pr

2

2

32

2

PrRe
1

Re
1

jj

j

i
ij

i

j

iji

xx
u

t

x
p

x
u

x
uu

t
u

∂
∂

=
∂

∂
+

∂
∂

+
∂
∂

−
∂
∂

=
∂

∂
+

∂
∂

θθθ

θδ

range: ~1km to ~1mm

PrRePe=

Ri



DNS 234 PrRe~~Cost Nsaline tank

Deardorff tank

atmosphere



Site Architecture cores 
used

Grid

SARA IBM Power 6 1024 1024 x 1024 x 768

CINECA IBM BCX/5120 2048 2048 x 2048 x 1024

LRZ SGI Altix 4700 3072 1536 x 1536 x 768

Juelich Bluegene 32,768 3072 x 3072 x 1536

DEISA resource allocation: 
2M cpu-hr
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Prandtl-number:

The importance of large computations



The importance of large computations
Prandtl-number:



Re number must be really large before fluid-
properties can be neglected

The importance of large computations
Prandtl-number:



Deardorff tank

saline tank

Fortuity or talent?

low Re and Pr-effects cancel out!



Truth...

Theory
(model)

Simulations

Observations

Lab. Exp.

Methodology
& 

Tools



• DNS has now the ability to form the computational 
analog of laboratory experiments

• ‘interesting’ Reynolds numbers can be reached

• yields no immediate understanding 

• ideal research tool (interactive)

• my impression: there seem a lack of hypotheses

Direct Simulation vs Understanding Turbulence 



Governing equations DNS
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The Pr influence at large Reynolds numbers
Prandtl-number:



Large Reynolds/Peclet limits
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L = 25.6km  Dx = Dy = 100m

t = 1...16hr, liquid water path

LES of Stratocumulus 
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Inverse Cascade? 
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2-D or not 2-D: that’s the question
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Spectral variance budget

scale by scale variance budget

∑+−=
λ

μλμμμ CDPc
dt
d 2

μPproduction μD dissipation

μλC
spectral
interaction

)klog(



sink

source

16 sections

Scale Interaction Matrix Cμλ

μ

λ

buoyancy field



2D
upscale cascade

3D
downscale cascade
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• ‘Why modeling works’ - does it really work?

• Direct Simulation will soon become the ideal research 
tool for turbulence (direct interaction)

• Are we capable of defining the most pressing 
hypotheses in turbulence?

Concluding remarks
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