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1 Preliminaries

The aim of this paper is to continue the investigations of the relationships between
different dual problems in the theory of multiobjective optimization. In the first
part of this study we have considered the following primal multiobjective problem

(P ) v-min
x∈A

f(x),

A =

{

x ∈ Rn : g(x) = (g1(x), . . . , gk(x))T 5
K

0

}

,
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where f(x) = (f1(x), . . . , fm(x))T and fi : Rn → R = R ∪ {±∞}, i = 1, ...,m,
are proper functions, gj : Rn → R, j = 1, ..., k, and K ⊆ Rk is assumed to be
a convex closed cone with intK 6= ∅, defining a partial ordering according to
x2 5

K

x1 if and only if x1 − x2 ∈ K. We consider Pareto-efficient and properly

efficient solutions with respect to the ordering cone Rm
+ .

To that problem we have associated six dual problems and proved the exis-
tence of weak duality and, under the fulfillment of (Af ), (Ag) and (ACQ), the
existence of strong duality. Let us recall this three assumptions, which play an
important role also in this second part

(Af ) the functions fi, i = 1, ...,m, are convex and
m
⋂

i=1

ri(domfi) 6= ∅,

(Ag) the function g is convex relative to the cone K, i.e. ∀x1, x2 ∈
Rn, ∀λ ∈ [0, 1], λg(x1) + (1− λ)g(x2)− g(λx1 + (1− λ)x2) ∈ K,

(ACQ) there exists x′ ∈
m
⋂

i=1

ri(domfi) such that g(x′) ∈ −intK.

After proving the existence of weak and strong duality, we related the image
sets of three of these duals, (D1), (Dα), α ∈ F , and (DFL), denoted by D1 =
h1(B1), Dα = hα(Bα), α ∈ F , and, respectively, DFL = hFL(BFL), to each other.
Here, B1, Bα and BFL denote the admissible sets of the dual problems (D1),
(Dα) and (DFL), and h1, hα and hFL are the corresponding vector-valued dual
objective functions.

We denote by F the following set

F =







α : intRm
+ → Rm

+ :
α(λ) = (α1(λ), ..., αm(λ))T , such that
m
∑

i=1

λiαi(λ) = 1, ∀λ = (λ1, ..., λm)T ∈ intRm
+







,

and, so, the family of problems (Dα), α ∈ F , generalizes the dual multiobjective
problem introduced by us in [1].

We showed that, for every α ∈ F , it holds

D1 ∩ Rm ( Dα ∩ Rm ( DFL, (1. 1)

where the notation ” ( ” means that the inclusions in (1. 1) may be strict. This
assertion remains valid even if (Af ), (Ag) and (ACQ) are fulfilled.

On the other hand, we have proved that the sets of the maximal elements of
these three sets are equal, i.e., for every α ∈ F ,

vmaxD1 = vmaxDα = vmaxDFL. (1. 2)

Here, by vmaxA we denote the set of maximal elements of a set A ⊆ Rm with
respect to the partial ordering given by Rm

+ .
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In order to continue this analysis, let us denote the image sets of the problems
(DF ), (DL) and (DP ) by DF := hF (BF ), DL := hL(BL) and DP := hP (BP ),
respectively, where BF , BL and BP denote the admissible sets of the dual problems
(DF ), (DL) and (DP ), and hF , hL and hP are the corresponding vector-valued
dual objective functions. We mention that in the objective space we use the cone
Rm

+ , and, in this situation, one can observe that the multiobjective dual problem
(DL) is actually the problem introduced by Jahn in [2] and [3].

We start our investigations by proving the existence of some relations of inclu-
sion between the sets DFL, DF , DL and DP , in the general case. By giving some
counter-examples we also show that, unfortunately, a relation like in (1. 2) does
not hold. On the other hand, we show under which conditions the sets become
identical. Obviously, in this case, they will also have the same maximal elements.

In the second part of the paper we include in our study the multiobjective
duals introduced by Nakayama in [4], [5] and Weir and Mond in [6], [7] and [8].

2 The relations of inclusion between DFL, DF ,

DL and DP

For the beginning, let us notice that during this section we work in the general
case. Obviously, from the definition of the multiobjective duals in the first part
of the study, it follows that DFL, DF , DL, DP are subsets of Rm.

PROPOSITION 2.1

(a) It holds DFL ⊆ DF .

(b) It holds DFL ⊆ DL.

Proof

(a) Let be d = (d1, ..., dm)T ∈ DFL. Then there exist pi ∈ Rn, i = 1, ...,m,
q =

K∗

0 and λ ∈ intRm
+ such that

m
∑

i=1

λidi ≤ −
m
∑

i=1

λif
∗
i (pi) − (qT g)∗

(

−
m
∑

i=1

λipi

)

.

By the definition of the conjugate function, we have

m
∑

i=1

λidi ≤ −
m
∑

i=1

λif
∗
i (pi) + inf

x∈Rn





(

m
∑

i=1

λipi

)T

x + qT g(x)





≤ −
m
∑

i=1

λif
∗
i (pi) + inf

x∈A





(

m
∑

i=1

λipi

)T

x + qT g(x)





3



≤ −
m
∑

i=1

λif
∗
i (pi) + inf

x∈A

(

m
∑

i=1

λipi

)T

x

= −
m
∑

i=1

λif
∗
i (pi) − χ∗

A

(

−
m
∑

i=1

λipi

)

.

This means that (p, λ, d) ∈ BF and d = hF (p, λ, d) ∈ hF (BF ) = DF .

(b) Like in (a), let be d = (d1, ..., dm)T ∈ DFL. Again, there exist pi ∈ Rn, i =
1, ...,m, q =

K∗

0 and λ ∈ intRm
+ such that

m
∑

i=1

λidi ≤ −
m
∑

i=1

λif
∗
i (pi) − (qT g)∗

(

−
m
∑

i=1

λipi

)

.

Applying the inequality of Young (cf. [9]) for fi, i = 1, ...,m,

−f ∗
i (pi) ≤ fi(x) − pT

i x,∀x ∈ Rn,

and for qT g

−(qT g)∗

(

−
m
∑

i=1

λipi

)

≤ qT g(x) +

(

m
∑

i=1

λipi

)T

x,∀x ∈ Rn,

it holds
m
∑

i=1

λidi ≤
m
∑

i=1

λifi(x) + qT g(x),∀x ∈ Rn.

From here,
m
∑

i=1

λidi ≤ inf
x∈Rn

[

m
∑

i=1

λifi(x) + qT g(x)

]

,

and this means that (p, λ, d) ∈ BL and d = hL(p, λ, d) ∈ hL(BL) = DL.

�

Example 2.1 For m = 2, n = 1, k = 1, K = R+, let us consider the functions
f1, f2 : R → R, g : R → R, defined by

f1(x) =

{

x, if x ∈ [0, +∞),
+∞, otherwise,

f2(x) = 0,
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and

g(x) =

{

1 − x2, if x ∈ [0, +∞),
1, otherwise.

For p = (p1, p2) = (1, 0), λ = (1, 1)T and d = (1, 0)T , it holds

λ1d1 + λ2d2 = 1 = −λ1f
∗
1 (p1) − λ2f

∗
2 (p2) + inf

g(x)≤0
(λ1p1 + λ2p2) x,

and, so, we have that d = (1, 0)T ∈ DF .
Let us show now that d /∈ DFL. If this were not true, then there would exist

p̄ = (p̄1, p̄2), q̄ ≥ 0 and λ̄ = (λ̄1, λ̄2)
T ∈ intR2

+ such that

λ̄1 ≤ −λ̄1f
∗
1 (p̄1) − λ̄2f

∗
2 (p̄2) + inf

x∈R

[(

λ̄1p̄1 + λ̄2p̄2

)

x + q̄g(x)
]

. (2. 1)

In order to happen this, we must have p̄2 = 0 and f ∗
2 (p̄2) = 0. Then, from

(2. 1),

1 ≤ −f ∗
1 (p̄1) + inf

x∈R

[

p̄1x +
q̄

λ̄1

g(x)

]

. (2. 2)

In the case q̄ > 0, we have that inf
x∈R

[

p̄1x + q̄

λ̄1
g(x)

]

= −∞, which means that

q̄ must be 0. Then the inequality (2. 2) becomes

1 ≤ −f ∗
1 (p̄1) + inf

x∈R

[p̄1x] ,

and, so, it is obvious that p̄1 must be also 0. It remains that

1 ≤ −f ∗
1 (0) = inf

x∈R

[f1(x)] = inf
x≥0

x = 0,

and this is a contradiction. In conclusion, d = (1, 0) /∈ DFL, which means that
DFL ( DF , i.e. the inclusion may be strict.

Example 2.2 Let be now m = 2, n = 1, k = 1, K = R+, and the functions
f1, f2 : R → R, g : R → R, introduced by

f1(x) =

{

−x2, if x ∈ [0, +∞),
+∞, otherwise,

f2(x) = 0 and g(x) = x2 − 1.

For q = 1, λ = (1, 1)T and d = (−1, 0)T , it holds

λ1d1 + λ2d2 = −1 = inf
x∈R

[λ1f1(x) + λ2f2(x) + qg(x)] ,

and this implies that d = (−1, 0)T ∈ DL.
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Like in the previous example, let us show now that d /∈ DFL. If this were not
true, then there would exist p̄ = (p̄1, p̄2), q̄ ≥ 0 and λ̄ = (λ̄1, λ̄2)

T ∈ intR2
+ such

that

−λ̄1 ≤ −λ̄1f
∗
1 (p̄1) − λ̄2f

∗
2 (p̄2) + inf

x∈R

[(

λ̄1p̄1 + λ̄2p̄2

)

x + q̄g(x)
]

. (2. 3)

It holds p̄2 = 0, f ∗
2 (p̄2) = 0 and, from (2. 3),

−1 ≤ −f ∗
1 (p̄1) + inf

x∈R

[

p̄1x +
q̄

λ̄1

g(x)

]

. (2. 4)

But
−f ∗

1 (p̄1) = inf
x∈R

[f1(x) − p̄1x] = inf
x≥0

[

−x2 − p̄1x
]

= −∞,

and this contradicts relation (2. 4). So, d = (−1, 0)T /∈ DFL and, from here,
DFL ( DF , i.e. the inclusion DFL ⊆ DL may be strict.

PROPOSITION 2.2

(a) It holds DF ⊆ DP .

(b) It holds DL ⊆ DP .

Proof

(a) Let be d = (d1, ..., dm)T ∈ DF . Then there exist pi ∈ Rn, i = 1, ...,m, and
λ ∈ intRm

+ such that

m
∑

i=1

λidi ≤ −
m
∑

i=1

λif
∗
i (pi) − χ∗

A

(

−
m
∑

i=1

λipi

)

= −
m
∑

i=1

λif
∗
i (pi) + inf

x∈A

(

m
∑

i=1

λipi

)T

x

≤ −
m
∑

i=1

λif
∗
i (pi) +

(

m
∑

i=1

λipi

)T

x,∀x ∈ A.

By the inequality of Young, we obtain

m
∑

i=1

λidi ≤
m
∑

i=1

λifi(x),∀x ∈ A,

or, equivalently,
m
∑

i=1

λidi ≤ inf
x∈A

m
∑

i=1

λifi(x).

This means that (λ, d) ∈ BP and d = hP (λ, d) ∈ hP (BP ) = DP .
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(b) Let be again d = (d1, ..., dm)T ∈ DL, q =
K∗

0 and λ ∈ intRm
+ such that

m
∑

i=1

λidi ≤ inf
x∈Rn

[

m
∑

i=1

λifi(x) + qT g(x)

]

≤ inf
x∈A

[

m
∑

i=1

λifi(x) + qT g(x)

]

≤ inf
x∈A

m
∑

i=1

λifi(x).

Like before, (λ, d) ∈ BP and d = hP (λ, d) ∈ hP (BP ) = DP .

�

Remark 2.1 Let us consider again the problem in Example 2.2. We show that
d = (−1, 0)T ∈ DP , but d = (−1, 0)T /∈ DF . For λ = (1, 1)T , it holds

λ1d1 + λ2d2 = 1 = inf
x∈A

[λ1f1(x) + λ2f2(x)] ,

and, from here, we have d = (−1, 0)T ∈ DP .
Assuming that d ∈ DF , there would exist then p̄ = (p̄1, p̄2) and λ̄ = (λ̄1, λ̄2)

T ∈
intR2

+ such that

−λ̄1 ≤ −λ̄1f
∗
1 (p̄1) − λ̄2f

∗
2 (p̄2) + inf

g(x)≤0

(

λ̄1p̄1 + λ̄2p̄2

)

x. (2. 5)

In order to have this fulfilled, we must have p̄2 = 0 and f ∗
2 (p̄2) = 0. So, (2. 5)

becomes
−1 ≤ −f ∗

1 (p̄1) + inf
x∈[−1,1]

(p̄1x).

Again, −f ∗
1 (p̄1) = −∞ leads us to a contradiction. So, d = (−1, 0)T /∈ DF ,

and, from here, DF ( DP , i.e. the inclusion DF ⊆ DP may be strict.

Remark 2.2 We show now that, for the problem presented in Example 2.1,
d = (1, 0)T ∈ DP , but d = (1, 0)T /∈ DL. For λ = (1, 1)T , it holds

λ1d1 + λ2d2 = 1 = inf
x∈A

[λ1f1(x) + λ2f2(x)] ,

and, then, we have d = (1, 0)T ∈ DP .
Assuming d ∈ DL there would exist q̄ ≥ 0 and λ̄ = (λ̄1, λ̄2)

T ∈ intR2
+ such

that

λ̄1 ≤ inf
x∈R

[

λ̄1f1(x) + λ̄2f2(x) + q̄g(x)
]

= inf
x≥0

[

λ̄1x + q̄(1 − x2)
]

. (2. 6)
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Obviously, (2. 6) is true just if q̄ = 0 and, in this case, it becomes

λ̄1 ≤ inf
x≥0

[

λ̄1x
]

= 0,

which is a contradiction. From here, d = (1, 0)T /∈ DL, and, so, the inclusion
DL ⊆ DP may be also strict.

So far we have proved that

DFL (
DF

DL
( DP . (2. 7)

Remark 2.3 In the examples 2.1 and 2.2, one may observe that (1, 0)T ∈ DF ,
(1, 0)T /∈ DL and (−1, 0)T ∈ DL, (−1, 0)T /∈ DF , respectively. This certifies the
fact that in the general case it cannot be established any relation of inclusion
between the sets DF and DL, similar to the ones asserted in the propositions 2.1
and 2.2.

From (1. 1) and (2. 7), we can conclude that, in the general case, it holds,
for every α ∈ F ,

D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF

DL
( DP . (2. 8)

In chapter 5 of the first part of the study we proved that even if the inclu-
sions in (1. 1) between D1, Dα, α ∈ F , and DFL are strict, their sets of maximal
elements are equal (cf. (1. 2)). We show now by some counter-examples that
this result does not hold for the maximal elements sets of DFL, DF , DL and
DP . Actually we show that there is no relation of inclusion between vmaxDFL,
vmaxDF , vmaxDL and vmaxDP .

Remark 2.4 Let us consider again the problem in Example 2.1. We showed
that d = (1, 0)T /∈ DFL and this means that d = (1, 0)T /∈ vmaxDFL. On
the other hand, we have d = (1, 0) ∈ DF and, moreover, it can be proved that
d = (1, 0) ∈ vmaxDF . In conclusion, vmaxDF * vmaxDFL.

For the same example, let be now d̃ = (0, 0)T . It can be verified that
d̃ ∈ vmaxDFL, which means that d̃ = (0, 0)T ∈ DFL ⊆ DF . But, because
d = (1, 0)T ∈ DF , it follows that d̃ /∈ vmaxDF . So, vmaxDFL * vmaxDF .

Example 2.3 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R → R,
g : R → R such that

f1(x) =

{

x2, if x ∈ [0, +∞),
+∞, otherwise,
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f2(x) = 0,

and

g(x) =

{

1 − x2, if x ∈ [0, +∞),
1, otherwise.

For q = 1, λ = (1, 1)T and d = (1, 0)T , we have (q, λ, d) ∈ BL and d ∈ DL.
Moreover, d ∈ vmaxDL. It can be also verified that d /∈ DFL and, from here,
d = (1, 0)T /∈ vmaxDFL. This means that vmaxDL * vmaxDFL.

On the other hand, it can be shown that d̃ = (0, 0)T ∈ vmaxDFL. But,
Proposition 5.1 (b) implies that d̃ = (0, 0)T ∈ DFL ⊆ DL. Obviously, d̃ /∈
vmaxDL, otherwise it would contradict the maximality of d = (1, 0)T in DL. So,
vmaxDFL * vmaxDL.

Remark 2.5 For the problem presented in Example 2.2, we have that d =
(−1, 0)T ∈ DP and, moreover, d ∈ vmaxDP . Because d /∈ DF , we also have that
d /∈ vmaxDF . In conclusion, vmaxDP * vmaxDF .

In order to show that vmaxDF * vmaxDP , let us consider for m = 2, n =
1, k = 1, K = R+, the functions f1, f2 : R → R, g : R → R such that

f1(x) =

{

x, if x ∈ (0, +∞),
+∞, otherwise,

f2(x) = 0, g(x) = x.

It is easy to verify that for p = (0, 0), λ = (1, 1)T and d = (0, 0)T the
element (p, λ, d) belongs to BF , which gives us that d = (0, 0)T ∈ DF . Moreover,
d = (0, 0)T ∈ vmaxDF .

By Proposition 2.2 (a) we have d = (0, 0)T ∈ DP . But, for λ = (1, 1)T and
d̃ = (1, 0)T , (λ, d̃) ∈ BP and, from here, d̃ = (1, 0)T ∈ DP . So, d = (0, 0)T /∈
vmaxDP and vmaxDF * vmaxDP .

Remark 2.6 Considering again the problem in Example 2.1, we have d =
(1, 0)T ∈ DP , and d /∈ DL. From here, d /∈ vmaxDL. Moreover, d = (1, 0)T ∈
vmaxDP , which shows that vmaxDP * vmaxDL.

On the other hand, d̃ = (0, 0)T ∈ vmaxDL and, by Proposition 2.2 (b),
d̃ ∈ DL ⊆ DP . Because, d = (1, 0)T ∈ DP , it follows d̃ = (0, 0)T /∈ vmaxDP . So,
vmaxDL * vmaxDP .

In the general case we can conclude now that between the sets of maximal
elements of DFL, DF , DL and DP a relation of equality or any relation of inclusion
does not hold. In this situation, the only valid relation is the relation of inclusion
(2. 7).
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3 Conditions for the equality of the sets DFL,

DF , DL and DP

Assuming the conditions (Af ), (Ag) and (ACQ) are satisfied, we prove in this
section that relation (2. 7) becomes an equality.

THEOREM 3.1 Let the assumptions (Ag) and (ACQ) be fulfilled. Then it
holds DFL = DF .

Proof By Proposition 2.1 (a) we have that DFL ⊆ DF .
Now let be d ∈ DF . Then there exist p = (p1, ..., pm) ∈ Rn × ... × Rn and

λ ∈ intRm
+ such that (p, λ, d) ∈ BF , i.e.

m
∑

i=1

λidi ≤ −
m
∑

i=1

λif
∗
i (pi) − χ∗

A

(

−
m
∑

i=1

λipi

)

= −
m
∑

i=1

λif
∗
i (pi) + inf

x∈A

(

m
∑

i=1

λipi

)T

x. (3. 1)

But, (Ag) and (ACQ) being fulfilled, it follows that for the scalar problem

(Pλp) inf
x∈A

(

m
∑

i=1

λipi

)T

x,

A =

{

x ∈ Rn : g(x) 5
K

0

}

,

the strong duality holds (cf. Theorem 2.1 in part one). One of its dual problems
(cf. [10]) is

(Dλp
L ) sup

q =
K∗

0

inf
x∈Rn





(

m
∑

i=1

λipi

)T

x + qT g(x)



 .

The strong duality theorem assures the existence of an element q̄ =
K∗

0, that is

a solution to (Dλp
L ) such that

inf
x∈A

(

m
∑

i=1

λipi

)T

x = inf(Pλp) = max(Dλp
L ) = inf

x∈Rn





(

m
∑

i=1

λipi

)T

x + q̄T g(x)



 .

(3. 2)
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From (3. 1) and (3. 2), we have

m
∑

i=1

λidi ≤ −
m
∑

i=1

λif
∗
i (pi) + inf

x∈A

(

m
∑

i=1

λipi

)T

x

= −
m
∑

i=1

λif
∗
i (pi) + inf

x∈Rn





(

m
∑

i=1

λipi

)T

x + q̄T g(x)





= −
m
∑

i=1

λif
∗
i (pi) − (q̄T g)∗

(

−
m
∑

i=1

λipi

)

.

This means that (p, q̄, λ, d) ∈ BFL and d = hFL(p, q̄, λ, d) ∈ hFL(BFL) = DFL.
�

Remark 3.1 For the problem presented in Example 2.2, one may observe that
(Ag) and (ACQ) are fulfilled, d = (−1, 0)T ∈ DP , but d = (−1, 0)T /∈ DFL = DF .
We conclude that just these two assumptions are not sufficient to have equality
between all the sets in (2. 7).

THEOREM 3.2 Let the assumptions (Af ) and (Ag) be fulfilled. Then it holds
DFL = DL.

Proof By Proposition 2.1 (b) we have that DFL ⊆ DL.
Let be d ∈ DL. Then there exist q =

K∗

0 and λ ∈ intRm
+ such that (p, λ, d) ∈ BL,

i.e.
m
∑

i=1

λidi ≤ inf
x∈Rn

[

m
∑

i=1

λifi(x) + qT g(x)

]

. (3. 3)

Let us consider the function k : Rn → R, k(x) =
m
∑

i=1

λifi(x). We have

domk =
m
⋂

i=1

domfi and, from (Af ), it follows ri(domk) =
m
⋂

i=1

ri(domfi) 6= ∅ (cf.

[11]). Let us also notice that dom(qT g) = Rn and then, by Theorem 31.1 in [12],
there exists p̃ ∈ Rn such that

inf
x∈Rn

[

m
∑

i=1

λifi(x) + qT g(x)

]

= −

(

m
∑

i=1

λifi

)∗

(p̃) + inf
x∈Rn

[

p̃T x + qT g(x)
]

. (3. 4)

On the other hand, from Theorem 16.4 in [12], there exist p̄i ∈ Rn, i = 1, ...,m,

such that p̃ =
m
∑

i=1

λip̄i and

(

m
∑

i=1

λifi

)∗

(p̃) =
m
∑

i=1

λif
∗
i (p̄i).
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From (3. 3) and (3. 4) we obtain

m
∑

i=1

λidi ≤ inf
x∈Rn

[

m
∑

i=1

λifi(x) + qT g(x)

]

= −

(

m
∑

i=1

λifi

)∗

(p̃) + inf
x∈Rn

[

p̃T x + qT g(x)
]

= −
m
∑

i=1

λif
∗
i (p̄i) + inf

x∈Rn





(

m
∑

i=1

λip̄i

)T

x + qT g(x)





= −
m
∑

i=1

λif
∗
i (p̄i) − (qT g)∗

(

−
m
∑

i=1

λip̄i

)

.

This means that, for p̄ = (p̄1, ..., p̄m), (p̄, q, λ, d) ∈ BFL and d = hFL(p̄, q, λ, d)
∈ hFL(BFL) = DFL. �

Example 3.1 For m = 2, n = 2, k = 1, K = R+, we consider the functions
f1, f2 : R2 → R, g : R2 → R, introduced by

f1(x1, x2) =

{

x2 if x ∈ X,
+∞, otherwise,

X =

{

x = (x1, x2) ∈ R2 : 0 ≤ x1 ≤ 2,
3 ≤ x2 ≤ 4 for x1 = 0
1 < x2 ≤ 4 for x1 > 0

}

,

f2(x1, x2) = 0 and g(x1, x2) = x1.

It can be observed that (Af ) and (Ag) are fulfilled, d = (3, 0)T ∈ DP , but
d = (3, 0)T /∈ DFL = DL. Like in Remark 3.1, we can conclude that just the
assumptions (Af ) and (Ag) are also not sufficient to have equality between all
the sets in (2. 7). The next theorem shows when this really happens.

THEOREM 3.3 Let the assumptions (Af ), (Ag) and (ACQ) be fulfilled. Then
it holds DFL = DL = DF = DP .

Proof By the Theorems 3.1 and 3.2, we have DFL = DL = DF . Let us prove
now that DF = DP .

Proposition 2.2 (a) gives us that DF ⊆ DP . It remains to prove just that the
reversed inclusion also holds.

Let be d ∈ DP . Then there exists λ ∈ intRm
+ such that (λ, d) ∈ BP , i.e.

m
∑

i=1

λidi ≤ inf
x∈A

m
∑

i=1

λifi(x). (3. 5)

12



Moreover, by (3. 5), and, since (Af ), (Ag) and (ACQ) are true, it follows that
the assumptions of the strong duality Theorem 2.1, presented in the first part of
this study, are fulfilled. Considering for the primal problem

(Pλ) inf
x∈A

m
∑

i=1

λifi(x)

its dual

(Dλ
F ) sup

pi∈Rn,i=1,...,m

{

−
m
∑

i=1

λif
∗
i (pi) − χ∗

A

(

−
m
∑

i=1

λipi

)}

,

the last one has a solution. Then there exist p̄i ∈ Rn, i = 1, ...,m, such that

inf
x∈A

m
∑

i=1

λifi(x) = −
m
∑

i=1

λif
∗
i (p̄i) − χ∗

A

(

−
m
∑

i=1

λip̄i

)

. (3. 6)

From (3. 5) and (3. 6) we have

m
∑

i=1

λidi ≤ inf
x∈A

m
∑

i=1

λifi(x) = −
m
∑

i=1

λif
∗
i (p̄i) − χ∗

A

(

−
m
∑

i=1

λip̄i

)

,

which actually means that, for p̄ = (p̄1, ..., p̄m), (p̄, λ, d) ∈ BF and d = hF (p̄, λ, d)
∈ hF (BF ) = DF . �

As a consequence of this last theorem we can affirm that, if (Af ), (Ag) and
(ACQ) are fulfilled, from (1. 1) and (2. 7) we have, for every α ∈ F ,

D1 ∩ Rm ( Dα ∩ Rm ( DFL = DL = DF = DP . (3. 7)

This last relation, together with (1. 2), gives us for every α ∈ F ,

vmaxD1 = vmaxDα = vmaxDFL = vmaxDF = vmaxDL = vmaxDP , (3. 8)

provided that (Af ), (Ag) and (ACQ) hold.

4 Nakayama multiobjective duality

One of the first theories concerning duality for convex multiobjective problems
was developed by Nakayama and has been described in [4], [5] and [13]. If we
consider this theory for the primal problem (P ), the dual introduced there be-
comes

(DN) v-max
(U,y)∈BN

hN(U, y),
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hN(U, y) =







hN
1 (U, y)

...
hN

m(U, y)






=







y1
...

ym






,

with
hN

j (U, y) = yj, j = 1, ...,m,

the dual variables
U ∈ U , y = (y1, . . . , ym)T ∈ Rm,

U = {U : U is a m × k matrix such that U · K ⊆ Rm
+},

and the set of constraints

BN = {(U, y) : U ∈ U and there is no x ∈ Rn, such that y 	 f(x) + Ug(x)}.

If U =







qT
1
...

qT
m






∈ U , qi ∈ Rk, i = 1, ...,m, then for every k ∈ K, it must

hold (qT
1 k, ..., qT

mk)T ∈ Rm
+ . From here, for i = 1, ...,m, qT

i k ≥ 0,∀k ∈ K, which
actually means that qi ∈ K∗, for i = 1, ...,m. By this observation the dual (DN)
can be written, equivalently, in the following way

(DN) v-max
(q1,...,qm,y)∈BN

hN(q1, ..., qm, y),

hN(q1, ..., qm, y) =







hN
1 (q1, ..., qm, y)

...
hN

m(q1, ..., qm, y)






=







y1
...

ym






,

with
hN

j (q1, ..., qm, y) = yj, j = 1, ...,m,

the dual variables

qi ∈ Rk, i = 1, ...,m, y = (y1, . . . , ym)T ∈ Rm,

and the set of constraints

BN = {(q1, ..., qm, y) : qi =
K∗

0, i = 1, ...,m, and there is no x ∈ Rn

such that y 	 f(x) + (qT
1 g(x), ..., qT

mg(x))T}.

The proofs of the next two theorems had been given in [4].

THEOREM 4.1 (weak duality for (DN)) There is no x ∈ A and no element
(q1, ..., qm, y) ∈ BN fulfilling hN(q1, ..., qm, y) =

R
m
+

f(x) and hN(q1, ..., qm, y) 6= f(x).
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THEOREM 4.2 (strong duality for (DN)) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x̄ is a properly efficient solution to (P ), then there exists an ef-
ficient solution (q̄1, ..., q̄m, ȳ) ∈ BN to the dual (DN) and strong duality f(x̄) =
hN(q̄1, ..., q̄m, ȳ) = ȳ holds.

In order to relate the dual (DN) to the duals considered in the previous chap-
ters, let us denote by DN := hN(BN) ⊆ Rm the image set of the Nakayama
multiobjective dual.

PROPOSITION 4.3 It holds DL ⊆ DN .

Proof Let be d = (d1, ..., dm)T ∈ DL. Then there exist q =
K∗

0 and λ ∈ intRm
+

such that (q, λ, d) ∈ BL, i.e.

m
∑

i=1

λidi ≤ inf
x∈Rn

[

m
∑

i=1

λifi(x) + qT g(x)

]

. (4. 1)

Let be, for i = 1, ...,m, q̄i := 1
m
P

i=1

λi

q =
K∗

0.

We show now that (q̄1, ..., q̄m, d) ∈ BN . If this does not happen, then there
exists x′ ∈ Rn such that d 	 f(x′) + (q̄T

1 g(x′), ..., q̄T
mg(x′))T . It follows that

m
∑

i=1

λidi >
m
∑

i=1

λifi(x
′)+qT g(x′), but this contradicts the inequality in (4. 1). From

here we obtain that (q̄1, ..., q̄m, d) ∈ BN and d = hN(q̄1, ..., q̄m, d) ∈ hN(BN) = DN .
�

Example 4.1 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R → R,
g : R → R such that f1(x) = x, f2(x) = 1 and g(x) = −1.

Considering q1 = q2 = 0 and d = (1, 0)T , it is obvious that there is no x ∈ Rn

such that
d = (1, 0)T 	 f(x) + (q1g(x), q2g(x))T = (x, 1)T .

This means that d = (1, 0)T ∈ DN .
On the other hand, we have d /∈ DL and, so, DL ( DN , i.e. the inclusion

DL ⊆ DN may be strict.

Example 4.2 For m = 2, n = 1, k = 1, K = R+, let now be f1, f2 : R → R,
g : R → R such that

f1(x) = f2(x) = x,

and

g(x) =

{

1 − x2, if x ∈ [0, +∞),
1, otherwise.
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The element d = (1, 1)T belongs to DF and DP . We show now that d /∈ DN .
If this were not true, then there would exist q̄1, q̄2 ≥ 0 such that (q̄1, q̄2, d) ∈ DN ,
or, equivalently,

d = (1, 1)T 	 (x + q1g(x), x + q2g(x))T , (4. 2)

would not hold for any x ∈ R. But, for i = 1, 2, lim
x→−∞

(x + qig(x)) = −∞, which

means that there exists x′ ∈ R such that x+ q1g(x) < 1 and x+ q2g(x) < 1. This
contradicts (4. 2). The conclusion is that, in general, DF * DN and DP * DN .

Remark 4.1 For the problem introduced in Example 4.1, let us notice that
(Af ), (Ag) and (ACQ) are fulfilled. By Theorem 3.3, we have DL = DF = DP ,
and, so, d = (1, 0)T neither belongs to DF , nor to DP . But, we have shown that
d = (1, 0)T ∈ DN . We conclude that DN * DF and DN * DP .

The last results allow us to extend the relation (2. 8) by introducing the set
DN . We get, for every α ∈ F ,

D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF ( DP

DL (
DP

DN

. (4. 3)

If (Af ), (Ag) and (ACQ) are fulfilled, then from (3. 7) and Proposition 4.3
this relation becomes, for every α ∈ F ,

D1 ∩ Rm ( Dα ∩ Rm ( DFL = DL = DF = DP ( DN . (4. 4)

We remind that, if (Af ), (Ag) and (ACQ) are fulfilled, then the maximal el-
ements sets of the first six duals are equal (cf. (3. 8)). The following example
shows that, even if the three assumptions are fulfilled, between vmaxDN and
vmaxDP does not exist any relation of inclusion.

Example 4.3 For m = 2, n = 2, k = 1, K = R, let be f1, f2 : R2 → R,
g : R2 → R such that

f1(x1, x2) =

{

x1 if x ∈ X,
+∞, otherwise,

f2(x1, x2) =

{

x2 if x ∈ X,
+∞, otherwise,

X =
{

x = (x1, x2)
T ∈ R2 : x1, x2 ≥ 0 such that x2 > 0, if x1 ∈ [0, 1)

}

,

and
g(x1, x2) = 0.

We notice that (Af ), (Ag) and (ACQ) are fulfilled.
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For q1 = q2 = 0 ∈ K∗ = {0} and d = (1, 0)T it does not exist x = (x1, x2)
T

∈ X such that (1, 0)T 	 (x1, x2)
T . This means that (0, 0, d) ∈ BN and d ∈ DN .

Let us assume now that there exist q̄1, q̄2 ∈ K∗ and d̄ ∈ R2 such that (q̄1, q̄2, d̄)
∈ BN and d̄ 	 d = (1, 0). We have then q̄1 = q̄2 = 0 and for x̄ = (1, 0)T ∈ X
holds

(f1(x̄) + q̄1g(x̄), f2(x̄) + q̄2g(x̄))T = (x̄1, x̄2)
T = (1, 0)T = d � d̄.

It follows that (q̄1, q̄2, d̄) /∈ BN , which means that d = (1, 0)T ∈ vmaxDN .
Let us assume now that d ∈ DP = DL. Then there exists λ̄ = (λ̄1, λ̄2)

T ∈
intR2

+ such that

λ̄1 = λ̄1d1 + λ̄2d2 ≤ inf
x∈A

[

λ̄1f1(x) + λ̄2f2(x)
]

= inf
x∈X

(

λ̄1x1 + λ̄2x2

)

.

On the other hand, for n ∈ N∗, ( 1
n
, 1

n
)T ∈ X, it holds

λ̄1 ≤ λ̄1
1

n
+ λ̄2

1

n
,∀n ∈ N∗.

If n → +∞, then we must have λ̄1 ≤ 0 and this is a contradiction. From
here, d = (1, 0)T /∈ DP and, obviously, d = (1, 0)T /∈ vmaxDP . In conclusion,
vmaxDN * vmaxDP .

On the other hand, for λ1 = λ2 = 1 and d̃ = (0, 0)T , we have d̃ = (0, 0)T ∈ DP

and, moreover, d̃ = (0, 0)T ∈ vmaxDP .
By Proposition 4.3, d̃ = (0, 0)T ∈ DP ⊆ DN and, because d = (1, 0)T ∈ DN ,

it follows d̃ = (0, 0)T /∈ vmaxDN . So, vmaxDP * vmaxDN .

Remark 4.2 In Proposition 5 in [5], Nakayama gives some necessary conditions
to have

vminP = vmaxDL = vmaxDN , (4. 5)

where vminP represents the set of the Pareto-efficient solutions of the problem
(P ).

In order to have (4. 5), this proposition claims that (Af ), (Ag) and (ACQ) must
be fulfilled, the problem (P ) must have at least one Pareto-efficient solution, all
these Pareto-efficient solutions must be properly efficient and the set

G = {(z, y) ∈ Rm × Rk : ∃x ∈ X, s.t. y =
R

m
+

f(x), z =
K

g(x)}

must be closed.

5 Wolfe multiobjective duality

The next multiobjective dual problem, that we treat in this paper is the Wolfe
multiobjective dual also well-known in the literature. First it was introduced
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in the differentiable case by Weir in [6]. Its formulation for the nondifferentiable
case can be found in [7] and it has been inspired by the Wolfe scalar dual problem
for nondifferentiable optimization problems (cf. [14]).

The Wolfe multiobjective dual problem has the following formulation

(DW ) v-max
(x,q,λ)∈BW

hW (x, q, λ),

hW (x, q, λ) =







hW
1 (x, q, λ)

...
hW

m (x, q, λ)






,

with
hW

j (x, q, λ) = fj(x) + qT g(x), j = 1, ...,m,

the dual variables

x ∈ Rn, q ∈ Rk, λ = (λ1, . . . , λm)T ∈ Rm,

and the set of constraints

BW = {(x, q, λ) : x ∈ Rn, λ = (λ1, . . . , λm)T ∈ intRm
+ ,

m
∑

i=1

λi = 1,

q =
K∗

0, 0 ∈ ∂

(

m
∑

i=1

λifi

)

(x) + ∂(qT g)(x)}.

Here, for a function f : Rn → R, ∂f(x̄) = {x∗ ∈ Rn : f(x)− f(x̄) ≥< x∗, x− x̄ >
∀x ∈ Rn} represents the subdifferential of f at the point x̄ ∈ Rn.

The following two theorems represent the weak and strong duality theorems.
Their proofs can be derived from [6] and [7].

THEOREM 5.1 (weak duality for (DW )) There is no x ∈ A and no element
(y, q, λ) ∈ BW fulfilling hW (y, q, λ) =

R
m
+

f(x) and hW (y, q, λ) 6= f(x).

THEOREM 5.2 (strong duality for (DW )) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x̄ is a properly efficient solution to (P ), then there exists q̄ =

K∗

0

and λ̄ ∈ intRm
+ such that (x̄, q̄, λ̄) ∈ BW is a properly efficient solution to the dual

(DW ) and strong duality f(x̄) = hW (x̄, q̄, λ̄) holds.

Let us consider now DW := hW (BW ) ⊆ Rm. We study, in the general case,
the relations between DW and the image sets of the duals introduced so far.

PROPOSITION 5.3 It holds DW ⊆ DL.
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Proof Let be d = (d1, ..., dm)T ∈ DW . Then there exists (x, q, λ) ∈ BW such
that d = hW (x, q, λ) = f(x) + (qT g(x), ..., qT g(x))T .

From here, it follows

m
∑

i=1

λidi =
m
∑

i=1

λifi(x) +

(

m
∑

i=1

λi

)

qT g(x) =
m
∑

i=1

λifi(x) + qT g(x). (5. 1)

On the other hand, because of (x, q, λ) ∈ BW , we have

0 ∈ ∂

(

m
∑

i=1

λifi

)

(x) + ∂(qT g)(x),

which implies that

m
∑

i=1

λifi(x) + qT g(x) ≤ inf
u∈Rn

[

m
∑

i=1

λifi(u) + qT g(u)

]

. (5. 2)

From (5. 1) and (5. 2) we obtain

m
∑

i=1

λidi =
m
∑

i=1

λifi(x) + qT g(x) ≤ inf
u∈Rn

[

m
∑

i=1

λifi(u) + qT g(u)

]

,

which gives us (q, λ, d) ∈ BL and d = hL(q, λ, d) ∈ hL(BL) = DL. �

Example 5.1 For m = 2, n = 1, k = 1, K = R, let be f1, f2 : R → R,
g : R → R such that f1(x) = f2(x) = x2 and g(x) = 0.

For q = 0 ∈ K∗ = {0}, λ = (1, 1)T and d = (−1,−1)T we have

λ1d1 + λ2d2 = −2 < 0 = inf
x∈R

[

x2 + x2
]

= inf
x∈R

[

λ1f1(x) + λ2f2(x) + qT g(x)
]

,

which implies that d = (−1,−1)T ∈ DL.
We will show now that d = (1,−1)T /∈ DW . If this were not true, then

there would exists (x̄, q̄, λ̄) ∈ BW , with λ̄ = (λ̄1, λ̄2)
T ∈ intR2

+, λ̄1 + λ̄2 = 1,
q̄ ∈ K∗ = {0} such that

d = (−1,−1)T = (f1(x̄) + q̄g(x̄), f2(x̄) + q̄g(x̄))T = (x̄2, x̄2)T .

But, this is a contradiction and, so, DW ( DL, i.e. the inclusion may be
strict. Moreover, by (4. 3), we have DP * DW and DN * DW .

Example 5.2 For m = 2, n = 1, k = 1, K = R, let be f1, f2 : R → R,
g : R → R such that f1(x) = f2(x) = 0 and g(x) = 0.

For p = (0, 0), q = 0 ∈ K∗ = {0}, λ =
(

1
2
, 1

2

)T
, t = (1,−1)T , it holds

d = (1,−1)T ∈ D1. Otherwise, d = (1,−1)T /∈ DW . So, D1 ∩Rm * DW , whence,
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Dα ∩ Rm * DW , α ∈ F , DFL * DW and DF * DW .

Example 5.3 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R → R,
g : R → R such that f1(x) = x2 − 1, f2(x) = 1 − x2 and g(x) = 0.

For x = 0, q = 0 and λ = ( 1
2
, 1

2
)T it holds (x, q, λ) ∈ BW and d = (−1, 1)T =

(f1(0), f2(0))
T ∈ DW .

Let us show now that d /∈ DF . If this were not true, then there would exist
p̄ = (p̄1, p̄2), λ̄ = (λ̄1, λ̄2)

T ∈ intR2
+ such that (p̄, λ̄, d) ∈ BF , i.e.

−λ̄1 + λ̄2 ≤ −λ̄1f
∗
1 (p̄1) − λ̄2f

∗
2 (p̄2) + inf

x∈R

(

λ̄1p̄1 + λ̄2p̄2

)

x. (5. 3)

But, f ∗
2 (p̄2) = sup

x∈R

{p̄2x+x2−1} = +∞, and this contradicts the inequality in

(5. 3). In conclusion, DW * DF , and, so, DW * DFL, DW * Dα ∩ Rm, α ∈ F ,
and DW * D1 ∩ Rm (cf. (4. 3)).

By (4. 3), Proposition 5.3 and examples 5.1-5.3, we obtain in the general case
the following scheme for every α ∈ F

D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF ( DP

DL (
DP

DN

DW ( DL (
DP

DN

. (5. 4)

For the last part of this section, let us assume that (Af ), (Ag) and (ACQ) are
fulfilled.

PROPOSITION 5.4 It holds DW ⊆ D1 ∩ Rm.

Proof Let be d = (d1, ..., dm)T ∈ DW . Then there exists (x, q, λ) ∈ BW such
that d = hW (x, q, λ). Because of

0 ∈ ∂

(

m
∑

i=1

λifi

)

(x) + ∂(qT g)(x) =
m
∑

i=1

λi∂fi(x) + ∂(qT g)(x),

it follows that there exist pi ∈ Rn, i = 1, ...,m such that pi ∈ ∂fi(x), i = 1, ...,m,

and −
m
∑

i=1

λipi ∈ ∂(qT g)(x). As a consequence follows (cf. [9])

f ∗
i (pi) + fi(x) = pT

i x, i = 1, ...,m, (5. 5)

and

(qT g)∗

(

−
m
∑

i=1

λipi

)

+ qT g(x) =

(

−
m
∑

i=1

λipi

)T

x. (5. 6)
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Defining, for j = 1, ...,m,

tj := pT
j x +

(

−
m
∑

i=1

λipi

)T

x ∈ R,

then
m
∑

i=1

λiti = 0 and this means that (p, q, λ, t) ∈ B1, for p = (p1, ..., pm). On the

other hand, from (5. 5) and (5. 6) we have, for j = 1, ...,m,

h1
j(p, q, λ, t) = −f ∗

j (pj) − (qT g)∗









−
1

m
∑

i=1

λi

m
∑

i=1

λipi









+ tj

= −f ∗
j (pj) − (qT g)∗

(

−
m
∑

i=1

λipi

)

+ tj

= fj(x) − pT
j x + qT g(x) −

(

−
m
∑

i=1

λipi

)T

x + tj

= fj(x) + qT g(x) = dj.

In conclusion, d = h1(p, q, λ, t) ∈ h1(B1) = D1. �

Remark 5.1 For the problem described in Example 5.2 the assumptions (Af ),
(Ag) and (ACQ) are fulfilled and d = (1,−1)T ∈ D1 ∩ R2, but d /∈ DW . This
means that even in this case the inclusion DW ⊆ D1 ∩ Rm may be strict.

So, if (Af ), (Ag) and (ACQ) are fulfilled, then (5. 4) becomes, for every α ∈ F ,

DW ( D1 ∩ Rm ( Dα ∩ Rm ( DFL = DF = DL = DP ( DN . (5. 7)

Let us recall that in this situation we have, by (3. 8), the following equality
for every α ∈ F

vmaxD1 = vmaxDα = vmaxDFL = vmaxDF = vmaxDL = vmaxDP .

The next example shows that, even in this case, the sets vmaxDW and
vmaxDP are in general not equal.

Example 5.4 For m = 2, n = 1, k = 1, K = R, let be f1, f2 : R → R,
g : R → R such that

f1(x) = f2(x) =

{

x2, if x ∈ (0, +∞),
+∞, otherwise,
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and
g(x) = 0.

It is obvious that (Af ), (Ag) and (ACQ) are fulfilled. For λ = (1, 1)T and
d = (0, 0)T , we have (λ, d) ∈ BP and d ∈ DP . Moreover, d ∈ vmaxDP .

We will show now that d = (0, 0)T /∈ DW . If this were not true, then there
would exist (x̄, q̄, λ̄) ∈ BW , with λ̄ = (λ̄1, λ̄2)

T ∈ intR2
+, λ̄1+λ̄2 = 1, q̄ ∈ K∗ = {0}

such that

d = (0, 0)T = (f1(x̄) + q̄g(x̄), f2(x̄) + q̄g(x̄))T = (f1(x̄), f2(x̄))T .

But, f1(x) = f2(x) > 0,∀x ∈ R, and this leads to a contradiction. From here
we obtain that d = (0, 0)T /∈ DW and, obviously, d = (0, 0)T /∈ vmaxDW .

6 Weir-Mond multiobjective duality

The last section of this work is dedicated to the study of the so-called Weir-Mond
dual optimization problem. It has the following formulation (cf. [6] and [8])

(DWM) v-max
(x,q,λ)∈BWM

hWM(x, q, λ),

hWM(x, q, λ) =







hWM
1 (x, q, λ)

...
hWM

m (x, q, λ)






,

with
hWM

j (x, q, λ) = fj(x), j = 1, ...,m,

the dual variables

x ∈ Rn, q ∈ Rk, λ = (λ1, . . . , λm)T ∈ Rm,

and the set of constraints

BWM = {(x, q, λ) : x ∈ Rn, λ = (λ1, . . . , λm)T ∈ intRm
+ ,

m
∑

i=1

λi = 1, q =
K∗

0,

qT g(x) ≥ 0, 0 ∈ ∂

(

m
∑

i=1

λifi

)

(x) + ∂(qT g)(x)}.

The following theorems state the existence of weak and strong duality (cf. [6]
and [8]).

THEOREM 6.1 (weak duality for (DWM)) There is no x ∈ A and no element
(y, q, λ) ∈ BWM fulfilling hWM(y, q, λ) =

R
m
+

f(x) and hWM(y, q, λ) 6= f(x).
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THEOREM 6.2 (strong duality for (DWM)) Assume that (Af ), (Ag) and
(ACQ) are fulfilled. If x̄ is a properly efficient solution to (P ), then there exists
q̄ =

K∗

0 and λ̄ ∈ intRm
+ such that (x̄, q̄, λ̄) ∈ BWM is a properly efficient solution to

the dual (DWM) and strong duality f(x̄) = hWM(x̄, q̄, λ̄) holds.

Let be DWM := hWM(BWM) ⊆ Rm. We are now interested in relating the
image set DWM to the image sets which appear in the relation (5. 4).

PROPOSITION 6.3 It holds DWM ⊆ DL.

Proof. Let be d = (d1, ..., dm)T ∈ DWM . Then there exists (x, q, λ) ∈ BWM

such that d = hWM(x, q, λ) = f(x). Because

0 ∈ ∂

(

m
∑

i=1

λifi

)

(x) + ∂(qT g)(x),

we have
m
∑

i=1

λifi(x) + qT g(x) ≤ inf
u∈Rn

[

m
∑

i=1

λifi(u) + qT g(u)

]

.

On the other hand,

m
∑

i=1

λidi =
m
∑

i=1

λifi(x) ≤
m
∑

i=1

λifi(x) + qT g(x),

which implies
m
∑

i=1

λidi ≤ inf
u∈Rn

[

m
∑

i=1

λifi(u) + qT g(u)

]

.

So, (q, λ, d) ∈ BL and d = hL(q, λ, d) ∈ hL(BL) = DL. �

Remark 6.1 For the problem considered in Example 5.1 we have that d =
(−1,−1)T ∈ DL and d /∈ DW . In a similar way it can be shown that d =
(1,−1)T /∈ DWM . This means that the inclusion DWM ⊆ DL may be strict.
From here it also follows that DP * DWM and DN * DWM (cf. (4. 3)).

Remark 6.2 Let us consider now the problem in Example 5.2. Here, it holds
d = (1,−1) ∈ D1. But, one can verify that d = (1,−1) /∈ DWM , which implies
that D1 ∩ Rm * DWM and, from here, we have that Dα ∩ Rm * DWM , α ∈ F ,
DFL * DWM , DF * DWM and DP * DWM .

Remark 6.3 For the problem in Example 5.3, we have d = (−1, 1) /∈ DF and,
obviously, d = (−1, 1) ∈ DWM . So, it holds DWM * DF and, as a consequence,
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DWM * DFL, DWM * Dα ∩ Rm, α ∈ F , and DWM * D1 ∩ Rm.

Next we construct two other examples which show that between DW and
DWM also does not exist any relation of inclusion.

Example 6.1 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R → R,
g : R → R such that f1(x) = f2(x) = 0 and g(x) = x2 − 1.

For x = 0, q = 1 and λ =
(

1
2
, 1

2

)T
, it holds (x, q, λ) ∈ BW and

d = (−1,−1)T = (f1(0) + qg1(0), f2(0) + qg2(0))
T ∈ DW .

Otherwise, d /∈ DWM , which means that DW * DWM .

Example 6.2 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R → R,
g : R → R such that f1(x) = x, f2(x) = x and g(x) = −x + 1.

For x = 1
2
, q = 1 and λ = (1

2
, 1

2
)T , it holds qg

(

1
2

)

= 1
2
≥ 0 and

inf
x∈R

[λ1f1(x) + λ2f2(x) + qg(x)] = 1,

which means that (x, q, λ) ∈ BWM and d =
(

1
2
, 1

2

)T
= (f1(

1
2
), f2(

1
2
))T ∈ DWM .

Let us prove that d /∈ DW . If this were not true, then there would exist
(x̄, q̄, λ̄) ∈ BW such that

d =

(

1

2
,
1

2

)T

= (f1(x̄)+ q̄g(x̄), f2(x̄)+ q̄g(x̄))T = (x̄+ q̄(−x̄+1), x̄+ q̄(−x̄+1))T .

(6. 1)
Because (x̄, q̄, λ̄) ∈ BW , we have

inf
x∈R

[λ̄1f1(x) + λ̄2f2(x) + q̄g(x)] = λ̄1f1(x̄) + λ̄2f2(x̄) + q̄g(x̄),

or, equivalently,
inf
x∈R

[x + q̄(−x + 1)] = x̄ + q̄(−x̄ + 1).

This is true just if q̄ = 1. But, in this case, (6. 1) leads us to a contradiction.
In conclusion, DWM * DW .

In the general case, we get the following scheme for every α ∈ F

D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF ( DP

DL (
DP

DN

DW ( DL (
DP

DN

DWM ( DL (
DP

DN

. (6. 2)
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Let us now try to find out how is this scheme changing under the fulfillment
of the assumptions (Af ), (Ag) and (ACQ). From (5. 7) we have for every α ∈ F

DW ( D1 ∩ Rm ( Dα ∩ Rm ( DFL = DF = DL = DP ( DN .

Remark 6.4 Let us notice that for the problem formulated in Example 6.1
(Af ), (Ag) and (ACQ) are fulfilled. But, DW * DWM , which implies D1 ∩ Rm *
DWM , Dα ∩ Rm * DWM , α ∈ F , and DFL = DF = DL = DP * DWM .

Remark 6.5 For the problem presented in Example 6.2 we proved that

d =
(

1
2
, 1

2

)T
∈ DWM . By using some calculation techniques concerning conju-

gate functions, it can be also proved that d =
(

1
2
, 1

2

)T
/∈ Dα, for every α ∈ F . In

conclusion, DWM * Dα ∩ Rm, α ∈ F , and, from here, DWM * D1 ∩ Rm, even if
(Af ), (Ag) and (ACQ) are fulfilled.

By the last two remarks, using (5. 7), if (Af ), (Ag) and (ACQ) are fulfilled,
we get the following scheme for every α ∈ F

DW ( D1 ∩ Rm ( Dα ∩ Rm ( DFL = DF = DL = DP ( DN ,

and
DWM ( DFL = DF = DL = DP ( DN ,

and no other relation of inclusion holds between these sets.

Remark 6.6 For the problem in Example 5.4 we have d = (0, 0)T ∈ vmaxDP ,
but d /∈ vmaxDW and d /∈ vmaxDWM . This means that vmaxDP * vmaxDW

and vmaxDP * vmaxDWM and we notice that, even if (Af ), (Ag) and (ACQ)
are fulfilled, these sets may be different.

Remark 6.7 The question concerning finding some sufficient or necessary
conditions for which the sets vmaxDP , vmaxDW and vmaxDWM coincide is still
open.
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in die nichtlineare Optimierung, BSB B.G. Teubner Verlagsgesellschaft,
Leipzig.

[12] Rockafellar, R.T. (1970). Convex analysis, Princeton University Press,
Princeton.

[13] Sawaragi, Y., Nakayama, H. and Tanino, T. (1985). Theory of multiobjective
optimization. Academic Press, New York.

[14] Schechter, M. (1977). A Subgradient Duality Theorem, Journal of Mathe-
matical Analysis and Applications, 61, 850–855.

26


