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Abstract. Given a multiobjective optimization problem with the components
of the objective function as well as the constraint functions being composed convex
functions, we introduce, by using the Fenchel-Moreau conjugate of the functions in-
volved, a suitable dual problem to it. Under a standard constraint qualification and
some convexity as well as monotonicity conditions we prove the existence of strong
duality. Finally, some particular cases of this problem are presented.
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1 Introduction

In the last decades convex composed programming (CCP ) has received considerable
attention since it offers a unified framework for treating different types of optimization
problems. By (CCP ) we mean a class of optimization problems in which the objective
function as well as the constraint functions are composed convex functions. Among
the large number of papers dealing with composed optimization problems in both,
finite and infinite dimensional spaces, we mention [1], [4], [8], [9], [10], [11], [12], [13],
[14], [15], [21], [22] and [23].

In this paper we consider a multiobjective composed problem of the form

(P ) v-min
x∈A

f(F (x)),

A =
{

x ∈ X : g(G(x)) 5Rk
+

0
}

,
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where X is a nonempty subset of Rn, F = (F1, ..., Fm)T : X → Rm, G = (G1, ..., Gl)
T :

X → Rl, f = (f1, ..., fs)
T : Rm → Rs and g = (g1, ..., gk)

T : Rl → Rk are vector-
valued functions. The problem (P ) has a quite general formulation and provides a
unified framework for studying different multiobjective optimization problems which
can be obtained as a special case of it.

Our purpose is to construct a multiobjective dual for the problem above. First,
we associate to it a scalar problem for which we completely study the duality. We
formulate the weak and strong duality theorems and give some optimality conditions
regarding to this scalarized problem. The approach we adopt here is based on the
conjugate duality approach, described in detail for instance in [6]. The optimality
conditions which we derive in the scalar case allow to construct a multiobjective
dual problem to the primal one. We prove weak and strong duality also for the
multiobjective primal-dual pair. Once the general problem has been treated, some
special cases of it are considered.

The main tool we use here to deal with the composed functions is the formula
of the Fenchel-Moreau conjugate function of the composition of an increasing convex
function with a convex function (see [5] and [24]).

This paper is organized as follows. In Section 2 we recall some notations and
definitions and give some preliminary results. Section 3 is devoted to the study of the
scalarized problem associated to problem (P ). We introduce a dual problem to it in
terms of the Fenchel-Moreau conjugate of the objective function and the constraint
functions, respectively, and prove weak and strong duality statements. Necessary
and sufficient optimality conditions linked to this scalarized problem are given. In
Section 4 we deal with the multiobjective optimization problem. We introduce a mul-
tiobjective dual to it and prove weak and strong duality theorems. The last section
contains some special cases of the original problem such as the classical multiobjec-
tive optimization problem with geometric and inequality constraints, as well as, the
multiobjective composed optimization problem only with geometric constraints.

2 Notations and preliminary results

We denote by xT y =
p∑

i=1

xiyi the inner product of the vectors x = (x1, ..., xp)
T , y =

(y1, ..., yp)
T ∈ Rp and by Rp

+ the non-negative orthant of Rp. For x, y ∈ Rp, the
inequality x 5

Rp
+

y means that y − x ∈ Rp
+, which is equivalent to xi ≤ yi, for all

i = 1, ..., p. Let X be a nonempty subset of Rp. We denote by ri(X) the rel-
ative interior of the set X. Considering a function f : Rp → R, we denote by
dom(f) = {x ∈ Rp : f(x) < +∞} its effective domain. We say that f is proper if
dom(f) 6= ∅ and f(x) > −∞ for all x ∈ Rp.

Definition 2.1 Let X be a nonempty subset of Rn. The function δX : Rn → R
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defined by

δX(x) =

{
0, if x ∈ X,
+∞, otherwise,

is called the indicator function of the set X.

Definition 2.2 When X is a nonempty subset of Rn and f : X → R, we denote
by f ∗

X the so-called conjugate relative to the set X,

f ∗
X : Rn → R, f ∗

X(x∗) = sup
x∈X

{x∗T x− f(x)}.

By taking X = Rn one obtain the classical Fenchel-Moreau conjugate of f .

Definition 2.3 The function f : Rm → R is called componentwise increasing, if
for x = (x1, ..., xm)T , y = (y1, ..., ym)T ∈ Rm where xi ≤ yi, i = 1, ...,m, follows that
f(x) ≤ f(y).

Proposition 2.1 If f : Rm → R is a componentwise increasing function, then
f ∗(q) = +∞ for all q ∈ Rm \ Rm

+ .

Proof. Let q ∈ Rm \ Rm
+ . Then there exists at least one i ∈ {1, ...,m} such that

qi < 0. But

f ∗(q) = sup
d∈Rm

{
qT d− f(d)

}
≥ sup

d=(0,...,di,...,0)T ,

di∈R

{
qT d− f(d)

}
= sup

di∈R

{
qidi − f(0, ..., di, ..., 0)

}
≥ sup

di<0

{
qidi − f(0, ..., di, ...0)

}
≥ sup

di<0

{
qidi

}
− f(0, ..., 0) = +∞.

Thus f ∗(q) = +∞ ∀q ∈ Rm \ Rm
+ . �

The following classical result plays an important role in this paper.

Theorem 2.1 (cf. Theorem 16.4 in [16]) Let f1, ..., fn : Rm → R be proper, convex
functions. If the sets ri(dom(fi)), i = 1, ..., n, have a point in common, then(

n∑
i=1

fi

)∗

(p) = inf

{
n∑

i=1

f ∗
i (pi) :

n∑
i=1

pi = p

}
,

where for each p ∈ Rm the infimum is attained.

In what follows let X be a nonempty convex subset of Rn, g : X → Rk a vector
function with convex components and (CQa) the constraint qualification ([7], [16])

(CQa) ∃ x′ ∈ ri(X) :

{
gi(x

′) ≤ 0, i ∈ La,
gi(x

′) < 0, i ∈ Na,
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where

La :=

{
i ∈ {1, ..., k}

∣∣∣ gi : X → R is the restriction to X
of an affine function g̃i : Rn → R

}
and

Na := {1, ..., k} \ La.

Consider the optimization problem

(Pa) inf
x∈Aa

f(x),

Aa =

{
x ∈ X : g(x) 5

Rk
+

0

}
,

and its well-known Lagrange dual

(Da) sup
t∈Rk

+

inf
x∈X

{
f(x) + tT g(x)

}
,

where f : X → R and g : X → Rk.

The next theorem states the Lagrange duality for the problems (Pa) and (Da).

Theorem 2.2 (cf. [16]) Assume that X is a nonempty convex subset of Rn and
f : X → R and the components gi, i = 1, ..., k, of g : X → Rk are convex func-
tions. If v(Pa) > −∞ and the constraint qualification (CQa) is fulfilled, then it holds
v(Pa) = v(Da) and the dual problem (Da) has an optimal solution.

Remark 2.1 We denote by v(P ) the optimal objective value of the optimization
problem (P ).

Considering the multiobjective problem (P ) we assume that X ⊆ Rn is a convex
set, Fi, i = 1, ...,m, Gj, j = 1, ..., l, are convex functions on X and fi, i = 1, ..., s,
and gj, j = 1, ..., k, are convex and componentwise increasing functions on Rm and
Rl, respectively.

For the multiobjective optimization problem (P ) different notions of solution are
known. Let us recall the definition of the efficient and properly efficient solutions.

Definition 2.4 An element x̄ ∈ A is said to be efficient (or Pareto efficient) with
respect to (P ) if from f(F (x)) 5

Rs
+

f(F (x̄)) for x ∈ A follows that f(F (x)) = f(F (x̄)).

Definition 2.5 An element x̄ ∈ A is said to be properly efficient with respect to
(P ) if there exists λ = (λ1, ..., λs)

T ∈ int(Rs
+) (i.e. λi > 0, i = 1, ..., s), such that
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λT f(F (x̄)) ≤ λT f(F (x)) for all x ∈ A.

Remark 2.2 It is straightforward to realize that a properly efficient solution turns
out to be efficient, too.

3 Duality for the scalarized problem

Inspired by Definition 2.5 we consider the following scalarized problem (Pλ) to (P )

(Pλ) inf
x∈A

λT f(F (x)),

where λ = (λ1, ..., λs)
T is a fixed vector in int(Rs

+).
By using the perturbation theory developed by Ekeland and Temam (cf. [6]),

Wanka, Boţ and Vargyas had introduced in [21] the following dual problem to the
scalar problem (Pλ)

(Dλ) sup
p∈Rn, q∈Rm,
q′∈Rl, t∈Rk

+

{
−(λT f)∗(q)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p)
}

.

Remark 3.1 When λ ∈ Rs
+, f = (f1, ..., fs)

T : Rm → Rs and fi, i = 1, ..., s,
are componentwise increasing functions it follows that λT f : Rm → R is also a
componentwise increasing function.

By Remark 3.1 and Proposition 2.1 one can take in (Dλ), q ∈ Rm
+ and so the dual

problem becomes

(Dλ) sup
p∈Rn, q∈Rm

+ ,

q′∈Rl
+, t∈Rk

+

{
−(λT f)∗(q)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p)
}

.

Because of Theorem 2.1 we have

(λT f)∗(q) =

(
s∑

i=1

λifi

)∗

(q) = inf

{
s∑

i=1

(λifi)
∗(ri) :

s∑
i=1

ri = q

}
(1)

and the infimum is attained for all q ∈ Rn. According to Proposition 2.1, ri, i =
1, ..., s, must belong to Rm

+ and the dual (Dλ) looks like

(Dλ) sup
(p, q, q′,r, t)∈Yλ

{
−

s∑
i=1

(λifi)
∗(ri)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p)

}
,

with
Yλ =

{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rm

+ , q′ ∈ Rl
+, r = (r1, ..., rs),

ri ∈ Rm
+ , i = 1, ..., s,

s∑
i=1

ri = q, t ∈ Rk
+

}
.
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Since λi > 0, it follows that

(λifi)
∗(ri) = λif

∗
i

(
ri

λi

)
, (2)

for all i = 1, ..., s. Redenoting ri

λi
by ri, i = 1, ..., s, we obtain the following formulation

for the dual

(Dλ) sup
(p, q, q′,r, t)∈Yλ

{
−

s∑
i=1

λif
∗
i (ri)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p)

}
, (3)

Yλ =
{

(p, q, q′, r, t) : p ∈ Rn, q ∈ Rm
+ , q′ ∈ Rl

+, r = (r1, ..., rs),

ri ∈ Rm
+ , i = 1, ..., s,

s∑
i=1

λir
i = q, t ∈ Rk

+

}
.

The next theorem states the existence of weak duality between (Pλ) and (Dλ).

Theorem 3.1 (weak duality for (Pλ)) We have v(Dλ) ≤ v(Pλ).

Proof. Let (p, q, q′, r, t) ∈ Yλ be an arbitrary element. By the Young-Fenchel in-
equality it holds

−f ∗
i (ri) ≤ −(ri)T F (x) + fi(F (x)), ∀x ∈ Rn, ∀i = 1, ..., s,

−
(
tT g
)∗

(q′) ≤ −q′
T
G(x) + tT g(G(x)), ∀x ∈ Rn,

−
(
qT F

)∗
X

(p) ≤ −pT x + qT F (x), ∀x ∈ X,

−
(
q′

T
G
)∗

X
(−p) ≤ pT x + q′

T
G(x),∀x ∈ X.

Multiplying each of the first inequality by λi > 0, i = 1, ...s, respectively, and adding
their sum for i = 1, ..., s, to the others ones, it follows that

−
s∑

i=1

λif
∗
i (ri)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p) ≤
s∑

i=1

λifi(F (x))+ tT g(G(x)),

for all x ∈ X. Because (p, q, q′, r, t) ∈ Yλ, we have tT g(G(x)) ≤ 0 for all x ∈ A, which
together with the inequality from above imply that

−
s∑

i=1

λif
∗
i (ri)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p) ≤
s∑

i=1

λifi(F (x)) = λT f(F (x)),

for all x ∈ A . Taking on the left side of this inequality the supremum over (p, q, q′, r, t)
∈ Yλ and on the right one the infimum over x ∈ A, it follows that v(Dλ) ≤ v(Pλ). �
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Further we study the existence of strong duality between (Pλ) and (Dλ), namely
the situation when the optimal objective values are equal and the dual has an optimal
solution. In order to do this, we introduce a constraint qualification that guarantees
the validity of strong duality, but first, let us divide the index set {1, ..., k} into two
subsets,

L :=

{
i ∈ {1, ..., k}

∣∣∣ gi ◦G : X → R is the restriction to X of an

affine function g̃i ◦G : Rn → R

}

and N := {1, ..., k} \ L. The constraint qualification follows (cf. [7], [16])

(CQ) ∃ x′ ∈ ri(X) :

{
gi(G(x′)) ≤ 0, i ∈ L,
gi(G(x′)) < 0, i ∈ N.

Theorem 3.2 (strong duality for (Pλ)) Assume that the constraint qualification
(CQ) is fulfilled. Then it holds

v(Pλ) = v(Dλ).

Moreover, provided v(Pλ) > −∞, the dual problem has an optimal solution.

Proof. If v(Pλ) = −∞, by Theorem 3.1 it follows that v(Dλ) = −∞.
Assume that v(Pλ) > −∞. Because the constraint qualification (CQ) is fulfilled,

by Theorem 2.2 there exists an element t̄ ∈ R+
k such that (cf. Lagrange duality)

v(Pλ) = inf
x∈X

{λT f(F (x)) + t̄T g(G(x))},

where v(Pλ) denotes the optimal objective value of the problem (Pλ). Further we
attach to Rm a greatest element with respect to ”5Rm

+
” denoted ∞Rm and let (Rm)• =

Rm∪{∞}. Then for any x ∈ (Rm)• one has x 5Rm
+
∞Rm and we consider the following

operations on (Rm)•, x +∞Rm = ∞Rm + x = ∞Rm and t∞Rm = ∞Rm ∀t ≥ 0. The
same will be done for Rl. We can define now the functions

F̃ : Rn → (Rm)•, F̃ (x) =

{
F (x), if x ∈ X,
∞Rm , otherwise,

and

G̃ : Rn → (Rl)•, G̃(x) =

{
G(x), if x ∈ X,
∞Rl , otherwise.

We also make the conventions that for all i = 1, ..., s, fi(∞Rm) = +∞ and for all
j = 1, ..., k, gj(∞Rl) = +∞.

Thus the optimal objective value of the primal can be written as

v(Pλ) = inf
x∈Rn

{
λT f(F̃ (x)) + t̄T g(G̃(x))

}
, (4)
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where λT f ◦ F̃ and t̄T g ◦G̃ are functions with values in the extended real-valued space
with dom(λT f ◦ F̃ ) = dom(t̄T g ◦ G̃) = X. Since this is nonempty convex set, by
Theorem 2.1, there exists p̄ ∈ Rn such that the infimum in relation (4) is equal to

v(Pλ) = −(λT f ◦ F̃ + t̄T g ◦ G̃)∗(0) = max
p∈Rn

{−(λT f ◦ F̃ )∗(p)− (t̄T g ◦ G̃)∗(−p)}

= −(λT f ◦ F̃ )∗(p̄)− (t̄T g ◦ G̃)∗(−p̄). (5)

Further, by Proposition 4.11 in [5] (see also [24]), there exist some q̄ ∈ Rm
+ and q̄′ ∈ Rl

+

such that

(λT f ◦ F̃ )∗(p̄) = min
q∈Rm

+

{(λT f)∗(q) + (qT F̃ )∗(p̄)} = (λT f)∗(q̄) + (q̄T F̃ )∗(p̄) (6)

and

(t̄T g ◦G)∗(−p̄) = min
q′∈Rl

+

{(
t̄T g
)∗

(q′) +
(
q′T G̃

)∗
(−p̄)

}
=
(
t̄T g
)∗

(q̄′) +
(
q̄′T G̃

)∗
(−p̄).

(7)
The relations (4), (5), (6) and (7), imply actually the existence of the vectors

t̄ ∈ Rk
+, p̄ ∈ Rn, q̄ ∈ Rm

+ and q̄′ ∈ Rl
+ such that

v(Pλ) = −(λT f)∗(q̄)−
(
t̄T g
)∗

(q̄′)−
(
q̄T F

)∗
X

(p̄)−
(
q̄′T G

)∗
X

(−p̄).

Applying again Theorem 2.1 one can find some r̄i ∈ Rm
+ , i = 1, ...s, such that

(
λT f

)∗
(q̄) =

s∑
i=1

(λifi)
∗(r̄i) and

s∑
i=1

r̄i = q̄.

Since λi > 0, we have

(λifi)
∗(r̄i) = λif

∗
i

(
r̄i

λi

)
,

for all i = 1, ..., s. Redenoting r̄i

λi
by r̄i, i = 1, ..., s, we obtain the tuple (p̄, q̄, q̄′, r̄, t̄),

which is an optimal solution to the dual problem (Dλ), fulfilling

v(Pλ) = −
s∑

i=1

λif
∗
i (r̄i)−

(
t̄T g
)∗

(q̄′)−
(
q̄T F

)∗
X

(p̄)−
(
q̄′T G

)∗
X

(−p̄) = v(Dλ),

which actually means that strong duality between (Pλ) and (Dλ) holds. �

To investigate later the multiobjective duality for (P ) we need the optimality con-
ditions regarding to the scalar problem (Pλ) and its dual (Dλ). These are formulated
in the following theorem.
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Theorem 3.3 (a) Let the assumptions of Theorem 3.2 be fulfilled and let x̄ be
an optimal solution to (Pλ). Then there exists a tuple (p̄, q̄, q̄′, r̄, t̄) ∈ Yλ, optimal
solution to (Dλ), such that the following optimality conditions are satisfied

(i) fi(F (x̄)) + f ∗
i (r̄i) = (r̄i)T F (x̄), i = 1, ..., s,

(ii) q̄T F (x̄) +
(
q̄T F

)∗
X

(p̄) = p̄T x̄,

(iii) t̄T g(G(x̄)) +
(
t̄T g
)∗

(q̄′) = q̄′T G(x̄),

(iv) q̄′T G(x̄) +
(
q̄′T G

)∗
X

(−p̄) = (−p̄)T x̄,

(v) t̄T g(G(x̄)) = 0.

(b) Let x̄ be admissible to (Pλ) and (p̄, q̄, q̄′, r̄, t̄) be admissible to (Dλ), satisfying
(i)− (v). Then x̄ is an optimal solution to (Pλ), (p̄, q̄, q̄′, r̄, t̄) is an optimal solution
to (Dλ) and strong duality holds.

Proof. By Theorem 3.2 there exists a tuple (p̄, q̄, q̄′, r̄, t̄) ∈ Yλ, optimal solution
to (Dλ), such that

λT f(F (x̄)) = v(Pλ) = v(Dλ)=−
s∑

i=1

λif
∗
i (r̄i)−

(
t̄T g
)∗

(q̄′)−
(
q̄T F

)∗
X

(p̄)−
(
q̄′T G

)∗
X

(−p̄).

(8)
Equality (8) is equivalent to{

λTf(F (x̄)) +
s∑

i=1

λif
∗
i (r̄i)− q̄T F (x̄)

}
+
{

t̄Tg(G(x̄)) +
(
t̄T g
)∗

(q̄′)− q̄′TG(x̄)
}

+
{

q̄TF (x̄)

+
(
q̄T F

)∗
X

(p̄)− p̄T x̄
}
+
{

q̄′TG(x̄)+
(
q̄′T G

)∗
X

(−p̄)−(−p̄)T x̄
}
+
{
− t̄T g(G(x̄))

}
= 0. (9)

Because (p̄, q̄, q̄′, r̄, t̄) ∈ Yλ, we have
s∑

i=1

λir̄
i = q̄, and so

λT f(F (x̄)) +
s∑

i=1

λif
∗
i (r̄i)− q̄T F (x̄) =

s∑
i=1

λi

{
fi(F (x̄)) + f ∗

i (r̄i)− (r̄i)T F (x̄)
}

.

According to the Young-Fenchel inequality the following inequalities hold

fi(F (x̄)) + f ∗
i (r̄i)− (r̄i)T F (x̄) ≥ 0, i = 1, ..., s,

t̄T g(G(x̄)) +
(
t̄T g
)∗

(q̄′)− q̄′T G(x̄) ≥ 0,

q̄T F (x̄) +
(
q̄T F

)∗
X

(p̄)− p̄T x̄ ≥ 0,

q̄′T G(x̄) +
(
q̄′T G

)∗
X

(−p̄)− (−p̄)T x̄ ≥ 0.

Because t̄ ∈ Rk
+ and x̄ ∈ A there is −t̄T g(G(x̄)) ≥ 0, and so, equation (9) together

with the inequalities from above imply the relations (i)− (v).
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(b) By (i)− (v), we making the above calculations in the opposite direction that

v(Dλ) ≥ −
s∑

i=1

λif
∗
i (r̄i)−

(
t̄T g
)∗

(q̄′)−
(
q̄T F

)∗
X

(p̄)−
(
q̄′T G

)∗
X

(−p̄)

= λT f(F (x̄)) ≥ v(Pλ),

which together with Theorem 3.1 ensures the strong duality for (Pλ) and (Dλ). �

4 The multiobjective dual problem

By using the duality developed above in the scalar case, we can formulate now a
multiobjective dual (D) to the original problem (P ) which will be actually a vector
maximum problem. We define the Pareto optimal solutions to (D) in the sense of
maximum and prove weak and strong duality theorems between (P ) and its dual.

The dual multiobjective optimization problem (D) is introduced by

(D) v-max
(p,q,q′,r,t,λ,u)∈B

h(p, q, q′, r, t, λ, u),

with

h(p, q, q′, r, t, λ, u) =

 h1(p, q, q
′, r, t, λ, u)
...

hs(p, q, q
′, r, t, λ, u)

 ,

hi(p, q, q
′, r, t, λ, u)=−f ∗

i (ri)− 1

sλi

((
tT g
)∗

(q′)+
(
qT F

)∗
X

(p)+
(
q′T G

)∗
X

(−p)
)

+ui,

for i = 1, ...s, the dual variables

p = (p1, ..., pn)T ∈Rn, q = (q1, ..., qm)T ∈Rm, q′ = (q′1, ..., q
′
l)

T ∈Rl, r = (r1, ..., rs)

∈Rm × ...× Rm, t = (t1, ..., tk)
T ∈Rk, λ = (λ1, ..., λs)

T ∈Rs, u = (u1, ..., us)
T ∈Rs,

and the set of constraints

B =
{

(p, q, q′, r, t, λ, u) : q ∈ Rm
+ , q′ ∈ Rl

+, ri ∈ Rm
+ , i = 1, ..., s, t ∈ Rk

+,

λ ∈ int(Rs
+),

s∑
i=1

λir
i = q,

s∑
i=1

λiui = 0
}

.

Definition 4.1 An element (p̄, q̄, q̄′, r̄, t̄, λ̄, ū) ∈ B is said to be efficient (or Pareto effi-
cient) with respect to the problem (D) if from h(p, q, q′, r, t, λ, u) =

Rs
+

h(p̄, q̄, q̄′, r̄, t̄, λ̄, ū),

for (p, q, q′, r, t, λ, u) ∈ B follows that h(p, q, q′, r, t, λ, u) = h(p̄, q̄, q̄′, r̄, t̄, λ̄, ū).
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The following theorem provides the weak duality between the vector problems (P )
and (D).

Theorem 4.1 There is no x ∈ A and no (p, q, q′, r, t, λ, u) ∈ B fulfilling f(F (x))
5
Rs

+

h(p, q, q′, r, t, λ, u) and f(F (x)) 6= h(p, q, q′, r, t, λ, u).

Proof. Let us assume that there exist x ∈ A and (p, q, q′, r, t, λ, u) ∈ B such that
fi(F (x)) ≤ hi(p, q, q

′, r, t, λ, u) for all i = 1, ..., s, and fj(F (x)) < hj(p, q, q
′, r, t, λ, u)

for at least one j ∈ {1, ..., s}. This implies

λT f(F (x)) =
s∑

i=1

λifi(F (x)) <
s∑

i=1

λihi(p, q, q
′, r, t, λ, u) = λT h(p, q, q′, r, t, λ, u).

(10)
But

s∑
i=1

λihi(p, q, q
′, r, t, λ, u) = −

s∑
i=1

λif
∗
i (ri)−

s∑
i=1

λi
1

sλi

( (
tT g
)∗

(q′)+
(
qT F

)∗
X

(p)+(
q′T G

)∗
X

(−p)
)

+
s∑

i=1

λiui = −
s∑

i=1

λif
∗
i (ri)−

( (
tT g
)∗

(q′)+
(
qT F

)∗
X

(p)+
(
q′T G

)∗
X

(−p)
)
,

and applying then for fi, i = 1, ..., s, tT g, qT F and q′T G the Young-Fenchel inequality
we have

−f ∗
i (ri) ≤ fi(F (x))− (ri)T F (x), ∀ i = 1, ..., s,

−(tT g)∗(q′) ≤ tT g(G(x))− q′T G(x),

−(qT F )∗X(p) ≤ qT F (x)− pT x,

−(q′T G)∗X(−p) ≤ q′T G(x) + pT x.

Because of
s∑

i=1

λir
i = q, t ∈ Rk

+ and x ∈ A, we obtain

s∑
i=1

λihi(p, q, q
′, r, t, λ, u) ≤

s∑
i=1

λifi(F (x))−
s∑

i=1

λi(r
i)T F (x) + tT g(G(x))

− q′T G(x) + qT F (x)− pT x + q′T G(x) + pT x

=
s∑

i=1

λifi(F (x)) + tT g(G(x))

≤
s∑

i=1

λifi(F (x)).

But, the inequality
s∑

i=1

λihi(p, q, q
′, r, t, λ, u) ≤

s∑
i=1

λifi(F (x)) contradicts relation (10).

Thus the weak duality between (P ) and (D) holds. �
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Theorem 4.2 gives us the strong duality between the multiobjective problems (P )
and (D).

Theorem 4.2 Assume that the constraint qualification (CQ) is fulfilled and
let x̄ be a properly efficient element to (P ). Then there exists, an efficient so-
lution (p̄, q̄, q̄′, r̄, t̄, λ̄, ū) ∈ B to the dual (D) such that strong duality f(F (x̄)) =
h(p̄, q̄, q̄′, r̄, t̄, λ̄, ū) holds.

Proof. Let x̄ be a properly efficient element to (P ). By Definition 2.5, it follows that
there exists a vector λ̄ = (λ̄1, ..., λ̄s)

T ∈ int(Rs
+) such that x̄ solves the scalar problem

(Pλ̄) inf
x∈A

λ̄T f(F (x)).

Since the constraint qualification (CQ) is fulfilled, by Theorem 3.3, there exists an
optimal solution (p̃, q̃, q̃′, r̃, t̃) to the dual problem (Dλ̄) such that the optimality con-
ditions (i)− (v) are satisfied.

By using the elements x̄ and (p̃, q̃, q̃′, r̃, t̃) we can construct now an efficient so-
lution (p̄, q̄, q̄′, r̄, t̄, λ̄, ū) to (D). In order to do this let λ̄ = (λ̄1, ..., λ̄s)

T be the
vector given by the proper efficiency of x̄, p̄ = (p̄1, ..., p̄n)T := (p̃1, ..., p̃n)T = p̃,
q̄ = (q̄1, ..., q̄m)T := (q̃1, ..., q̃m)T = q̃, q̄′ = (q̄′1, ..., q̄

′
l)

T := (q̃′1, ..., q̃
′
l)

T = q̃′, r̄ =
(r̄1, ..., r̄s) := (r̃1, ..., r̃s) = r̃ and t̄ = (t̄1, ..., t̄k)

T := (t̃1, ..., t̃k)
T = t̃. It remains to

define the vector ū = (ū1, ...., ūs)
T . For i = 1, ..., s, let be

ūi :=
1

sλ̄i

( (
t̄T g
)∗

(q̄′) +
(
q̄T F

)∗
X

(p̄) +
(
q̄′T G

)∗
X

(−p̄)
)

+ (r̄i)T F (x̄).

For (p̄, q̄, q̄′, r̄, t̄, λ̄, ū) one has q̄ ∈ Rm
+ , q̄′ ∈ Rl

+, r̄i ∈ Rm
+ , i = 1, ..., s, t̄ ∈ Rk

+,
λ̄ ∈ int(Rs

+) and

s∑
i=1

λ̄iūi =
s∑

i=1

λ̄i
1

sλ̄i

((
t̄T g
)∗

(q̄′) +
(
q̄T F

)∗
X

(p̄) +
(
q̄′T G

)∗
X

(−p̄)
)
+

s∑
i=1

λ̄i(r̄
i)T F (x̄)

=
(
t̄T g
)∗

(q̄′) +
(
q̄T F

)∗
X

(p̄) +
(
q̄′T G

)∗
X

(−p̄)+
s∑

i=1

λ̄i(r̄
i)T F (x̄).

As
s∑

i=1

λ̄ir̄
i = q̄, from the optimality conditions derived in Theorem 3.3 we obtain

s∑
i=1

λ̄iūi = q̄′T G(x̄)− t̄T g(G(x̄)) + p̄T x̄− q̄T F (x̄) + (−p̄)T x̄− q̄′T G(x̄) + q̄T F (x̄) = 0,

which actually means that the element (p̄, q̄, q̄′, r̄, t̄, λ̄, ū) is feasible to (D).
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Finally, we show that f(F (x̄)) = h(p̄, q̄, q̄′, r̄, t̄, λ̄, ū). By Theorem 3.3, we have for
all i = 1, ..., s,

hi(p̄, q̄, q̄
′, r̄, t̄, λ̄, ū) =−f ∗

i (r̄i)− 1

sλ̄i

((
t̄T g
)∗

(q̄′)+
(
q̄T F

)∗
X

(p̄)+
(
q̄′T G

)∗
X

(−p̄)
)

+ūi =

−f ∗
i (r̄i)− 1

sλ̄i

((
t̄T g
)∗

(q̄′) +
(
q̄T F

)∗
X

(p̄) +
(
q̄′T G

)∗
X

(−p̄)
)
+

1

sλ̄i

((
t̄T g
)∗

(q̄′) +
(
q̄T F

)∗
X

(p̄) +
(
q̄′T G

)∗
X

(−p̄)
)

+ (r̄i)T F (x̄) =

−f ∗
i (r̄i) + (r̄i)T F (x̄) = fi(F (x̄)).

The maximality of (p̄, q̄, q̄′, r̄, t̄, λ̄, ū) is given by Theorem 4.1. �

5 Special cases

5.1 The classical multiobjective optimization problem with
geometric and inequality constraints

The last section of this paper is devoted to some special cases of the primal prob-
lem (P ). First, we consider the classical multiobjective optimization problem with
inequality constraints

(P ′) inf
x∈A′

F (x),

where

A′ =

{
x ∈ X : G(x) 5

Rk
+

0

}
,

X ⊆ Rn is a convex subset, F = (F1, ..., Fs)
T : X → Rs, G = (G1, ..., Gk)

T : X → Rk

and Fi, i = 1, ..., s, and Gj, j = 1, ..., k, are convex functions.
One may observe that (P ′) is a special case of the original problem (P ). Taking

the functions f = (f1, ..., fs)
T : Rs → Rs and g = (g1, ..., gk)

T : Rk → Rk, such that
fi(y) = yi for all y ∈ Rs and i = 1, ..., s, and gj(z) = zj for all z ∈ Rk and j = 1, ..., k,
we actually obtain the multiobjective problem (P ′). Defining fi, i = 1, ..., s, and
gj, j = 1, ..., k, in this way, the functions f = (f1, ..., fs)

T and g = (g1, ..., gk)
T are

obviously convex and componentwise increasing.
Applying the results in the previous sections, one can determine a multiobjective

dual to (P ′). Let us also mention that the scalarized problem becomes

(P ′
λ) inf

x∈A′
λT F (x),
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where λ = (λ1, ..., λs)
T is a fixed vector in int(Rs

+), and its dual looks like (cf. (3))

(D′
λ) sup

(p, q, q′,r, t)∈Y ′
λ

{
−

s∑
i=1

λif
∗
i (ri)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p)

}
,

with

Y ′
λ =

{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rs

+, q′ ∈ Rk
+, r = (r1, ..., rs),

ri ∈ Rs
+, i = 1, ..., s,

s∑
i=1

λir
i = q, t ∈ Rk

+

}
.

Taking into consideration the definitions of the functions fi, i = 1, ..., s, and gj, j =
1, ..., k, respectively, we have for all i = 1, ..., s,

f ∗
i (ri) =

{
0, if ri

i = 1 and ri
j = 0, j = 1, ..., s, j 6= i,

+∞, otherwise,
(11)

(
tT g
)
(q′) =

{
0, if q′ = t,
+∞, otherwise,

(12)

and (
qT F

)∗
X

(p) =
(( s∑

i=1

λir
i
)T

F
)∗

X
(p) =

(
λT F

)∗
X

(p). (13)

Thus (D′
λ) becomes

(D′
λ) sup

p∈Rn, t∈Rk
+

{
−
(
λT F

)∗
X

(p)−
(
tT G

)∗
X

(−p)
}

. (14)

Let us notice that (D′
λ) is nothing but the so-called Fenchel-Lagrange dual prob-

lem which has proved to be useful in studying the duality in vector optimization (cf.
[17], [18]).

The constraint qualification which will guarantee the existence of strong duality
becomes

(CQ′) ∃ x′ ∈ ri(X) :

{
Gi(x

′) ≤ 0, i ∈ L,
Gi(x

′) < 0, i ∈ N,

where

L :=

{
i ∈ {1, ..., k}

∣∣∣ Gi : X → R is the restriction to X of an

affine function G̃i : Rn → R

}
and N := {1, ..., k} \ L.
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The vector dual problem of (P ′) can be equivalently written as

(D′) v-max
(p,t,λ,u)∈B′

h′(p, t, λ, u),

with

h′(p, t, λ, u) =

 h′1(p, t, λ, u)
...

h′s(p, t, λ, u)

 ,

h′i(p, t, λ, u) = − 1

sλi

( (
λT F

)∗
X

(p) +
(
tT G

)∗
X

(−p)
)

+ ui, i = 1, ..., s,

the dual variables

p = (p1, ..., pn)T ∈ Rn, t = (t1, ..., tk)
T ∈ Rk, λ = (λ1, ..., λs)

T ∈ Rs,

u = (u1, ..., us)
T ∈ Rs,

and the set of constraints

B′ =

{
(p, t, λ, u) : t ∈ Rk

+, λ ∈ int(Rs
+),

s∑
i=1

λiui = 0

}
.

For an overview of multiobjective dual problems for (P ′) see the papers [2] and
[3].

The next two theorems yield the weak and strong duality for the multiobjective
problems (P ′) and (D′) and can be derived from the Theorem 4.1 and Theorem 4.2.

Theorem 5.1 There is no x ∈ A′ and no (p, t, λ, u) ∈ B′ fulfilling F (x) 5
Rs

+

h′(p, t, λ, u)

and F (x) 6= h′(p, t, λ, u).

Theorem 5.2 Assume that the constraints qualification (CQ′) is fulfilled and let
x̄ be a properly efficient element to (P ′). Then there exists an efficient solution
(p̄, t̄, λ̄, ū) ∈ B′ to the dual (D′) and the strong duality F (x̄) = h(p̄, t̄, λ̄, ū) holds.

5.2 The multiobjective composed optimization problem with
geometric constraints

In this subsection we consider the multiobjective optimization problem only with
geometric constraints

(P ′′) v-min
x∈X

f(F (x)),

where X ⊆ Rn, F = (F1, ..., Fm)T : X → Rm and f = (f1, ..., fs)
T : Rm → Rs.

Assume that Fi, i = 1, ...,m, are convex and fj, j = 1, ..., s, are convex and compo-
nentwise increasing functions.
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Problem (P ′′) was already treated by the authors in [19], the purpose hereby is
to show how the results obtained in [19] can be obtained, as special case, from the
general results formulated in sections 3 and 4 of this paper. To this end, let us notice
that problem (P ′′) can be obtained from (P ), by taking the functions gi(y) = 0, for
all i = 1, ..., k, and y ∈ Rl. Analogously to the previous sections first we give the dual
of the scalar primal problem associated to (P ′′)

(P ′′
λ ) inf

x∈X
λT f(F (x)),

where λ = (λ1, ..., λs)
T ∈ int(Rs

+) is a fixed vector. By (3), the dual of (P ′′
λ ) is

(D′′
λ) sup

(p, q, q′,r, t)∈Y ′′
λ

{
−

s∑
i=1

λif
∗
i (ri)−

(
tT g
)∗

(q′)−
(
qT F

)∗
X

(p)−
(
q′T G

)∗
X

(−p)

}
,

with

Y ′′
λ =

{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rm

+ , q′ ∈ Rl
+, r = (r1, ..., rs),

ri ∈ Rm
+ , i = 1, ..., s,

s∑
i=1

λir
i = q, t ∈ Rk

+

}
.

Since in this case(
tT g
)∗

(q′) = (0)∗ (q′) = sup
y∈Rl

{
yT q′

}
=

{
0, if q′ = 0,
+∞, otherwise,

and therefore (
q′T G

)∗
X

(−p) = 0∗X(−p) = − inf
x∈X

pT x = δ∗X(−p),

the dual problem becomes

(D′′
λ) sup

p∈Rn,q∈Rm
+ ,ri∈Rm

+ ,

i=1,...,s,
sP

i=1
λir

i=q

{
−

s∑
i=1

λif
∗
i (ri)−

(
qT F

)∗
X

(p)− δ∗X(−p)

}
.

Let us mention that this dual has been inroduced by Boţ and Wanka in [1].

The multiobjective dual to (P ′′) is then

(D′′) v-max
(p,q,r,λ,u)∈B′′

h′′(p, q, r, λ, u),

with

h′′(p, q, r, λ, u) =

 h′′1(p, q, r, λ, u)
...

h′′s(p, q, r, λ, u)

 ,
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h′′i (p, q, r, λ, u) = −f ∗
i (ri)− 1

sλi

( (
qT F

)∗
X

(p) + δ∗X(−p)
)

+ ui, i = 1, ..., s,

the dual variables

p = (p1, ..., pn)T ∈ Rn, q = (q1, ..., qm)T ∈ Rm, r = (r1, ..., rs), ri ∈ Rm,

i = 1, ..., s, λ = (λ1, ..., λs)
T ∈ Rs, u = (u1, ..., us)

T ∈ Rs,

and the set of constraints

B′′ =
{

(p, q, r, λ, u) : q ∈ Rm
+ , ri ∈ Rm

+ , i = 1, ..., s, λ ∈ int(Rs
+),

s∑
i=1

λir
i = q,

s∑
i=1

λiui = 0
}

.

The next two theorems provide the weak and strong duality for the multiobjective
problems (P ′′) and (D′′) and can be derived from Theorem 4.1 and Theorem 4.2.

Theorem 5.3 There is no x ∈ X and no (p, q, r, λ, u) ∈ B′′ fulfilling f(F (x)) 5
Rs

+

h′′(p, q, r, λ, u) and f(F (x)) 6= h′′(p, q, r, λ, u).

Theorem 5.4 Let x̄ be a properly efficient element to (P ′′). Then there exists
an efficient solution (p̄, q̄, r̄, λ̄, ū) ∈ B′′ to the dual (D′′) and the strong duality
f(F (x̄)) = h′′(p̄, q̄, r̄, λ̄, ū) holds.
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lineare Optimierung, B. G. Teubner Verlag, Leipzig, 1977.

[8] C. J. Goh, X. Q. Yang, Duality in optimization and variational inequalities,
Taylor and Francis Inc., New York, 2002.

[9] A. D. Ioffe, Necessary and sufficient conditions for a local minimum, 1: A reduc-
tion theorem and first-order conditions, SIAM Journal of Control Optimization,
17, 245–250, 1979.

[10] A. D. Ioffe, Necessary and sufficient conditions for a local minimum, 2: Condi-
tions of Levitin-Miljutin-Osmolovskii type, SIAM Journal of Control Optimiza-
tion, 17, 251–265, 1979.

[11] A. D. Ioffe, Necessary and sufficient conditions for a local minimum, 1: Second-
order conditions and augmented duality, SIAM Journal of Control Optimization,
17, 266–288, 1979.

[12] V. Jeyakumar, Composite nonsmooth programming with Gâteaux differentiability,
SIAM Journal on Optimization, 1 (1), 30–41, 1991.

[13] V. Jeyakumar, X. Q. Yang, Convex composite multi-objective nonsmooth pro-
gramming, Mathematical Programming, 59 (3), Ser. A, 325–343, 1993.

[14] V. Jeyakumar, X. Q. Yang, Convex composite minimization with C1,1 functions,
Journal of Optimization Theory and Applications, 86 (3), 631–648, 1995.

[15] S. K. Mishra, R. N. Mukherjee, Generalized convex composite multi-objective
nonsmooth programming and conditional proper efficiency, Optimization, 34 (1),
53–66, 1995.

[16] R. T. Rockafellar, Convex analysis, Princeton University Press, Princeton, 1970.
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[18] G. Wanka, R. I. Boţ, A new duality approach for multiobjective convex optimiza-
tion problems, Journal of Nonlinear and Convex Analysis, 3 (1), 41–57, 2002.
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