The Rockafellar Conjecture and type (FPV)
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Abstract
In this paper, using a technique of Verona and Verona, we show that
a result announced recently by Eberhard and Wenczel implies the truth
of the Rockafellar conjecture. We then show that there is a gap in the
logic of the Eberhard—Wenczel result, which we tried unsuccessfully to
close. We also discuss briefly the connection with maximally monotone
multifunctions of type (FPV).

One of the fundamental results in the theory of monotone operators, which
was proved by Rockafellar in [4, Theorem 1, pp. 76-83], is that if X is a reflexive
Banach space, S: X = X* and T: X = X* are maximally monotone and
intD(S) N D(T) # () then the Minkowski sum S + 7' is maximally monotone.
(As usual, “int” stands for “interior” and “D(-)” stands for “domain of”.) We
will describe as the Rockafellar Conjecture the statement that this result is true
if X is not assumed to be reflexive. Over the years, many people have tried
unsuccessfully to prove or disprove the Rockafellar Conjecture. So, for the rest
of this paper, we assume that X is a real, possibly nonreflexive, Banach space.

It is in this context that one must consider the assertion of Eberhard and
Wenczel in [1, Theorem 36] (modified according to (24)), which we state formally
as Conjecture 1:

Conjecture 1. If S: X = X* and T: X = X* are mazimally monotone,
D(S) N D(T) is bounded and intD(S) N D(T) # @ then S + T is mazimally

monotone.

We will prove in Theorem 2 that Conjecture 1 implies the truth of the
Rockafellar Conjecture. Our argument is based on an argument of Verona and
Verona (see the preprint [8]). Their argument actually establishes a stronger
result — we give a self contained but less technical proof of a weaker result here,
which is adequate for our purposes.
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Theorem 2. If Conjecture 1 is true then the Rockafellar Conjecture is true.

Proof. Let us assume that Conjecture 1 is true, S: X = X* and T: X = X*
are maximally monotone, and intD(S) N D(T) # (. Write U := S+ T. Let
(z,2*) € X x X* and (as usual, “G(-)” stands for “graph of”)

(u,u*) e GU) = (u—=z,u"—2a*)>0. (1)

We will prove that
(z,2%) € G(U). (2)

This establishes that U = S + T is maximally monotone, and hence the truth
of the Rockafellar Conjecture. Let B be any closed ball so large that intB > =
and it BNintD(S)ND(T) # 0. Let Ng: X = X* be the normal cone operator
of B. We now prove that

(u,v*) e GU+ Ng) = (u—=z,v" —a")>0. (3)

To this end, let (u,v*) € G(U + Ng). Then we can choose (u,u*) € G(U) and
w* € Npu such that v* = u* + w*. From (1), (u — z,u* — z*) > 0 and, since
w* € Npu and x € B, the definition of normal cone implies that (u—z,w*) > 0.
Thus (u —z,v* —2*) = (u — x,u* — z*) + (u — x,w*) > 0, which gives (3). We
next prove that

U + Np is maximally monotone. (4)

Since Np is the subdifferential of the indicator function of B, Np is maximally
monotone. Now D(Np) N D(T) = BN D(T) C B, which is bounded, and
intD(Ng) N D(T) = intBN D(T) D intD(S) NintB N D(T) # @. Thus, from
Conjecture 1 with S replaced by Ng, Np + T is maximally monotone. Next,

D(S)ND(Np+T)=D(S)ND(Ng)ND(T)=D(S)NBND(T) C B,
which is bounded, and
intD(S)ND(Ng +T) =intD(S)NBND(T) D intD(S) Nint BN D(T) # 0.

From Conjecture 1 again with T replaced by Ng+T, S+ (Ng+T) is maximally
monotone. Since U + Np = S + (N + T), this establishes (4). (4) and (3)
now imply that (z,2*) € G(U + Np). Thus we can choose y* € Ux and
z* € Npx such that z* = y* + z*. Since z € intB, z* = 0, thus z* = y* and
(z,2*) = (x,y*) € G(U). This completes the proof of (2), and hence the truth
of the Rockafellar Conjecture. O

Theorem 2 encouraged us to examine the proof of Conjecture 1 in
[1, Theorem 36] with great care. Unfortunately, when we did this, we found
a gap in the logic, which we now explain: [1, Eqn. (11)] requires that (y*,y) €
Och(z,z*), where “0.” is the usual e—subdifferential. However, when
[1, Eqn. (11)]is used in [1, Proposition 21(3)], what is assumed is that (y*,y) €
O=Fur, (x,2*). So the conditions do not match up. We attempted to remedy
this situation. The analysis below shows that our attempt failed.



The following definition is made in [1], where PC(X x X*) stands for the
set of proper, convex real functions on X x X*, {(z,2*) := (a*,z), “Fr” is the
Fitzpatrick function of T, * stands for Fenchel conjugate, and the ordering is
pointwise on X x X*:

bR(T) :={h € PC(X x X*): Fr*' >nh>Fp, n*t >h> ()}
Lemma 3. Let h € bR(T). Then Fpr,™ > h* on X* x X.

Proof. Let (z,z*) € X x X*. Let (y,y*) € My: then we have h(y,y*) = (y,y*).
From [5, Lemma 19.12, p. 82], (which is cited in [1, Lemma 5]),

Wy y) = yyt) = ().
Now let (2*,z) € X* x X. From the definition of h*,
(Y,27) +(z,9") = h(z,2") <P*(y",v),
and so
(4,27) +(2,97) = (W, y") = (1, 27) + (z,9") = W (Y7, y) < h(z,27).
Taking the supremum over (y,y*) € My, Fu, (2,2*) < h(z,2*). Thus
Fu, < h.
The result follows by taking conjugates. O

The hypotheses for Lemma 4 below are satisfied in [1, Proposition 21(3)]:

Lemma 4. Let h € bR(T), Fu, (z,2*) = (x,2*), v := h(z,z*) — (z,2*) and
e > 0. Then 0:Fu, (x, %) C Oexrnh(z,z*).

Proof. Let (y*,y) € 0-Fum, (z,2*). Then, from Lemma 3,
(x,y*) + (y,x*) +e2 ‘FM;L(J:?I*) +~FM;L*(y*7y) - <£E,£li*> + 'FMh*(y*ay)
z (@, 2%) + h*(y"y) = Wz, %) =y + 17 (v, y)-
Thus (y*,y) € O-4h(x,2*). This completes the proof of Lemma 4. O

Discussion. Assuming that (y*,y) € O-h(x,z*), the first line of [1, Eqn. (11)]
said:
Fu, (y,y") <y, 2”) + (z,y7) — (@, 2") +e— 7. (5)
Noting that ¢ := ¢ — (y — z,y* — z*), this implies that
Fun(¥,97) — (v, y") < (y,2") + (2, 9") — (z,2") — (y,y" ) +e—7=0—1.

If we only know that (y*,y) € 0-Fur, (z,z*), then Lemma 4 enables us to replace
€ by e+ in (5), which now reads

Fu, (y,97) <y, o) +(z,9") — (z,27) +¢,



from which we derive, as above,

For, W, y") — (y,v") < (y,z") + (z,y") — (z,2") — (y,y") +e=0.

So, instead of [1, Eqn. (13)], we get —0 < ¢, that is to say, 6 > 0, from
which it follows that (y — z,y* — 2*) < e. Since Fuy, (x,2*) = (x,2*), we have
(z,2*) € (Mp)". If we impose the additional condition that (y*,y) € Mj' then
(y — z,y* — x*) > 0. So altogether we have 0 < (y — z,y* — ™) < e. Since we
could have (y — x,y* — x*) = 0, this does not lead to a contradiction, because
the connection between v and ¢ has been lost.

Conclusion. We do not see a way of fixing the “gap” in the proof of
[1, Proposition 21].

Comment on [1, Proposition 20.1(«<=)]. Constantin Zalinescu (personal
communication) has made us aware of the following potential problem with the
proof of [1, Proposition 20.1(<=)]. The following simple example shows that
[1, Eq. (9)] is incorrect, though it is still possible that [1, Proposition 20.1(<=)]
is correct, because My, is a very special kind of monotone set.

Example 5. Let 2 € X, 2* € X* and (z,2*) > 0. Let M be the monotone
subset {(0,0), (2z,22*)} of X x X*. Since (0,0) € M, for all (y,y*) € X x X*,
Fa(y,y*) > (0,y*) + (y,0) — (0,0) = 0. On the other hand,

]:M(il',.’t* = [<0,$*> + <.’E,0> - <0a0>] v [<2xax*> + <$,2.’E*> - <2$72‘T*>] =0.

Thus (z,z*) is a global minimizer for Fjs, from which (0,0) € 0Fp(z,z*).
Since (0,0) € MT, (0,0) € 0F(z,2*) N MT. Clearly (z,2*) € M* also, but
(0 — 2,0 — z*) > 0, which contradicts [1, Eq. (9)].

Type (FPV)

We say a few words about type (FPV), since it appears in a title role in
[1]. Maximally monotone multifunction of type (FPV) were introduced (under
the name mazimal monotone locally) by Fitzpatrick—Phelps in [3, p. 65] and
Verona—Verona in [6, p. 268]. Furthermore, it was proved by Fitzpatrick—Phelps
in [2] and Verona—Verona in [7] that if the Rockafellar Conjecture is true then
every maximally monotone multifunction is of type (FPV). [1, Theorem 38|
asserts that every maximally monotone multifunction is of type (FPV). Since
the proof of this result uses the result of [1, Theorem 36], the gap in the proof of
[1, Theorem 36] also leads to a gap in the proof of [1, Theorem 38]. Of course,
it is still possible that [1, Theorem 38] is true, even if [1, Theorem 36] is not.

 ~—
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