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Abstract

In a Hilbert setting we study the convergence properties of a second order in time dynamical
system combining viscous and Hessian-driven damping with time scaling in relation with the min-
imization of a nonsmooth and convex function. The system is formulated in terms of the gradient
of the Moreau envelope of the objective function with time-dependent parameter. We show fast
convergence rates for the Moreau envelope and its gradient along the trajectory, and also for the
velocity of the system. From here we derive fast convergence rates for the objective function along
a path which is the image of the trajectory of the system through the proximal operator of the first.
Moreover, we prove the weak convergence of the trajectory of the system to a global minimizer
of the objective function. Finally, we provide multiple numerical examples which illustrate the
theoretical results.
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1 Introduction

Let H be a real Hilbert space endowed with the scalar product (-,-) and norm ||z| = /(z,z) for
x € H. In connection with the minimization problem

in ®
min (z),

we will study the asymptotic behaviour of the second order in time evolution equation
. o d
E(t) + 52 (t) + () 7 Ve (1) + b(E)V Py (2(t)) = 0, (1)

with initial conditions x(tg) = zo € H, @(tg) = ug € H, where a > 1, ty > 0, and S : [tg, +00) —
[0, +00) and b, A : [tg, +00) — (0, +00) are differentiable functions.

We assume that ® : H — R = RU {400} is a proper, convex and lower semicontinuous function
and denote by &) : H — R its Moreau envelope of parameter A > 0. In addition, we assume that
argmin @, the set of global minimizers of ®, is not empty and denote by ®* the optimal objective
value of .

Our aim is to derive rates of convergence for the Moreau envelope of the objective function and
the objective function itself to ®*, as well as for the gradient of the Moreau envelope of the objective
function and the velocity of the trajectory to zero in terms of the Moreau parameter function A and
the time scaling function b. In addition, we will provide a setting which also guarantees the weak
convergence of the trajectory of the dynamical system to a minimizer of ®. The theoretical results
will be illustrated by multiple numerical experiments.
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1.1 Historical remarks

Inertial dynamics were introduced by Polyak in [23] in form of the so-called heavy ball with friction
method
E(t) + ad(t) + VO(x(t)) =0,

with fixed viscous coefficient o > 0, in order to accelerate the gradient method for the minimization
of a continuous differentiable function ® : H — R. This system was later studied by Alvarez-Attouch
[1, 2] and by Attouch-Goudou-Redont [11]. In these works, for a convex function ® an asymptotic
convergence rate of ®(z(t)) to ®* of order O (1) as t — 400, as well as an improvement for a strongly
convex function ® to an exponential rate of convergence were proved. The weak convergence of the
trajectories to a minimizer of ® was also established.

A major step to obtain faster asymptotic convergence in the convex regime was done by Su-Boyd-
Candes [24], by considering in the second order dynamical system an asymptotic vanishing damping
coefficient

() + %i:(t) +V(2(t) = 0, 2)

fort > tg and o > 3. Second order dynamical systems with variable and vanishing damping coefficients
for optimization were studied, for instance, in [17, 18, 19]. The system (2) corresponds to a continuous
version of Nesterov’s accelerated gradient method [21]. For the function values, rates of convergence
of

O(z(t)) —2* =0 <tl2> ast — +oo
were obtained. For o > 3, in [10] it was shown that the trajectory of (2) converges weakly to an element
of argmin @, and in [14, 20] the asymptotic convergence rate of the function values was improved to
o (t%) as t — +o0.
The following system which combines asymptotic vanishing damping with Hessian-driven damping
was proposed by Attouch-Peypouquet-Redont in [15]

#(t) + Ti(t) + BVR(a(t))i(t) + VE(a(t) = 0 (3)

for t > tg, where ® : H — R twice continuously differentiable and convex, & > 3 and g > 0. Hessian-
driven damping has a natural link with Newton’s method and gives rise to dynamical inertial Newton
systems [3]. The system (3) preserves the convergence properties of (2), while having for 5 > 0 other
important features, namely,

“+oo
lim [V®(z(t)] = 0 and / £2(|V (2(#))|2dt < +oc.

t—+o00 to

In addition, possible oscillations exhibited by the solutions of (2) are neutralized by (3).

1.2 Time scaling

Time scaling of the dynamical system (2) was used in order to accelerate the rate of convergence
of the values of the function ® along the trajectory. The system (2) becomes through time scaling a
dynamical system of the form

(1) + %:i:(t) FhHVO(z(t)) = 0, (4)

where o > 3 and b : [tg, +00) — (0, 400) is a continuous scalar function, as it was introduced and
studied by Attouch-Chbani-Riahi in [9]. For (4) it was shown that

O(z(t)) —2* =0 (tzbl(t)> as t — +oo,



a convergence rate which can be improved to o (%) as t — +oo, if a > 3.

In [7, 8] (see also [5]) the dynamical system
E(t) + %i’(t) + B)V2D(x(1)2(t) + b(t)VO(x(t)) = 0, (5)

which combines viscous and Hessian-driven damping with time scaling, where @ > 1 and 3,0 :
[to, +o0) — (0,400) are functions with appropriate differentiability properties, was investigated.
A quite general setting formulated in terms of the dynamical system parameter functions was iden-
tified in which the properties of (5) concerning the convergence of the function values are preserved,
while the gradient of ® strongly converges along the trajectory to zero and the trajectory converges
weakly to a minimizer of the objective function. In [7, 8] a numerical algorithm obtained via time
discretization of (5) was studied, exhibiting analogous convergence properties to the dynamical system.

1.3 Nonsmooth optimization

The Moreau envelope of a proper, convex and lower semicontinuous function ® : H — R has
played a significant role in the literature when designing continuous-time approaches and numerical
algorithms for the minimization of ®. This is defined as

1
dy:H—-R, & = inf { ® — ||z — yl?
VHSR o) = nf e+ gle-ulP).

where A > 0 is called the parameter of the Moreau envelope (see, for instance, [16]). For every A > 0,
the functions ® and ®) share the same optimal objective value and the same set of minimizers. In
addition, ®) is convex and continuously differentiable with

Vo, (x) = %(IL‘ —prox,g(z)) V€ H, (6)

and V&, is %—Lipschitz continuous. Here,

. 1
prox,g : H — H, prox,g(z) = argminq ®(y) + —||z — yH2 )
yeH 2)\

denotes the proximal operator of ® of parameter \. For every x € H and A, u > 0 we have

| proxyg () — prox,e ()| < [A = pl[|[VEA(2)]]. (7)

On the other hand, for every x € H, the function A € (0,+00) — ®,(z) is nonincreasing and

differentiable (see, for instance, [6, Lemma A.1]), namely,

d 1

—®y(z) = —<||[VEA()[]* VA > 0.

Ly (2) = 3 [ Va2
Attouch-Cabot considered in [6] (see also [13] for a more general approach for monotone inclusions) in
connection with the minimization of the proper, convex and lower semicontinuous function ® : H — R
the following second order differential equation

#(t) + Ta(t) + VO (a(t) = 0 (8)

for t > tp, where @ > 1 and A : [tg, +00) — (0, +00) is continuously differentiable and non-decreasing.
Convergence rates for the values of the Moreau envelope as well as for the velocity of the system were
obtained

By (@(t) — B =0 (tlg) and (8] = o (1) as £ — oo,



from where convergence rates for the ® along x(t) were deduced

<I>(pr0x/\(t)q>(x(t))) -9 =0 <7512> and || proxy e (z(t)) —z(t)|| =0 (')t\(t)> as t — 400.

In addition, the weak convergence of the trajectories z(t) to a minimizer of ® as ¢t — +oo was
established.
Attouch-L&szlé considered in [12] in the same context the dynamical system

i(t)Jr%fﬂ() B V% )(@(1) + VO, (2(t) = 0 (9)

where o > 1 and § > 0, and the term %V‘I)/\(t) (z(t)) is inspired by the Hessian driven damping and
its existence is justified almost everywhere since the mapping ¢t — V&, (z(t)) is locally absolutely
continuous (see, for example, [12, Lemma 1]). It was shown that for A(t) = A2, where A\ > 0, the
system (9) inherits all major convergence properties of (8) and, in addition, the following convergence
rates for the gradient of the Moreau envelope of parameter A(t) and its time derivative along x(t) were
established

1 d 1
V@) (z(t))]| =0 (752> and Hdtvq)A(t)(m(t))H =o0 <t2> as t — 400.

1.4 Owur contribution

In this paper, we derive a setting formulated in terms of & > 1 and the parameter functions 3, b
and A of the dynamical system (1) associated with the minimization of the proper, convex and lower
semicontinuous function ® : H — R, which allow us to prove

e convergence rates for the Moreau envelope, its gradient and the velocity of the trajectory

Ba0a(0) = # =0 (5 ) [T @] = (W) an ()] = o (;

as t — 400, respectively;

e convergence rates for the objective function

(proxy (o) ~ 0" =0 (5 ) and [ proxyola(t) - o(0)] = "(t Ab(g)

as t — +o0;

e the weak convergence of the trajectory x(¢) to a minimizer of ® as t — +o0.

In addition, we provide a particular formulation of the derived general setting for the case when
the parameter functions are chosen to be polynomials and illustrate the influence of the latter on the
convergence behaviour of the dynamical system by multiple numerical experiments.

1.5 Existence and uniqueness of strong global solution

This section is devoted to the topic of existence and uniqueness of a strong global solution of the
system of our interest. To this aim we will rewrite (1) as a system of the first order in time equations
in the product space H x H.



We assume first that g : [tg, +00) — [0, 4+00) is twice continuously differentiable with 5(t) > 0
for every t > ty. We integrate (1) from to to ¢ to obtain

() + OV w0) + [ (Sl + 00T (a(s)) ds = [ TR (al(s)B)s
— (#(to) + B(to) Vo) (z(t0))) = 0.

We denote z( fto (% (b(s) - ﬁ(s)) Vo, (x(s))) ds— (uo+B(to) V® (1) (w0))) for every

t > to. Since z(t) = 2(t) + (b(t) - B(t)) V@, (x(t)) we notice, that (1) is equivalent to

(1) + BV Oy (1) + 2() = 0,
2() = 2i(t) — (b(t) = (1)) Vs (1) =0,
x(to) = X, Z(to) = — (UO + ﬁ(to)vq))\(to)(iﬂo)) .

After multiplying the first line by b(t) — 3(t) and the second one by 3(t), by summing them we get
rid of the gradient of the Moreau envelope in the second equation

(1) + BV (2 (1) + 2() =0, '
mwaw+(ww—ﬁuw—%@)ﬂo+(Mo—ﬁm)aw:m
x(to) = xq, Z(to) = - (UO + B(to)vq))\(to)(l‘o)) .

We denote y(t) = B(t)z(t) + (b(t) — B(t) — @) z(t), and, after simplification, we obtain for the
dynamical system the following equivalent formulation
<w+5uv¢x<mm+(“};“+ $) () + shgu(t) =
3 _9R2 _ . . Y
§(t) + (B(t) + 2OBOZEOLO g (4(2) - (o) — 22) — b(e)) a(t) + 253 Dy(t) = 0,
2(to) = 0, y(to) = —B(t0) (w0 + Blto) VA (w0)) + (blto) = Blto) — 25422 ) o,

In case B(t) = 0 for every t > tg, (1) can be equivalently written as

() —y(t) =0,
y(t) + Gyt) + b(H) Ve (z(t)) = 0,
z(to) = o, y(to) = uo.

Based on the two reformulation of the dynamical system (1) we can formulate the following exis-
tence and uniqueness result, which is a consequence of the Cauchy-Lipschitz theorem for strong global
solutions. The result can be proved in the lines of the proofs of Theorem 1 in [12] or of Theorem 1.1
in [15] with some small adjustments.

Theorem 1. Suppose that § : [to,+00) — [0,400) is twice continuously differentiable such that
either 5(t) > 0 for every t > to or B(t) = 0 for every t > to, and that there exists Ao > 0 such
that A\(t) > Ao for all t > to. Then for every (xo,up) € H x H there exists a unique strong global
solution x : [ty, +00) — H of the continuous dynamics (1) which satisfies the Cauchy initial conditions
x(to) = xo and x(ty) = up.

2 Energy function and rates of convergence for function values

In this section we will define for the dynamical system (1) an energy function and investigate its
dissipativity properties. These will play a crucial role in the derivation of rates of convergence for the
Moreau envelope of ® and the objective function itself.



To shorten the calculations, we introduce the auxiliary function (see also [7, 8])

w: [tg, +o0) = R,  w(t) = b(t)—ﬁ'(t)—@.

t
For z € argmin ® and
0<c<a-1, (10)
consider the energy function E, : [tg, +00) — [0, +00),
Ee(t) = (£w(t) + (o = 1 = )tB(1)) (rcy («(t)) 5 H — 2) + ti(t) + BV (2(1)
cla—1—-c
b A2 ) a2

In the following theorem we formulate sufficient conditions that guarantee the decay of the energy
of the the dynamical system (1) and discuss some of its consequences.

Theorem 2. Suppose that o > 1, X is nondecreasing on [ty, +00) and the following conditions

B(t)
t

b(t) > B(t) + for every t > tg (11)

and
(v = 3)w(t) — tw(t) > 0 for every t >t (12)

are satisfied. Then, for a solution z : [ty,+00) — H to (1), the following statements are true:

(i) E.(t) <0 for every t > to;

(ii) Dyp(a(t) — & < Eeli 1Uo) o1 every ¢ > to;
(iii) i (Pw®L + 2800w() )| Verp(@(®) |2t < +oo;
(iv) f ((a = 3)tw(t) — t2i(t)) (Prw) (z(t)) — D*)dEt < o0.

Assuming moreover that a > 1 and that
there eists £ € (0, — 1) such that (o — 3)w(t) — ti(t) > eb(t) Vit > to, (13)
it holds
(v) [r2tlla(t)]|Pdt < 4oo;
(vi) the trajectory x is bounded and
(vii) ft £)( Py (z(t)) — @*)dt < +o0.
Proof. For every t > t; we obtain
Eo(t) = (2tw(t) + t*i(t) + B(t) (e — 1 —¢) + (a — 1 — c)tB(t)) (.(I)/\(t) (z(t)) — @)
() + Ao — 1 - 0) (V00 (1), 60)) — 0 V@0 (1))
- (elw(t) = 2) + () + BT (1)), (e + 1) (t) + (1) + 1B(¢ )di (V@ (2(2)))
(B + B VO (@(8)) + cla—1 = e)(@(t) - 2 (1)),



where we used that
3 (@ lal) — 0%) = (V0 (0(0), #(0)) — 0 [V )2 (14

Using (1) to replace Z(t), we may write the third summand in the formulation of E.(t) for every t > t,
as

(cl@(t) = 2) + () + BV O (2(1), (e + 1 = a)i(t) + (B(E) + tA(E) — (1)) V) (w(1)) )

= cle+1—a)(a(t) = z,@(t) + c(B(t) + 15(t) — tb(t)) (w(t) — 2, VOr (2(t))) + (¢ + 1 — a)tl|a(t)||?
+ (B(t) + tB(8) — tb(t)) 1@ (1), VO (x(1))) + tB(t) (e + 1 — a)((t), VO (2(1)))
+ tB(E)(B) + tA(t) — th(6)) [V @y (2 (1) 1.

Overall, since 8(t) 4+ t3(t) — tb(t) = —tw(t), we obtain for every t > t,
Eo(t) = (2tw(t) + t*i(t) — (B(t) + t5())(c + 1 — ) (@rp (x(1)) — ©*)

() — 180+ 1 ) (V00 (). 50) - v (0 )

— ctw(t)(@(t) — 2, Verx)(2(1)) + (c+ 1 — a)t]a(t)[|* — tPw(t) (@ (t), Vo) (2(1))
+ tA(t)(c+ 1= a)(@(t), VExu (2(1)) — 2B)w(t)[V P (x(1)]1*.

Notice that the terms with (V@) (z(t)),(t)) cancel each other, thus, after simplification we obtain
for every t >ty
Ee(t) = (2tw(t) + () + (B(t) + t6(1)(a = 1 =€) ) (Pagy (2(t)) — %)

- (tzw(t)+t6(t)(a—1—0)))\(;)]VCI>,\@)( O)? = ctw(t)(z(t) — 2, VO (x(t))  (15)
= (a=1=otlla@®)]* = BEOwO[Vxw (D)

Thanks to (11), w(t) is positive for every t > to, thus

—ctw(t)(a(t) — 2, Yy (@(t)) £ —ctw(t) (D (@ () — D),
which leads to

() < (2= tw(t) + iot) + (B(t) + A1) (a — 1 — &) (Bry (@(t)) — )
- ((t?w(t) Fe()a—1-) W 4 t?@(t)w(t)) IV @ (@) — (@ — e — Dtfla()]%

(16)
By (10) and the fact that A is nondecreasing, we deduce that
(Puw(t) + t5(t) (o — 1 - c>)ng) +28(0w(t) > 0,
so, we obtain for every t > t
Ee(t) < ((2— e)tw(t) + () + (8(1) + 15(1) (@ — 1 - 0)) (Dr (1)) — 27)
- ((t2w<t> +1B(t) (o — ¢~ 1))*;“ T t2ﬁ<t>w<t>) [V @0 (1)1 "
Let us choose ¢ := a — 1. According to (12) we obtain for the coefficient of ®yy (2(t)) — ®* in (17)

(2 — e)tw(t) + t2i(t) + (B() + tBt)) (=1 —¢) = —t((o = B)w(t) — tw(t)) < 0.

7



Therefore, (17) allows us to deduce for every t > tg
Eo1(t) < —((a—3)tw(t) — t?i(t)) (P t—@*—tZt& 28 w(t) )| Ve )%

a-1(t) < —((a = 3)tw(t) — %0 () (Pagy (z(t)) — 7) w(t) =~ +BE)w(®) )V ()]

< 0.
We have just established that E,_1 is nonincreasing, which leads for every t > ty to
. 1 . 2
Ea1(t) = tw(t)(@a(x(t) = %) + 5 [|(a = D(@(t) = 2) + ta(t) + tB() VOr) (=(1))
S Ea—l(t())-

From here we obtain for every t > tg

Eq_1(to)

(I))\(t)<x(t))_q)* < tzw(t) ) (18)
which proves (ii). Moreover, by integration, we obtain
ool A | e 2
/ (t w( ™ 44 B(t)w(t)> [V @Ot < Eai(te) < +oc (19)
and oo
| (=3t = £00) @s @) = 9t < Faa(ta) < 426, (20)

which are the claims (iii) and (iv).
From now on we assume that a > 1 and choose ¢ := a — 1 — ¢, where ¢ is given by (13). In this
setting, (16) reads for every t > ¢,

Eoo1-:(t) < (3= a+e)tw(t) + *i(t) +(B(t) +t5(t)) (Prp (x(t)) — ©7)

- ((t2w<t>+ew<t>)2+t25<t>w<t> V@50 ()] — et ()]

- ((th(t) + Etﬁ(t))A(;) + tzﬂ(t)w(t)> V@@ (zO)I” —etle@®)]. (21)

So, under the condition (13), Eq—1-(t) < 0 for every ¢t > ty. Integrating (21) we obtain

+oo
/ Hla(@)|2dt < oo, (22)

to

which gives the claim (v). From the fact that the energy function
Bo-1-c(t) = (tw(t) +etB(t)) (@rg (x(1) — %)

+ %II(O& —1—e)(a(t) — 2) + ta(t) + tBE) VR (x(t)]|* + (a—1-

= ) —

is bounded from above and it is nonnegative on [tg, +00), it follows that the trajectory x is bounded,
which is item (vi). Finally, from (13) and (20) we deduce the claim (vii)

+oo +oo
/ eth(t) (B (2(1) — B*)dt < / (o — 3)tw(t) — 2i(t)) (Bygy (x(t) — B)dt < +oo, (23)

to to

which finishes the proof. O



The following auxiliary result will be needed later.

Lemma 3. Suppose that o > 1 and (13) holds, that X\ and 8 are nondecreasing on [ty, +o0), and that
(11) holds. Then, for a solution x : [tg, +00) — H to (1), it holds

/t " ho(t) (VO (), a(t) — )t < 4o, (24)

Proof. Recall that according to (15) we have for every ¢ > tg
Ei(t) = (2tw(t) + £i(t) + (80) + tB(0) (@ — 1= ) (@xgy (a(t)) — )
— (Pwl) + 1800~ 1~ ) D v, ()
= ctw(t)(@(t) = 2, Vorp (2(1)) = (a = 1= )t a(t)|* = 2BO1w(®)]|[ VP (x(1)]*.

We choose again ¢ := a — 1 and split the term (o — 1)tw(t)(x(t) — 2, V@) (z(t))) into the sum of two
expressed in terms of € given by (13). For every ¢ > to, we have

Ea1(t) < (2tw(t) + 20 (t)) (D) (2(t) — %)
— (=1 —e)tw(t)(z(t) — 2, Vo4 ((t))) — etw(t){x(t) — 2, VO, ((t))).
By applying the convex subdifferential inequality we obtain for every t > tg
Ea1(t) < (2tw(t) + () — (a0 — 1 — e)tw(t)) (Pr (z(t) — D) — etw(t)(z(t) — 2z, V0 (x(t)))
= (i (t) — (o = 3 = &) tw(t)) (Pay (z(t)) — ®) — etw(t)(x(t) — 2z, VO ((1)))- (25)
Since § is nondecreasing, for every t > g it holds

b(t) = w(t) + A1) + 20 > ),

thus, (13) leads to 21 (t) — (o — 3 — &)tw(t) < 0. Consequently, we obtain from (25) by integration

“+o0o
/t tw(t) (V) (2(t)), x(t) — 2)dt < E“&}(t(’) < +oo.

O]

Now we are in position to improve the convergence rates which we obtained previously in (18) and
to derive from here convergence rates for ®.

Theorem 4. Suppose that « > 1 and (13) holds, that A and  are nondecreasing on [to, +00), and
that (11) holds. Assume in addition

/+°° [(A<t>)2t3ﬁ2<t> A®e()

() INZ(D) ]+ dt < 400, (26)

where [-]+ denotes the positive part of the expression inside the brackets, and that there exists C > 0
such that

%(th(t)) < Ctb(t) for every t > to. (27)
Then, for a solution x : [tyg, +00) — H to (1), it holds
Dro@(0) = @ =0 () and 50 =0 (7 ) ast—+ (29)
A (T =0 2(1) and [|E(t)| =of 5 ) as 0.



Moreover,

V@ ()] = o (t b(i))\(t)) as t — 400, (29)

and

®(proxy e (x(t)))—2* =0 <t2bl(t)> and || proxyye(z(t))—2(t)|| = o (t\/i')l\)((?)> as t = +o00. (30)

Proof. First we notice that for every ¢t > tg it holds

Vo, T h)) = V&, p(x .
(5 (or @) i) = (jim TR ZTR0CD) 1)
- . v‘I)A(t h) (z(t+h)) — VCI))\(t h) (z(t) |
- <;1336 . h . ’"T(t)>
(i T2 )= V0l

For every h > 0, by the monotonicity of the gradient of a convex function, we have

<V(I)/\(t+h) (x(t+h) = VOripn)(@(t) z(t+h)— x(t)> > 0
; : > 0,

so letting h tend to zero we obtain

_ V®yny(@(t+h) = VOyyny(x(t)
<%§% h ’x(t)>

> 0.

Consequently, for every t > tg it holds

(5 (Vo) 40
. <lirn VO, (z(t) — VO, (x(t)),j:(t)>

h—0 h

M+ ) proxygye (@) — M) proxanye (z(8) — (A +h) — A(t))z(t) 0
R AONE+ h)h -

<(>\(t+h (£)) (proxy )x(t))7i(t)>

) NN (t+h)
./ ProX(aaqnya(2(t)) — proxyge(z(t))
- flfi%< : At + h)h ’x(t)>
> S (roxygala(t) — a(0). () — Jim A A0 O]
_ ;;8) (proxye (@ () — 2(t),#(1) ) — A(t)”w“ﬁgf)(t) M
AR : OIS ECONIEIG] 2A(1)[|V @) (2(8)]]]|2(2)]]
= ﬁ <V(I>)\( )( ( )),.’L‘(t)> - )\(t) s )\(t) )

where we used (6), (7) and the Cauchy-Schwarz inequality. Now we multiply (1) by #22(¢) to deduce,

10



by using the inequality above and (14), for every t > tg

0 = t3(E(t), 2(1)) + at| ()| + 25(1) <CZ (V@) (2(1))) ,a'c(t)> + 20(8) (VP (x(t)), (1))
A(t)£2b(t)

> 24 (GHOI) + atliOI + 2000 @y (ate) - ) + 2
202 B()A(t)

- THV<I>A(75)(CC(75))|!HO‘C(Tf)II

IV® 0z (t)||”

2
> 5 (SIEOIP + 200@30(a(0) ~ 29) + (0~ DO - (@ o) — 07) 5, (20)

dt
A0 gy A0
At 2

Using (27) we obtain for every ¢ > ty

IV @ ()] + t:'v(t)2} :

2
% (252!!1'6(%)”2 +25(1) (Dar) (2(1)) — q’*)> < [2— a4 tll2(@)]|* + (o (z(t)) — @*)Ctb(t)

+ |:<W>2t3ﬁ2(t) _ M

A(t) 7 IV @y ().

+

Next we show the integrability of the right-hand side of the expression above. The first term is
integrable according to Theorem 2 (v) and the second one is integrable according to Theorem 2 (vii).

Further, since

V@) () = Vip (2)]| < /\(lt)\lx(t) — 2|| Vt = 1o,

and taking into the account the boundedness of the trajectory x established in Theorem 2 (vi) and
that z € argmin ®, we deduce

V@54 (z(t))]| = O <)\(1t)> as t — 400.

So, under the assumption (26), we obtain that there exists C > 0 such that for every t > tg

A s, Als)sls)

[ 19 g - e
to )\(5) 2

Applying Lemma 6 in the Appendix, we conclude that the following limit

0@ 856 Aeshs]

IV @5y (x(5))[Pds < C N(5) 2N2(s)

to

+
< +o00.

2
L:= lim <t2|x'(t)||2+t2b(t)(q)>\(t)(33(t)) <I>*)) >0

t——+o00

exists. We will show that L = 0. Supposing that L > 0, we deduce that there exists t* > ty such that
for every t > t*

t. . L

SO + () (@3 (1)) — ) > .

Integrating the last inequality on [t*, +00), we arrive at the contradiction with the integrability of the
left-hand side as proved in Theorem 2 (v) and (vii). Therefore, L = 0 and we obtain

1

B ((t) — " = 0 (t%(t)) and [|&()]| = o (1) as £ — 400,

11



Using the definition of the proximal mapping, we derive

Dy (2(1) — @ = (proxype(z(t))) — " + mll proxype (a(t)) —z(@®)|* Vt>to,  (31)

which yields

D (prox, e ((t)) — " =0 <t2bl(t)> and || proxype(2(t)) —z(t)| = o (

According to (6) we obtain from here

[V (DIl = (W)

3 Convergence of the trajectories

In this section we will investigate the weak convergence of the trajectory = to a minimizer of ®.

Theorem 5. Suppose that o« > 1, (11) and (13) hold and that A and 3 are nondecreasing on [to, +00).
Assume in addition that

gy = 0 e
and

sup& < +oo. (33)

t>to

If z : [ty, +00) — H is a solution to (1), then x(t) converges weakly to a minimizer of ® ast — +oo.

Proof. Let z € argmin ®. Previously, in Theorem 2, we established the existence of the limit of E.(t)
ast — oo forc=a—1and c=a —1—¢, where € € (0, — 1) is given by (13). Thus, computing
the difference

Fat2lt) = Bart) = 180 (@a (1)) — 07) + “ Oty — 22

— c{(0 = 1)(a(t) — 2) + HEHE) + BT B (a(t)) 2(1) — 2)
= <t8(8) (@ag (a(t)) — %) — SO D () 22
~ tlit) + BT (1)) 2(0) - 2.
we deduce that the limit of the right-hand side exists. Thanks to (18), we derive for every t > fq

EB(E) (D (2(1)) — ®*) < tﬁ(t)m - E“(tO)ti%

and from here, based on the assumption (32), we obtain

lim ¢8(t)(@y (2(t)) - 2°) = 0. (34)

t—+00

Hereby, we derived that the limit of the quantity

p(t) = . l(8) = 2|1 + @ (1), 2 (t) — 2) + tB(E) (V) (x(t)), z(t) — 2)

2

12



exists as t — +00. Now we are ready to prove the existence of the limit of ||z(¢) — z| as t — +oo.

Denote
a—1
t) :=
q(t) 5

For every t > 19, it holds that

t
J(8) = 21+ (0= 1) | B(s) (Voo a(s). 2(s) — 2)ds ¥t > to

) = a0)+ 30 = (1) [ BT a9 le) = 2.

q(t) = (o = 1)(z(t) — 2z, 2()) + (o = 1) (B(s)(V (s ((5)), z(s) — 2))
and

0+ i) = S5 1) =17+ (o= 1) [ 56T 06,9 — 2
+ ta(t) — 2, 3(1) +(B(s )(V‘PA(S)( (s)),2(s) — 2)).
By Lemma 3 we established that f w(s){(V®y5)(x(s)), 2(s) — 2)ds < +o00. In turn, (32) yields
that
Jim_ /to B(s) (VB sy ((5)), (s) — 2 exists . (35)

Finally,

lim ( () + tq(t)) also exists.

t—+o00 1

Applying now Lemma 7 in the Appendix, we immediately get the existence of the limit of ¢(t) as
t — 4o00. By the definition of ¢ and (35) we establish the first statement of the Opial’s Lemma (see
Lemma 8 in the Appendix), namely, that, for any z € argmin ®

t£+moo |lx(t) — z|| exists.

To establish the second term of the Opial’s Lemma, first note that from (31) and (34) we have, by
denoting £(t) := prox/\(t)q)(m(t)), limy—s oo t8(E)(P(E(E)) —P*) = 0 and hmt_,+oo i t) Hg( )— (t)H2 =0.
Using that (3 is nondecreasing and assumption (33), we deduce

lim ®({(t)) = ®* and lim ||£(¢) —x(¢)|| = 0.

t——+00 t——+o00

Considering a sequence {tj}ren such that {x(t;)}reny converges weakly to an element z € H as
k — 400, we notice that {£(t;)}ren converges weakly to z as k — +oo. Now, the function ® being
convex and lower semicontinuous in the weak topology, allows us to write

O(z) < Uminfd(E(ty)) = lim D) = D~

k—+o00 =400

Hence, z € argmin @, and the second statement of the Opial’s Lemma is shown. This gives the weak
convergence of the trajectory z(t) to a minimizer of ® as t — +o0. O

Remark 1. In the hypotheses of Theorem 4, in order to obtain the convergence of the trajectories,
besides (33) it is enough to assume that

B(t)
o tw(t)

< +00

in order to guarantee (35). Indeed, in this case (34) follows from the conclusion of Theorem 4

B _

lim t6(t)(Pa(x(t) — @) < lim £2b(8)(Pry(x(t)) — ©7)

t—+00 t—+oo tw(t)

13



Remark 2. (implicit discretization) Implicit discretization of the dynamical system (1) with fixed
step size h > 0 leads to the numerical scheme that reads for every k > 1 (see also [7, 8])

Th1 — 22+ apr | a(wpyr —xx) . Br (VO (Tes1) — VO, (1))
h? kh? h

where xg, Mg, Br and by denote x(kh), A(kh), B(kh) and b(kh), respectively. Rearranging the terms
one obtains for every k > 1

+blfv(1>>\lc+1(ajlﬁ-l) = 0,

k‘h(ﬂk + hbk)V@AkH(ka) k‘(l‘k — $k_1) khﬁkvq)kk (xk)
Tpt1 + = Tk T
a+k a+k a+k
or, equivalently,
wEs1) W T + g (@n — zem1) + EEV O, (),
= Thi1 1= DPrOXpn(arnny o (Y)-
a+k >‘k'

Relation (6), namely,

1
Vo, (z) = X(m —prox,g(z)) Vo e H,

and the property of the proximal mapping (see, for instance, [16])

_ A T+ a
At pT At

prox,q, () ProxX( e (®) Vo € H,Vu,A >0,

lead to the following formulation of the implicit numerical algorithm

kh,
vk = wk g — ap) 4 iy (o — proxy, ¢ (wx)),
(Vk>1) - A (a+k) n kh(Bi+hby) (yk)
Thtl = X (et R)+RR(BeHhbr) I8 T Xt k) +RA(BFhby) PTOX dloth)hhioy+hby) g \Yk):

where xg, 1 € H are given starting points.

4 Polynomial choices for the system parameter functions

According to the previous two sections, in order to guarantee both the fast convergence rates in
Theorem 4 and the convergence of the trajectory to a minimizer of ® in Theorem 5, by taking also into
account Remark 1, it is enough to make the following assumptions on the system parameter functions

(I) @ > 1 and there exists € € (0, — 1) such that (o — 3)w(t) — tw(t) > eb(t) for every t > to;
(IT) B and A are nondecreasing on [tg, +00);
(I1T) b(t) > B(t) + @ for every t > to;

+oo [B2()A®)22  A(L)t2b(t .
(IV) to |: ( ))\(4((15))) - (2/)\2(t§ ):| N dt < +00;

(V) there exists C' > 0 such that % (£2b(t)) < Ctb(t) for every t > to;

(VI) sup;>y, % < 4095

(VII) Suptzt(]@ < +o0.

14



In this section we will investigate the fulfillment of these conditions for
b(t) =bt", B(t)=pt" and A(t) =M,

where n,m,l € R, b, A > 0 and 8 > 0.

For this choice of b, condition (V) is fulfilled.

We assume first that § = 0. Then the conditions (III), (IV) and (VI) are fulfilled, while the
conditions (II) and (VI) are nothing else than 0 < [ < 1. Condition (I) asks for a > 1 and for the
existence of € € (0, « — 1) such that for every ¢t > tg

(a—=3—n—e)bt" >0

or, equivalently, « — 3 —n > €. To this end it is enough to have that a — 3 > n.
In case 8 > 0, conditions (II) and (VII) are nothing else than m > 0 and 0 <! < 1. Condition
(III) reads for every ¢ > t

bt" > mpBt™ 1 + gt = (m 4 1)t

or, equivalently,
tn—m-i—l > (m + 1)6
b
From here we get
0<m<n+1.

and b > (m+ 1)ty "
Condition (VI) requires that
g g

su = Su
ot — Bmtm—1 — ftm—1) S bt — Bem(m 1 1)

< +00

and it is obviously fulfilled.
Condition (I) asks for o > 1 and for the existence of € € (0, — 1) such that for every ¢ > ¢

(o = 3)(bt" — Bmt™ 1 — ™) — t(bnt™ ™ — Bm(m — 1)t™ 2 — B(m — 1)t™™2) > ebt™.
After simplification we obtain that for every t > tg
(a=3—n—e)bt" +B(m+1)(m+2—a)t™ >0
or, equivalently,
(=3 —n—e)bt" ™ > B(m+1)(a —m — 2).
B(n+2)

On the one hand we have m = n+1 and (a«—3—n) <1 — T) > ¢, which requires that a—3—n > 0.

On the other hand, we have m < n + 1, which also requires that « — 3 —n > 0.
Consequently, we have to assume that

Blm+ 1)(a—m—2)

a—3>n and b> .
(a— 3 —n)g—m+t

In this case, there will be always an € € (0, — 1) such that « —3 —n —e > 0 and

Bm+1a—m-2) _ Bm+1)(a—m—-2)

b > ,
(=3 —n—e)tpmH (v — 3 —n)tp—mH!

in other words, which satisfies condition (I).
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Finally, let us have a closer look at condition (V). This reads as

+oo 2t2m B\ 2t21—2t3 l)\tl_lt2btn
/ [5 (1Y) } dt < +o00
to +

Nl o2

or, equivalently,

/+oo @ ? t2m721+1 . &tnfﬂrl dt = /+oo ﬁ ? . libtn+l72m t2m72l+1dt < 400
o ) 2 o ) 2 '
+ +

1. In case
n+1>2m,

there exists t1 > to such that for every ¢t > t;

BIN? I s
- _ n m < .
( A % =0

Therefore, we obtain

/Jroo [(T) ? _ 2ll;\tn+12m] t2m72l+1dt
to
+
il /BN b oo [ /BINE b
— Lt _ 7tn+l—2m t2m—2l+1dt / I _ 7tn+l—2m t2m_2l+1dt
/to [( A > 2A " t1 A 2A
+ +

2
:/t:l <ﬁl> _&tn+l72m t2mf2l+1dt<_i_oo7
W [\X) T 2x

_l’_

thus (V) is fulfilled.

2. In case
n—+1<2m,

there exist § > 0 and t9 > ¢y such that for all ¢ > ¢y

BIN® b o
)
< A ) 2\ ~

Taking into account that 2m — 2l +1>n+1—1> —1, we have

too L/ 3IN% b
[ . 7tn+l—2m t2m_2l+1dt
(16 -5
+

to Bl 2 b +oo
> / L _ 7tn+l72m t2mf2l+1dt +45 t2m721+1dt = 400,
to A 2\ t

thus (V) is not fulfilled.

3. It is only left to consider the case
n+10=2m.

Condition (V) becomes

o /BN Db | o
2o = 2t < 400,
/to [()\) 2\ <
+

Ifb > %Ql, then it is fulfilled. Otherwise, since 2m — 2l +1=n—1+1 > —1, it is not fulfilled.
Summarising, all convergence statements in Theorem 4 and Theorem 5 hold in the two settings
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l.a>1,6=0,a—3>n,0<1<1,and b, A > 0;
2.a>1,ﬁ>0,a—3>n,0§l§1,0§m§n+1,b>W—;ﬁﬁ,)\>0,andeither
o0 0

2m<n+l,or2m:n+landb2¥.

Remark 3. Theorem 4 is providing for the choices b(t) = bt™ and A(t) = At! the following convergence

rates
1

®(proxype(z(t))) — @ =0 <tn+2> - Iproxage (@(®) — 2@l = o <1>

t5H1-3

and

Vo) = o=y )

RS

as t — +o0. Clearly, the bigger the n is the faster the convergence is. On the other hand, concerning
the exponent [ things are a bit more complicated: we may gain in one case, but inevitably lose in
the other. Interesting case is when [ = 0, which corresponds to A\ being a constant function. In this
case, one can notice a balance between accelerating the convergence of || V®, ) (z(t))|| and slowing the
latter for || proxye(x(t)) — z(t)||, since none of them are affected by I anymore.

5 Numerical experiments

In this section we will conduct series of experiments to investigate the influence of the system
parameters A, 5 and b on the convergence behaviour of dynamical system. We will successively fix
two of them and vary the last one in order to do so. For the numerical experiments we will restrict
ourselves to the polynomial choices addressed in the previous section A(t) = ¢!, B(t) = t™, b(t) = bt"
with b = WntDeom=28 4 1 g well as z(tg) = zo = 10, #(ty) = 0, and o = 1.

—m+1
(a—3—n)tp "

5.1 The influence of b on the dynamical behaviour

First let us choose as objective function ® : R — R4, ®(z) = |z|, ix m =0, a =9 and [ = 1, and
vary n.

[V (2(t))]

(a) Trajectories (b) Moreau envelope values (c) Moreau envelope gradient

Figure : m=0,a=9and [ =1

In Figure 1 we clearly see that the faster the exponent of the function b grows the faster the
convergence of the function values of the Moreau envelope and its gradient are, starting with the
slowest pace for n = 0 and accelerating until n = 4.99, confirming the theoretical convergence rates.
In addition, the increase in the exponent of b seems to improve the convergence behaviour of the
trajectory, too. Fast growing exponents for b will improve the convergence greatly, however, as seen
in the previous section, they are limited by the upper bound value o — 3.

5.2 The influence of A on the dynamical behaviour

For the same objective function as in the previous subsection, we study the behaviour of the
dynamics when varying the exponent [ to investigate the influence of the function A. To this end we
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fixm=0,a=9and n =5 < a — 3, and take for [ three different values from 0 to 1. We also choose
the starting point o = 1 in order to provide a better illustration.

) (z) = || &(z) = [z|
— _ \\
= u /\\f\\ [ \ f\ /\f’ E
E | ‘ \é g —1=0
—I=0 \ ! ’ \ || v’ Péf E 5;111'
t t t
(a) Trajectories (b) Moreau envelope values (¢) Moreau envelope gradient

Figure 22 m=0,a=9and n=>5

One can notice in Figure 2 that the convergence behaviour of the functions values of the Moreau
envelope and its gradient is better the higher [ is, whereas, interestingly enough, for the convergence
of the trajectories an opposite phenomenon takes place.

5.3 The influence of 5 on the dynamical behaviour

Let ®: R — Ry, ®(x) = |z| + %, a=13,n=9<a—3and [ =1. We vary the exponent m such
that 2m < n + 1 to study the influence of the function 8 on the convergence behaviour of the system.

O(z) = |z + &

[V ((t))]

(a) Trajectories (b) Moreau envelope values (¢) Moreau envelope gradient
Figure 3: n=9,a=13 and [ =1
In Figure 3 we see that, even though m does not explicitly appear in the theoretical convergence

rates for the gradient of the Moreau envelope and the trajectory of the system, it influences the
convergence behaviour of both of them as well as of the function values of the Moreau envelope, in

the sense that these are faster the higher the values of m are.

o) = o]+ % , o) = o]+ %

|z (1))

t

s
(a)n=9,a=13,1=1and m = 12 b)n=4,a=2,l=4andm=26

Figure 4: Divergence of the trajectories

Finally, we consider two parameter choices which lie outside the convergence setting derived in
the previous section and notice that these fundamentally affects the convergence of the trajectory. In
Figure 4 (a) we choose m such that that condition 2m < n+1 is violated, and in Figure (b) we choose
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«a and n such that the condition « — 3 > n is also violated. One can see that in both settings the
trajectories diverge.

Appendix

In this appendix we collect some lemmas which play an important role in the proof of the main
results of the paper. For the proof of the following lemma we refer to [4].

Lemma 6. Suppose that f : [tg,+00) — R is locally absolutely continuous and bounded from below
and there exists g € L'([to, +00),R) such that for almost all t > tg

d
—f(t) < g(1).
@50 < o)
Then there exists limy_, o0 f(t) € R.
For the proof of the following lemma we refer to [15].

Lemma 7. Let H be a real Hilbert space and x : [ty, +00) — H a continuously differentiable function
satisfying x(t) + Li(t) - L ast — 400, with a >0 and L € H. Then x(t) — L as t — +oo0.

Finally, we state a continuous version of Opial’s Lemma (see [22]), which is used in the proof of
the convergence of the trajectory.

Lemma 8. Let S be a non-empty subset of a real Hilbert space H and x : [0,4+00) — H a given map.
Assume that

o for every z € S, limy_,,  ||z(t) — 2| exists;
e cvery weak sequential cluster point of the map x belongs to S.

Then x(t) converges weakly to some element of S as t — +00.
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