A result of J. Bourgain: C(L1) has the Dunford-Pettis
“property

by Walter Schachermayer

This note which proves the anounced theorem is entirely

based on [1]. We hope that we have succeeded to make the

proof more accessible from the pedagogical point of view,

but we want to stress out that there is no idea used here that
has not been used in [1]. Also more general results are

obtained in [1].

Let (S,Z,n) Dbe a probability space and T be the Cantor
set (this is only for convenience; the result carries over
to arbitrary compact Hausdorff spaces by some obvious modi-
fications of the proof). Denote by C(T; L1(u)) or short
C(L1) the space of continuous functions from T to L1(u).

Theorem: C(L1) has the Dunford-Pettis property.

Proof: If C(L1) does not have D-P, then there exist a
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sequence (eh) in C(L1) and a sequence {ul}i___1 in

C(LT)*, both tending weakly to zero, and a« > O such that
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£. [3]). Clearly we may assume that

I £ 1 and that ¢ are finitely valued functions
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(as the Cantor set is totally disconnected). So let us work

towards a contradiction!
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Clearly for each t € T, the sequence {t}) is a weak

t i=1
nullsequence in L1(u). Indeed, for t € T and g € Lm(u)

the function & -~ <§t'§> is an element of (CL1)*.

Now we give the following intuitive hint: a sequence in

L1(u) may only converge in two ways weakly to zero: it either
converges strongly (this case is trivial for our purposes) ,
or - if it does not converge strongly - it behaves "essenti-
ally like the Rademacherfunctions". This hint is made precise
in the‘following technical arguments (which are standard).,
where we show that we may reduce £o the case stated

below ((A)). At a fist reading the reader is advised to skip
the following reduction steps and to continue at (a), as

it is only then, that the essence of Bourgain's argument
(namely the use of Riesz-products) comes up;

i

Let |p'| denote the variation measure of uo, i.e. |ut]

is the linear functional on C(T) defined for x € C(T)+ by

. i\ _ -
G’!“lf/>= sup {<§,}.1"‘> : }!gt“ < x(+) Yt € T}

Let v = 121 2_l|ul|; clearly the sequence {[ul]}:=1 is

equi-absolutely continuous with respect to v. Indeed, if this

were not so, we could find by Rosenthal's lemma (c.f. [2],/V24

a disjoint sequence {Ak};=1 of Borel subsets of T, an
increasing seuguence {ik};=1 and € > O such that
i, i %
m L’(Ak) 2 ¢ and |u k[( ﬁg1 Aj) < €/2. This would imoly
- j+k ,
g 1 . 1x
that |u ™ spans an ¢ in HM(K) and similarly that u

1 = * : .
spans a ¢ in (CLI) + which contradicts the weak convergence

i
of u™.



So there is &6 > O such that for a Borel-set A = T,

v(A) £ &6 dimplies |u'|(A) < a/3 for every i € N.

As has already been observed, for t € T, the secuence
{ﬁt}z=1 converges weakly in L1(u), hence there exists

a constant Mt such that for every i € N

Hgt . x{fgi[ S Mt}”fd/g. Clearly we may choose the map
t = Mt to be v-measurable so we may find a constant M

such that for everv t 1in some compact subset To of T,

. ' s d ;
with V(T \ T.) < &, we have Hgt 5 x{lgtl - M}” < a/9.

We now start an induction: We shall construct a decreasing
sequence Tk of compact subsets of T, with v(T \ Tk) < 6§,

}
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an increasing sequence {i

Kk k=1 of intege;; and for every
t € Tk we shall define an element Wt of L1(u) and a
finite sub-o-algebra Bt of I, containing Bt—l, such that
k.

i w <

. e N k ik|
(ii) vy - & hL1( y < a/3
(iii) Wt is Bt - measurable and E(?t18§—1) = 0.

Let Bg = {9S}.
For k=1 note that for t € TO, E(gt) tends to zero; hence
we may find T1 al To’ TR i T1) < 6 and an integer i1
such that for t € T, |E(£t1)! < a/9. We may find a simple

function wl, H@l”Lf(u) <M, such that o

< :
E bt IL1(u) i o/9
. . . . - 1 ' 1 | 1 1 i 2 QA
Note that this implies that ln(ctﬂ < fE(gt )] *;E(@t = Es ) <G
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Let Wt = W E(@t) - and Bt a finite sub-o-algebra of
Z such that Wl is Bl measurable, and check that (i), (ii)

and (iii) are satisfied.

For the induction step suppose Ty s ik and Wi and Bt

for t € Tk defined. Fix t € Tk' As Bt is a finite

oc-algebra E(giIBt) tends to zero (in the L1—norm, say). So

c T ) < &, and an integer

k+1 = "k’ k+1 :
5 i k+1, .k, i
such that, for t € Ty 17 HE(gt ,Bt)“

k+1 “ k+1” -

1 < a/9. As above this implies

we may find T B{T % T

Tk+1 ” Ik L' (w)
Again we may find a simple function

B ik+1”

< M,

such that Or Et L)
k+1 1.k 2a . k+1 _ k+1 _ k+1
N lBt)”L1(u) < §g- .- Putting Yo o= ey E(mt
and Bt+1 a finite o-algebra, containing Bt, such that

Wt+1 is Bt+1-measurable, it is immediate to check that these

satisfy (i), (ii) and (iii).
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Finally let us observe the following: We have assumed the

Ei to be simple functions and we may clearly assume that for
i is
t,,t, €T such that ¢ k = g K we have applied the same
1772 k t, t, -

construction to it, i.e. mt = @t
1 2

are (simple) continucus functions on Tk’

. This implies that the
functions t »,mt
a fact which is not really essential :for the following arguments,

but has some cosmetic convenience for our formulation of the

assumption (a4).
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K21 Tk and note that v (T\T) < 5.
S 1,k

Let T, € c(F:1' (1)) be defined by e = e for

t
= -~k _ = 14 * N . : ~ 1x et
t € T and let poeC(T:L () the restriction of u to . P,

Let T =
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Writing El instead of E K and ul instead of E'k for

i=k and a instead of o, we arrive at our desired assumtion:

(a) If C(T;L1) does not have the Dunférd—Pettis property,
then there is a compact subspace T of T, and sequences
(g1, e c@,Lh ana (N, € c@Lh®, ety Wt s 0,
both tending weakly to zero and an a > O such that

0 S AN
&ﬁ PHT 2 a and

(1) For each t € T and i € N gt belongs to L™ (k) and
\t i
VLT ()

(2) For each t € T the seguence (gl}m is a martingale

t’i=1

difference sequence, i.e. there exists an increasing

sequence of (finite) o-algebras {Bt}l_o on S,
Bi = {4 ,S}, such that gt is Bt—measurable and
E(FtlBl 1 =0 for i€ N.

Note that (2) implies clearly

(2') for each t€T and i1 < i2 < wew < ik
i i i
E(g, .g.%. ... .25 = o0,
i

N which

and it is this latter property of {Ei}

will be used in the sequel.



By the subsequent lemma we may find positive scalars

z = 1 h that | 7 ui[' < a/2
a1,...,an, &1 & = suc a ’i=1 ai‘ai | a
for every choice of sigus e, =+ 1. Denoting by € the
i-th Rademacher-function on [0,1], this is the same as

o

ei(w) Ul” < a/2 for every w € [0,1].

saying “121 a;

Now define for o € [0,1] the (Riesz)-products R € C1

by letting for t € T

=3

Ry ¢ = 507 (1 + ¢, (o) gi).

w,t 1

Clearly for each o € [0,1] and t € T, R, ¢ 20 and

n s
IRy, el = EGIL, (1 + e (o) &) = 1 as (by(2')) for every

s . . 11 1x
11 < 12 < see <K lk’ £ v e .Et

Also note that for 1< j<n and t € T
n ; ;
‘ _ . _ _
[0{1]ej(m) Rm,t do [0{1] ej(w).i=1(1 + e, () £y) do £x

E(g ) = 0.

Recapitulating, what we have done so far: Starting from

1 n . n . .
H,.. ., U we have formed the 2 convex combinations

n
i§1 a; e; ! (ei =+ 1). On the other hand we have formed,
starting form 51,...,£n, the Rieszproduct Rw (which are

also in reality v elements) .

' n .
We may obtain the wt back from the 15 a, e, u as their

=1 i i
"Rademacher-averages" Jjust in the same wav as we may get the
El back from the Rw. This and the fact that we could make
#l :
the norms of the i§1 ai € e small while the norms of

the RQ'S stay bounded, leads to the following contradiction



Lemma: Let {nt}"

which finishes the proof of the theorem:

n

2 ) <R L, a, e.(0) u N do

[0,1] o’ i=1 i Ti /

P /T e, (o) .
= ., a €, (0) R do,u ,

i=1 i “lo,1] i ) /)
. n PO
=ik a; (& > 2 a.

g.e.d;

We still have to prove a lemmra, which is folklore (as is its

proof also).

W
i=1 be a weak null sequence in a Banach
space Y. For € > O there is a finite sequence Ayreces

n

of positive scalars, i§1 a; = 1 such that for all choices

n

r
. i
of signs e, = % 1 the norm |.Z, €. a; an is less than

i=1 “i

Proof: By the Banach - Mazur and the Hahn - Banach theorem

. . : . i
there is no loss in assuming Y = C[ i.e. the n are

0,11’

continuous functions on [0,1]. It follows easily from

Grothendieck's characterisation of weak convergence in C[O 1]
r

( pointwise convergence + uniform boundedness) that nt

. .t .

converges weakly to zero iff In~| does so. It is wellknown
n X .

that we may choose a convex combination i§1 aiinl] of norm

less than €. But this clearly implies that for each

e. = + 1
l —
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I want to note, that we may proof by the same techniques
that L1(u;C(T)) has the Dunford-Pettis property. But at
this stage, the reader is advised to consult Bourgain's oricinal
paper, where using local results about Banach spaces, more
general results are obtained. Here I only wanted to make the
essence of Bourgain's ©rroof more accesible.

Finally let us note that the problem, if the Dunford-
Pettis property for a Banach space X implies the same

property for C(T;X) or L1(u;X) remains open.
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