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Abstract

In 1944 Atle Selberg published a remarkable n-dimensional analogue of Euler’s beta integral which

now bears his name. The Selberg integral has come to be regarded as one of the most important

hypergeometric integrals, a reputation which is upheld by its uses in fields such as random matrix

theory, analytic number theory, conformal field theory and enumerative and algebraic combinatorics.

In their verification of the AGT conjecture for SU.2/, Alba, Fateev, Litvinov and Tarnopolsky (AFLT)

discovered a new generalisation of the Selberg integral over a pair of Jack polynomials. The AFLT

integral unifies the well-known Kadell and Hua–Kadell integrals. The purpose of this thesis is to

investigate generalisations of the AFLT integral in several directions, all based on symmetric function

theory. Using new Cauchy-type identities for Macdonald polynomials we present two An Selberg

integrals over a pair of Jack polynomials; one directly generalising the AFLT integral, and one

generalising the A2 Selberg integral of Warnaar. Following Matsuo and Zhang, we then consider An
Selberg integrals with nC 1 symmetric functions in the integrand. Here our results are restricted to

the Schur case (
 D 1), where we use several new integral formulas for complex Schur functions to

evaluate the An integral first considered by Matsuo and Zhang. To conclude, we discuss other recent

developments including the elliptic AFLT integral, an AFLT integral for Macdonald polynomials, and

the related Askey–Habseiger–Kadell-type q-AFLT integral.
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Chapter 1

Introduction

1.1 The Selberg integral

The main object of interest in this thesis is the Selberg integral and various generalisations thereof. For

k a positive integer and ˛; ˇ; 
 2 C such that

Re.˛/;Re.ˇ/ > 0; and Re.
/ > �min
n1
k
;

Re.˛/
k � 1

;
Re.ˇ/
k � 1

o
; (1.1.1)

this is the integral evaluation

Sk.˛; ˇI 
/ WD

Z
Œ0;1�k

kY
iD1

t˛�1i .1 � ti/
ˇ�1

Y
16i<j6k

jti � tj j
2
 dt1 � � � dtk (1.1.2)

D

kY
iD1

�.˛ C .i � 1/
/�.ˇ C .i � 1/
/�.1C i
/

�.˛ C ˇ C .k C i � 2/
/�.1C 
/
:

Selberg first discovered his formula in 1941 and used it, with the substitution ti D si=.1 C si/, to

prove a result concerning entire functions [Sel41]. However, since he believed the result was too

elementary to be new he refrained from publishing a proof. After not being able to find the formula in

the literature, an opportunity arose and Selberg eventually published a proof in a journal read primarily

by mathematics teachers [Sel44]; this is Selberg’s only paper in Norwegian.

It is clear that the Selberg integral is a k-dimensional generalisation of Euler’s beta integral. Indeed,

setting k D 1 in the former yieldsZ 1

0

t˛�1.1 � t /ˇ�1 dt D
�.˛/�.ˇ/

�.˛ C ˇ/
; (1.1.3)

which is precisely Euler’s formula (see [Eul38] for Euler’s original paper). Here one requires that

Re.˛/;Re.ˇ/ > 0, and, since the parameter 
 drops out, this agrees with (1.1.1). Selberg’s proof of

(1.1.2) hinges on (1.1.3). Assuming that 
 is a positive integer one may expandY
16i<j6k

jti � tj j
2

D

X
06i1;:::;ik62.k�1/


ci1;:::;ik t
i1
1 : : : t

ik
k
;

1
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for some coefficients ci1;:::;ik , and the resulting integral evaluated by iterating (1.1.3). To obtain (1.1.2)

for complex 
 one may use Carlson’s theorem [And86, p. 51]. For full accounts of Selberg’s proof

see, e.g., [And86] and [For10, Chapter 3]. Since the integrand of (1.1.2) is symmetric in the variables

t1; : : : ; tk , the domain of integration may be changed to the k-simplex

C k
 Œ0; 1� WD f.t1; : : : ; tk/ 2 Rk
W 0 < t1 < � � � < tk < 1g; (1.1.4)

provided we multiply through by kŠ.

What is perhaps most fascinating about (1.1.2) is its wide range of appearances in different areas

of mathematics, for which it has garnered a reputation as one of the most important hypergeometric

integrals [FW08]. However, this reputation was not earned early on, and the Selberg integral had only

one use outside of Selberg’s original application in its first three decades (and even then only in the

case ˛ D ˇ D 1, 
 D 2) [KS53].

In the fifth of his series of papers developing the statistical theory of energy levels of complex

systems, Dyson, together with Mehta, conjectured an integral evaluation which is closely related to

Selberg’s integral [MD63, Conjecture D]. For 
 2 C such that Re.
/ > �1=k, their conjecture may

be stated as

1

.2�/k=2

Z
Rk

e�
1
2

Pk
iD1 t

2
i

Y
16i<j6k

jti � tj j
2
 dt1 � � � dtk D

kY
iD1

�.1C i
/

�.1C 
/
: (1.1.5)

This evaluation remained an open problem in random matrix theory for over ten years, and is now

known as Mehta’s integral due to his popularising of the conjecture [Meh67, Meh74]. A proof of

(1.1.5) was unearthed by Bombieri who, after discussions with Dyson and Selberg, was able to derive

Mehta’s integral from (1.1.2). To obtain (1.1.5) from the Selberg integral, one fixes ˛ D ˇ, and then

makes the substitution ti D .1 C si=
p
2˛ /=2. Taking the limit ˛ ! 1 with the aid of Stirling’s

formula then yields the desired evaluation.

In 1982 Macdonald was led to conjecture a far-reaching generalisation of Mehta’s integral. Let G

be a finite reflection group generated by reflections in a set of N hyperplanes in Rk. We normalise

these hyperplanes so that their normal vectors ai WD .ai;1; : : : ; ai;k/ satisfy (up to sign) .ai ; ai/ D 2

with respect to the standard inner product on Rk . In terms of these hyperplanes we define a polynomial

in t D .t1; : : : ; tk/ by P.t/ WD
QN
iD1.ai ; t /. If

d'.t/ WD
e�

1
2

Pk
iD1 t

2
i

.2�/k=2
dt1 � � � dtk

denotes the k-dimensional Gaußian measure on Rk , then Macdonald conjectured that [Mac82, Conjec-

ture 5.1], Z
Rk

jP.t/j2
 d'.t/ D
nY
iD1

�.1C di
/

�.1C 
/
; (1.1.6)

where the di are degrees of the fundamental invariants of G, which are positive integers depending

on the Cartan type of the underlying root system. For G D Ak�1 the polynomial P.t/ reduces to the
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Vandermonde product

�.t/ WD
Y

16i<j6k

.ti � tj /; (1.1.7)

and di D i for 1 6 i 6 k so that (1.1.6) is precisely Mehta’s integral. Macdonald stated his conjecture

for Re.
/ > 0, but of course this range may be extended to include small but negative values of Re.
/

depending on the di . In [Mac82], Macdonald provides a uniform proof of his conjecture for 
 D 1

and for general 
 in the case that G is a dihedral group. He also communicated the result of Regev

that for type Bn and Dn the integral follows from the Selberg integral. A uniform proof of (1.1.6) for

all crystallographic groups was subsequently given by Opdam based on his theory of hypergeometric

shift operators [Opd89]. To settle the remaining non-crystallographic cases, H3 and H4, Opdam was

assisted by the computational tools of Garvan [Gar89, Opd93].

To round out this section we will mention some further appearances of the Selberg integral. The

evaluation of the Mehta integral is the first application of the Selberg integral to random matrix theory.

This is a connection which continues to this day, with integrals of Selberg type being crucial to the study

of random matrices; see [For10, Meh04]. Through the theory of random matrices the Selberg integral

also has a conjectural connection with the distribution of the zeros of the Riemann zeta function on the

critical line. Under the assumption of the Keating–Snaith hypothesis, the distribution of these zeroes

is the same as the distribution of eigenvalues of large random matrices, allowing for the moments of

the zeta function to be computed using the Selberg integral [KS01]. In another direction, the Selberg

integral may be used to define multivariate analogues of the Jacobi polynomials [Aom87,Las91,Maca].

The classical (single-variable) Jacobi polynomials are themselves orthogonal on Œ�1; 1� with weight

function given by .1� t /˛.1C t /ˇ . It follows from the beta integral (1.1.3) with the change of variables

t 7! .1 � t /=2 that the total weight is given byZ 1

�1

.1 � t /˛.1C t /ˇ dt D 2˛CˇC1
�.˛ C 1/�.ˇ C 1/

�.˛ C ˇ C 2/
: (1.1.8)

In [Sta12, Problem I.11], Stanley gives a combinatorial interpretation of the Selberg integral in terms

of sequences of permutations satisfying certain conditions. Here it is necessary to assume that ˛, ˇ and

2
 are nonnegative integers. This interpretation was extended by Kim and Oh who introduced Young

books, which are enumerated by the evaluation of the Selberg integral [KO17]. Finally, generalisations

of the Selberg integral appear in solutions to the Knizhnkik–Zamolodchikov equations, a family of

partial differential equations based on Lie algebras [EFJ98, SV91, Var03]. Part of this connection is

explained in Section 4.1 to motivate extension of the Selberg integral to the Lie algebra An.

1.2 Jack polynomials and the AFLT integral

We have already noted that the integrand of the Selberg integral is symmetric in the k integration

variables, and so it is natural to consider Selberg integrals where the integrand is multiplied by a

symmetric function in the k variables. Here we sometimes use the shorthand of (1.1.7) for the

Vandermonde product and write dt WD dt1 � � � dtk for t D .t1; : : : ; tk/.



4 CHAPTER 1. INTRODUCTION

In [Aom87], Aomoto provided arguably the first elementary proof of the Selberg integral by

evaluating the slightly more general integralZ
Œ0;1�k

j�.t/j2

rY
iD1

ti

kY
iD1

t˛�1i .1 � ti/
ˇ�1 dt D Sk.˛; ˇI 
/

rY
jD1

˛ C .k � j /


˛ C ˇ C .2k � j � 1/

;

where r is some nonnegative integer not exceeding k. As the domain of integration is symmetric, the

extra factor may be replaced by any product of r distinct variables without changing the evaluation.

Defining the elementary symmetric functions in the variables t by (see (2.2.2) below)

er.t/ D
X

16i1<���<ir6k

ti1 : : : tir ;

the evaluation of Aomoto’s integral is thus equivalent toZ
Œ0;1�k

er.t/j�.t/j
2


kY
iD1

t˛�1i .1 � ti/
ˇ�1dt (1.2.1)

D

 
k

r

!
Sk.˛; ˇI 
/

rY
jD1

˛ C .k � j /


˛ C ˇ C .2k � j � 1/

:

In [Mac87, Conjecture C5] Macdonald conjectured a generalisation of the Selberg integral where

the integrand is multiplied by a Jack polynomial P .1=
/
�

.t1; : : : ; tk/, a particular one-parameter defor-

mation of the Schur functions (defined in (2.6.11) and (2.5.1) respectively). For � a partition with

length at most k, Macdonald’s formula isZ
Œ0;1�k

P
.1=
/

�
.t1; : : : ; tk/

kY
iD1

t˛�1i .1 � ti/
ˇ�1

Y
16i<j6k

jti � tj j
2
 dt1 � � � dtk (1.2.2)

D P
.1=
/

�
.1; : : : ; 1„ ƒ‚ …
k times

/

kY
iD1

�.˛ C .k � i/
 C �i/�.ˇ C .i � 1/
/�.1C i
/

�.˛ C ˇ C .2k � i � 1/
 C �i/�.1C 
/
;

where ˛; ˇ; 
 2 C are such that

Re.˛/ > ��k; Re.ˇ/ > 0; and Re.
/ > � min
16i6k�1

n1
k
;

Re.˛/C �i
k � i

;
Re.ˇ/
k � 1

o
: (1.2.3)

The evaluation above was first proved by Kadell [Kad97], and so is known as Kadell’s integral. When

� D .1r/, a single column of height r , the Jack polynomial simplifies to the elementary symmetric

function er . Using the fact that er.1; : : : ; 1/ D
�
k

r

�
and �.z C 1/ D z�.z/, the two evaluations (1.2.1)

and (1.2.2) are seen to coincide in this case. Kadell was able to extend (1.2.2) by adding a second Jack

polynomial to the integrand, albeit with the additional restriction ˇ D 
 [Kad93]. For ˇ D 
 D 1, the

Schur case, this same integral had already been evaluated by Hua [Hua63].

In their verification of the Adlay–Gaitto–Tachikawa (AGT) conjecture [AGT10] for SU.2/, Alba,

Fateev, Litvinov, and Tarnopolsky (AFLT) discovered an integral generalising the Hua–Kadell integral

to the case of unequal ˇ and 
 . The AGT conjecture itself claims an intimate relationship between
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Liouville field theory and N D 2 supersymmetric gauge theory. One ingredient of the conjecture

is an explicit formula for the Nekrasov instanton partition function in terms of conformal blocks

in Liouville field theory. It is in verifying this expression that Alba et al. were led to consider this

particular generalised Selberg integral. For a more detailed account of exactly how the integral arises

in relation to the AGT conjecture see the introduction of [ARW]. What we refer to as the AFLT

integral [AFLT11, Appendix B] may be stated as follows.

Theorem 1.2.1 (AFLT integral). Let k be a positive integer, �;� 2 P and ˛; ˇ; 
 2 C such that the

conditions (1.2.3) are satisfied. ThenZ
Œ0;1�k

P
.1=
/

�
Œt �P .1=
/� Œt C ˇ=
 � 1�

kY
iD1

t˛�1i .1 � ti/
ˇ�1

Y
16i<j6k

jti � tj j
2
 dt1 � � � dtk (1.2.4)

D P
.1=
/

�
Œk�P .1=
/� Œk C ˇ=
 � 1�

kY
iD1

�.ˇ C .i � 1/
/�.˛ C .k � i/
 C �i/�.1C i
/

�.˛ C ˇ C .2k �m � i � 1/
 C �i/�.1C 
/

�

kY
iD1

mY
jD1

�.˛ C ˇ C .2k � i � j � 1/
 C �i C �j /

�.˛ C ˇ C .2k � i � j /
 C �i C �j /
;

where m is an arbitrary integer such that m > l.�/.

The second Jack polynomial in the integrand and both Jack polynomials in the evaluation of (1.2.4)

are expressed using plethystic notation as explained in Section 2.3. We note that for any symmetric

function f ,

f .1; : : : ; 1„ ƒ‚ …
k times

/ D f Œk�;

where plethystic notation is employed on the right. Inside the plethystic brackets the ordinary rules of

addition and multiplication still hold, so that for ˇ D 
 the addition in the second Jack polynomial

drops out, leaving us with the Hua–Kadell integral. Furthermore, for � D 0, the unique partition of 0,

it is an easy exercise to show that the formula is equivalent to the Kadell integral (1.2.2). By (2.6.26)

below both P .1=
/
�

Œk� and P .1=
/� ŒkCˇ=
 � 1� may be evaluated in closed form, so that the expression

on the right is fully factorised.

In [And91], Anderson gave a short inductive proof of the Selberg integral. Theorem 1.2.1 is

proved in [AFLT11] by generalising the Anderson-style recursive proof of Kadell’s integral given

in [War08b]. Key input in both these proofs is the Okounkov–Olshanski integral formula for Jack

polynomials [Oko98, OO97]. Later on we will present a proof of a higher-rank generalisation of the

AFLT integral based on summation formulas for Macdonald polynomials. In particular this provides

an alternative to the proof of AFLT which avoids the use of the Okounkov–Olshanski formula.

1.3 An Selberg integrals

We have already seen that it is natural to associate the Selberg integral with the reflection group

of type Ak�1, where k is the number of integration variables. We will, however, take a different
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point of view, and instead associate the ordinary Selberg integral (1.1.2) to the Lie algebra A1 (or

sl2.C/) of 2 � 2 traceless matrices. This association comes about via the close relationship between

solutions to Knizhnik–Zamolodchikov (KZ) equations, which are a system of partial differential

equations based on Lie algebras, and hypergeometric integrals.1 This relationship led Mukhin and

Varchenko [MV00, Conjecture 1] (also stated as Conjecture 4.1.1 below) to conjecture the existence

of Selberg-type integrals for each simple Lie algebra g. In 2009, Warnaar verified the Mukhin–

Varchenko conjecture for g D An [War09], extending the A2 Selberg integral due to Tarasov and

Varchenko [TV03].

For k; ` nonnegative integers and t D .t1; : : : ; tk/, s D .s1; : : : ; s`/ we define the Vandermonde-

type product

�.t; s/ WD

kY
iD1

Ỳ
jD1

.ti � sj /:

Let n be a positive integer, k1; : : : ; kn nonnegative integers such that 0 6 k1 6 � � � 6 kn, and

let t .1/; : : : ; t .n/ be sets of variables (or alphabets) such that t .r/ has cardinality kr . Further let

˛1; : : : ; ˛n; ˇ; 
 2 C be such that

Re.ˇ/ > 0; jRe.
/j <
1

kn
; Re

�
ˇ C .kn � 1/


�
> 0; (1.3.1a)

Re
�
˛r C � � � C ˛s C .r � s C i � 1/


�
for 1 6 r 6 s 6 n and 1 6 i 6 kr � kr�1; (1.3.1b)

where k0 WD 0.2 The An Selberg integral may thus be stated asZ
C
k1;:::;kn

 Œ0;1�

nY
rD1

krY
iD1

�
t
.r/
i

�˛r�1�
1 � t

.r/
i

�ˇr�1 nY
rD1

ˇ̌
�
�
t .r/
�ˇ̌2
 (1.3.2)

�

n�1Y
rD1

ˇ̌
�
�
t .r/; t .rC1/

�ˇ̌�
 dt .1/ � � � dt .n/

D

nY
rD1

krY
iD1

�.ˇr C .i � krC1 � 1/
/�.i
/

�.
/

�

Y
16r6s6n

kr�kr�1Y
iD1

�.˛r C � � � C ˛s C .r � s C i � 1/
/

�.˛r C � � � C ˛s C ˇs C .ks � ksC1 C r � s C i � 2/
/
;

where k0 D knC1 WD 0,

ˇ1 D � � � D ˇn�1 WD 1; ˇn WD ˇ (1.3.3)

and C k1;:::;kn
 Œ0; 1� is a somewhat complicated real domain of integration described in Section 4.2.

In the conclusion to their paper [AFLT11], Alba et al. remark that the generalisation of their

construction requires a generalisation of the An Selberg integral (1.3.2) with two Jack polynomials

included in the integrand. For A2 such an AFLT-type integral was considered by Fateev and Litvinov

in [FL], where they again used a recursion based on the Okounkov–Olshanski integral to obtain a
1This relationship is described in detail in Section 4.1.
2The condition Re.
/ < 1=kn may be dropped when n D 1.
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closed-form evaluation. They also claim a more general An AFLT integral, but the evaluation of this

integral is only implicit and, unfortunately, the stated recursion relation that needs to be solved to

obtain the evaluation is incorrect for n > 3 (see also (7.1.4) below).

Our first main result is an explicit evaluation of the An AFLT integral. To compactly state this

formula we introduce the notion of the Selberg average of a polynomial O.t .1/; : : : ; t .n//, symmetric

in each of the alphabets t .r/. We denote the An Selberg integral augmented with the polynomial O by

I
An
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇI 
/ (1.3.4)

WD

Z
C
k1;:::;kn

 Œ0;1�

O
�
t .1/; : : : ; t .n/

� nY
rD1

krY
iD1

�
t
.r/
i

�˛r�1�
1 � t

.r/
i

�ˇr�1
�

nY
rD1

ˇ̌
�
�
t .r/
�ˇ̌2
 n�1Y

rD1

ˇ̌
�
�
t .r/; t .rC1/

�ˇ̌�
 dt .1/ � � � dt .n/;

so that IAn
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇI 
/ corresponds to (1.3.2). Then, assuming the conditions (1.3.1) on

the complex parameters, the Selberg average for O is

˝
O
˛k1;:::;kn
˛1;:::;˛n;ˇ I


WD
I

An
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇI 
/

I
An
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇI 
/
: (1.3.5)

For n a nonnegative integer let .a/n WD �.a C n/=�.a/ D a.a C 1/ � � � .a C n � 1/ denote the

Pochhammer symbol, and let ıu;v be the usual Kronecker delta. Then the An analogue of the

AFLT integral is given by the following identity for the Selberg average of the product of two Jack

polynomials.

Theorem 1.3.1 (An AFLT integral). For n a positive integer, let k1; : : : ; kn be integers such that

0 6 k1 6 � � � 6 kn. Then for ˛1; : : : ; ˛n; ˇ; 
 2 C such that (1.3.1) holds and �;� 2 P , we haveD
P
.1=
/

�

�
t .1/
�
P .1=
/�

�
t .n/ C ˇ=
 � 1

�Ek1;:::;kn
˛1;:::;˛n;ˇ I


(1.3.6)

D P
.1=
/

�
Œk1�P

.1=
/
� Œkn C ˇ=
 � 1�

�

nY
rD1

Ỳ
iD1

.˛1 C � � � C ˛r C .k1 � r � i C 1/
/�i
.˛1 C � � � C ˛r C ˇr C .k1 C kr � krC1 � r �mır;n � i/
/�i

�

nY
rD1

mY
jD1

.˛r C � � � C ˛n C ˇ C .kn C r � n � j � 1/
/�j

.˛r C � � � C ˛n C ˇ C .kr � kr�1 C kn C r � n � `ır;1 � j � 1/
/�j

�

Ỳ
iD1

mY
jD1

.˛1 C � � � C ˛n C ˇ C .k1 C kn � n � i � j /
/�iC�j

.˛1 C � � � C ˛n C ˇ C .k1 C kn � n � i � j C 1/
/�iC�j
:

In the expression on the right, ` and m are arbitrary integers such that ` > l.�/, m > l.�/,

k0 D knC1 WD 0 and the ˇr are as in (1.3.3).

A number of remarks about the theorem are in order. Firstly, for n D 1 the identity is equivalent to

the AFLT integral (1.2.4) after multiplying by the evaluation of the ordinary Selberg integral (1.1.2).
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Implicit in this reduction is that the domain of integration reduces to the k1-simplex C k1
 Œ0; 1�. The

slightly larger range for the parameters ˛ and 
 can then be inferred from the product of gamma func-

tions in the evaluation. For the explicit evaluation of the An AFLT integral without the normalisation by

the An Selberg integral, see (4.3.2). Our proof of Theorem 1.3.1 is based on summation formulas for

Macdonald polynomials following techniques developed by Warnaar in [War05,War08a,War09,War10]

(see also [Mac95, p. 373–376]). The advantage of our approach is that it immediately leads to a second

An integral with two Jack polynomials generalising Warnaar’s A2 Selberg integral [War10, Theo-

rem 3.1].

One important property of the An Selberg integral (1.3.2) is the rank-reduction:

I
An
0;k2;:::;kn

.1I˛1; : : : ; ˛n; ˇI 
/ D I
An�1
k2;:::;kn

.1I˛2; : : : ; ˛n; ˇI 
/; (1.3.7)

so that up to a shift in indices the two expressions are the same. The An AFLT integral above does not

posses this property. Indeed, if we set k1 D 0 in (1.3.6) we obtain

D
P
.1=
/

�

�
t .1/
�
P .1=
/�

�
t .n/ C ˇ=
 � 1

�E0;k2;:::;kn
˛1;:::;˛n;ˇ I


D

8̂<̂
:
D
P
.1=
/
�

�
t .n/ C ˇ=
 � 1

�Ek2;:::;kn
˛2;:::;˛n;ˇ I


if � D 0;

0 otherwise;

where we may take either side of (1.3.6). In either case, the right-hand side is not equal to the full

An�1 AFLT integral. The next section contains an integral, generalising the An AFLT integral for


 D 1, which does possess the desired reduction property.

1.4 Complex Schur functions and the case 
 D 1

In their work on the AGT conjecture for WAn, Matsuo and Zhang [ZM] were led to consider a

generalisation of the An AFLT integral with nC 1 Jack polynomials in the integrand. In the appendix

to their paper, the authors state a formula for such an average [ZM, Appendix C], but note that it fails

some consistency checks. They were however able to conjecture a formula for 
 D 1, in which case

the Jack polynomials in the integrand reduce to Schur functions [ZM, Cojecture 1]. Unfortunately, as

stated in their paper, this conjecture appears to be incorrect. We have managed to prove a corrected

Matsuo–Zhang-type AFLT integral which contains a product of nC 1 Schur functions in the integrand,

which we now describe.

Since for reasons of convergence the An Selberg integral requires Re.
/ < 1, we must appropriately

deform the real domain of integration to an appropriate complex domain. To this end, for 1 6 r 6 n,

let Cr denote a positively oriented simple closed curve that passes through the origin, contains .0; 1� in

its interior, and has nonzero slope near the origin. We also require that the interior of Cr is contained

in the interior of Cr�1 for 2 6 r 6 n. Then a family of such contours may be visualised as
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0 1

Cn
C1C2

We replace the real domain C k1;:::;kn
 Œ0; 1� by the complex contour

C k1;:::;kn WD C
k1
1 � � � � � C

kn
n ; where C krr D Cr � � � � � Cr„ ƒ‚ …

kr times

: (1.4.1)

For 
 D 1 we now redefine the An Selberg average as follows. In the complex t .r/i -plane fix the

usual principal branch of the complex logarithm, with cut along the negative real axis and argument in

.��; ��. Then for 0 6 k1 6 � � � 6 kn and ˛1; : : : ; ˛n; ˇ 2 C such that

Re.˛r C � � � C ˛s/ > s � r for 1 6 r 6 s 6 n (1.4.2)

we define ˝
O
˛k1;:::;kn
˛1;:::;˛n;ˇ

WD
I

An
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇ/

I
An
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇ/
;

where, assuming (1.3.3),

I
An
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇ/

WD
1

.2� i/k1C���Ckn

Z
Ck1;:::;kn

O
�
t .1/; : : : ; t .n/

� nY
rD1

krY
iD1

�
t
.r/
i

�˛r�1�
t
.r/
i � 1

�ˇr�1
�

nY
rD1

�2
�
t .r/
� n�1Y
rD1

��1
�
t .r/; t .rC1/

�
dt .1/ � � � dt .n/:

The integral should be understood in the sense of improper integrals since the integrand is not defined

at t .r/i D 0, which lies on Cr . Due to the change in contour, the normalisation is now given by (see

Section 5.2)

I
An
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇ/

D

nY
rD1

�
.�1/.

kr
2 /

krY
iD1

i Š

�.krC1 � ˇr C 2 � i/

�

�

Y
16r6s6n

kr�kr�1Y
iD1

�.˛r C � � � C ˛s C r � s C i � 1/

�.˛r C � � � C ˛s C ˇs C ks � ksC1 C r � s C i � 2/
;

where k0 D knC1 WD 0.

Let t .0/ WD 0. Then our next main result is a closed form evaluation of�� nY
rD1

s�.r/
�
t .r/ � t .r�1/

��
s�.nC1/

�
t .n/ C ˇ � 1

��k1;:::;kn
˛1;:::;˛n;ˇ

; (1.4.3)
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generalising the 
 D 1 case of (1.3.6). The most concise way to state this is by using the duality

(2.5.8)

s.�.nC1//0
�
t .n/ C ˇ � 1

�
D .�1/j�

.nC1/js�.nC1/
�
1 � ˇ � t .n/

�
;

and to instead give the evaluation of� nC1Y
rD1

s�.r/
�
t .r/ � t .r�1/

��k1;:::;kn
˛1;:::;˛n;ˇ

;

where t .nC1/ WD 1 � ˇ.3 Before stating this evaluation we introduce the following shorthand notation.

For 1 6 r 6 nC 1 let

Ar WD ˛r C � � � C ˛n C kr � kr�1 C r (1.4.4a)

and Ar;s WD Ar � As, so that Ar;s D �As;r . In particular,

Ar;s D ˛r C � � � C ˛s�1 C kr � kr�1 � ks C ks�1 C r � s (1.4.4b)

for 1 6 r 6 s 6 nC 1.

Theorem 1.4.1. For n a positive integer, let 0 6 k1 6 � � � 6 kn be integers, ˛1; : : : ; ˛n; ˇ 2 C such

that (1.4.2) holds, and �.1/; : : : ; �.nC1/ 2 P . Let t .0/ WD 0 and t .nC1/ WD 1 � ˇ. Then� nC1Y
rD1

s�.r/
�
t .r/ � t .r�1/

��k1;:::;kn
˛1;:::;˛n;ˇ

(1.4.5)

D

nC1Y
rD1

Y
16i<j6`r

�
.r/
i � �

.r/
j C j � i

j � i

nC1Y
r;sD1

`rY
iD1

.Ar;s � ks�1 C ks � i C 1/�.r/
i

.Ar;s C `s � i C 1/�.r/
i

�

Y
16r<s6nC1

`rY
iD1

`sY
jD1

�
.r/
i � �

.s/
j C Ar;s C j � i

Ar;s C j � i
;

where k0 WD 0 and knC1 WD 1 � ˇ, and where `r (1 6 r 6 nC 1) is an arbitrary nonnegative integer

such that `r > l.�.r//.

The reader is warned that in order to obtain the above compact form for the right-hand side we

have used a different convention for knC1 than in the previous two theorems. We also remark that

(1.4.5) displays a significant amount of nontrivial cancellation. For s D r the second triple product on

the right becomes
nC1Y
rD1

`rY
iD1

.kr � kr�1 � i C 1/�.r/
i

.`r � i C 1/�.r/
i

:

Since `r > l.�.r//, this shows that the right-hand side vanishes unless l.�.r// 6 kr � kr�1 for all

1 6 r 6 n. The integrand, however, only vanishes for l.�.1// 6 k1 � k0 D k1. Finally we note that

(1.4.5) has the desired rank-reduction property. If we denote either side of (1.4.5) by

I
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇ/;

3For the evaluation of the average (1.4.3) see equation (7.1.1) below.
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then it is readily verified that

I
0;k2;:::;kn
0;�.2/;:::;�.nC1/

.˛1; ˛2; : : : ; ˛n; ˇ/ D I
k2;:::;kn
�.2/;:::;�.nC1/

.˛2; : : : ; ˛n; ˇ/:

The evaluation of the Selberg integral (1.1.2) for 
 D 1 is particularly simple, see e.g., [LT03, Ros20].

In contrast to these simple proofs, our proof of Theorem 1.4.1 is comparatively complicated. The

key insight is that the first Schur function s�.1/Œt .1/� may be replaced by a complex Schur function

S .k1/.t .1/I z/, which are indexed by sequences of complex numbers z rather than partitions. Using

several novel integral formulas for such functions the Matsuo–Zhang-type AFLT integral may be

evaluated recursively; see Theorem 5.2.1.

1.5 Outline

The outline for the rest of this thesis is as follows. As our approach to generalised Selberg integrals is

based on symmetric function theory, Chapter 2 is devoted to an (almost) self-contained account of

the theory. In particular we develop the theory of the Schur functions as an important basis for the

algebra of symmetric functions. We then introduce the Macdonald polynomials, a q; t -deformation of

the Schur functions, and prove many of their important properties such as the evaluation symmetry

and specialisation formula.

Chapter 3 begins with some necessary preliminaries on hypergeometric notation. The bulk of

the chapter is devoted to the statement and proof of a closely related pair of Cauchy-type identities

associated to An. Along the way we prove two important identities for skew Macdonald polynomials.

In Chapter 4 we initially describe the connection between An Selberg integrals and solutions to

the Knizhnik–Zamolodchikov equations. This motivates the existence of An Selberg integrals. In the

rest of the chapter we prove two closely related An Selberg integrals with two Jack polynomials in the

integrand. The first is the An AFLT integral of Theorem 1.3.1 above, and the second is an An analogue

of Warnaar’s A2 Selberg integral.

Following our proof of the An AFLT integral the next chapter shifts gears to discussions of Matsuo–

Zhang-type AFLT integrals. This begins with the introduction of the complex Schur functions, along

with proofs of some of their most important properties. In view of these properties we give a proof of

Theorem 1.4.1. We then give a recursion having both the integral (1.4.5) and its evaluation as solutions,

which provides an alternative proof of the theorem for n D 2. The chapter concludes with a proof of a

summation formula for An basic hypergeometric series used in the proof of the recursion relation.

To conclude we discuss various other analogues of the AFLT integral all associated with A1. These

include a q-AFLT integral, the elliptic AFLT integral, and the related AFLT integral for Macdonald

polynomials.





Chapter 2

Symmetric functions and Macdonald
polynomials

The purpose of this chapter is to discuss several families of symmetric functions that will form the basis

of our approach to generalised Selberg integrals. These include the Schur functions, Jack polynomials

and Macdonald polynomials. The chapter begins with a discussion of partitions and related concepts

we will require. We also give an explanation of the frequently-used plethystic notation.

2.1 Partitions and tableaux

Throughout this thesis N denotes the set of nonnegative integers, and Sn is the symmetric group on n

letters with generators given by the adjacent transpositions si for 1 6 i 6 n � 1.

A partition is defined to be a sequence � D .�1; �2; �3; : : :/ of nonnegative integers such that

�1 > �2 > �3 > � � � and only finitely many of the �i are nonzero. The nonzero �i are called parts

and the number of parts is called the length, denoted by l.�/. Since the number of parts of a partition

� is finite the sum j�j WD �1 C �2 C �3 C � � � is also finite, and we sometimes call j�j the size of

�. If j�j D n for some n 2 N then we say � is a partition of n and write � ` n. The set of all

partitions is denoted by P , and the set of all partitions with length at most n by Pn. We ignore the

number of trailing zeroes when writing down a partition, so that .6; 5; 3; 1; 1/ and .6; 5; 3; 1; 1; 0; 0/

are regarded as the same partition of 16 with length five. The exception to this rule is the unique

partition of zero, which we denote simply by 0. Occasionally it will be useful to add the parts of two

partitions. Hence we define �C � WD .�1 C �1; �2 C �2; : : : /, which is a partition of j�j C j�j of

length maxfl.�/; l.�/g. One distinguished partition is the staircase partition ı D .n� 1; n� 2; : : : ; 1/

of length l.ı/ D n � 1 and size jıj D
�
n

2

�
. Of course ı depends on n, however the value of n will

always be implicit and so we conceal the n-dependence. If � 2 Pn and d is a nonnegative integer such

that �n > d we will write .�; d/ for the partition of length at most nC 1 with d appended.

Sometimes it will be useful to extend the above notation for partitions to arbitrary infinite sequences

of nonnegative integers ˛ with finite sum. For such a sequence the length l.˛/ is defined to be the

13
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smallest integer ` such that ˛i D 0 for all i > `, and we use the same notation j˛j to denote the

sum of the sequence. If we let the symmetric group Sl.˛/ act on the indices of ˛ in the natural way,

then there is a unique partition in the orbit of this action, which we denote by ˛C. For example if

˛ D .2; 4; 1; 0; 9; 1/ then the unique partition is .9; 4; 2; 1; 1/, where as before we ignore trailing

zeros.

Another way of writing a partition is in terms of multiplicities. Given a partition, let mi denote the

number of occurrences of i as a part. Then we write � D .1m12m23m3 � � � /. If mi D 0 then we omit i

and if mi D 1 we suppress the superscript. Hence .9; 4; 2; 1; 1/ D .12249/. A common statistic on

partitions is given by

n.�/ WD
X
i>1

.i � 1/�i : (2.1.1)

For example if � D .7; 4; 2; 2/ then n.�/ D 14. We may produce an alternative formula for n.�/

by introducing the notion of a Young diagram. This is defined to be the array indexed by pairs of

positive integers .i; j / obtained by placing �i squares in the i th row, left-justified, with i increasing

downwards.1 For example

is the Young diagram of the partition .7; 4; 2; 2/. There is an involution on partitions which may easily

be defined using the diagram. The conjugate partition �0 is obtained by reflecting the diagram of � in

the main diagonal. For example

So the conjugate of .5; 4; 2; 2/ is .4; 4; 2; 2; 1/. Alternatively we have the more technical definition

�0i WD jf�j W �j > igj. Returning to n.�/, the definition (2.1.1) essentially assigns weight i � 1 to row

i in the Young diagram. We may represent this by populating the i th row with i � 1 for each nonzero

i . For our example this gives:
0 0 0 0 0 0 0
1 1 1 1
2 2
3 3

Now summing over the columns and using the formula
Pn�1
iD1 i D

�
n

2

�
yields

n.�/ D
X
i>1

 
�0i
2

!
:

Given two partitions � and � we say that � is contained in �, written � � �, if all the squares in �

are also squares in �. This is equivalent to requiring that �i 6 �i for all i > 1. If � � � then we may
1This is the so-called English convention. Some authors favour the French convention, where i increases upwards.
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form the skew diagram �=� by removing the boxes of � from �.2 For example

represents the skew diagram .5; 4; 2; 2/=.4; 2; 2/. Setting � D 0 tells us that �=0 is just �. We say

that �=� is a horizontal strip if no two squares are in the same column, and a vertical strip if no two

squares are in the same row. The example above is a horizontal strip, and its conjugate is a vertical

strip. If �=� is a horizontal strip, then we write � � �, so that �0 � �0 means �=� is a vertical strip.

We will need the following identity concerning horizontal and vertical strips.

Lemma 2.1.1. For partitions � and � there holdsX
�0��0

���

.�1/j�=�j D ı��:

Proof. Firstly, as the sum is over partitions � such that �0 � �0 and � � �, both sides vanish unless

� � �. In the case � D � the sum contains a single term � D � D �, so that j�=�j D 0 and the result

follows in this case. For the rest of the proof we assume that � is strictly contained in �.

Since �=� is a vertical strip and � � �, there is a � with maximal size, say �max, satisfying these

conditions. The partition �max is obtained from � by adding a single box to each (possibly empty)

row until �max has the same length as �. Hence we define �max by .�max/i D minf�i C 1; �ig for

1 6 i 6 l.�/ and zero otherwise. Similarly, since �=� is a horizontal strip and � � �, there is a

smallest admissible �, say �min. The smallest � such that �=� is a horizontal strip is .�2; �3; : : :/,

however we also require that � � � and so define �min by .�min/i D maxf�iC1; �ig. Any partition �

such that � � � � �max (resp. �min � � � �) has �=� a vertical strip (resp. �=� a horizontal strip).

Therefore we need only consider those partitions � for which �min � � � �max in the sum. So if we

can find an expression for X
�min����max

zj�=�minj (2.1.2)

which vanishes for z D �1 then our proof is complete. This sum vanishes if �min 6� �max, which

occurs if and only if �i < �iC1 for any i > 1. Hence we may assume that �i > �iC1 for each i , in

other words � � �. But by the definition of �min this implies that �min D �. Now �max=� has at

most one box in each row by definition. If �max=� has a box in row i , then since �i < �i this implies

�iC1 < �i . Then �max=� cannot contain two boxes in the same column, since that would necessitate

�i < �i , �iC1 < �iC1, and �i D �iC1, which contradicts � � �. From this we see that a term in the

summand of (2.1.2) counts the number of ways to choose the j�max=�j boxes in the skew shape, and

since � � � with � ¤ �, this number is positive. It follows thatX
�����max

zj�=�j D .1C z/j�max=�j;

which vanishes for z D �1.
2Note our notation differs from that of [Mac95, §1], where � � � is used for a skew shape.
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Before moving on it is helpful to consider an example for the above lemma. We choose � D .5; 3; 1/

and � D .3; 1/. Then �max D .4; 2; 1/ so that �max=� is the skew shape

As j�max=�j D 3, we have 23 D 8 entries in the summand, corresponding to the diagrams

where the orange shaded squares are the boxes in �=�. Since the weight of a diagram is just .�1/j�=�j,

all terms cancel, and the sum vanishes.

Another way to form new partitions from old is complementation with respect to a rectangle. For

positive integers n and m, let � � .mn/. In other words, assume that l.�/ 6 n and �1 6 m. Then the

complement of � with respect to .mn/, written O�, is the partition for which O�i D m � �n�iC1. For

example, if � D .5; 4; 2; 2/ � .55/ then O� D .5; 3; 3; 1/:

�

O�

where the complement O� is shaded inside of .55/. If � � .mn/ then the integers �i C n � i for

1 6 i 6 n and nC j � 1 � �0j for 1 6 j 6 m form a permutation of f0; 1; : : : ; mC n � 1g. To see

this, consider the boundary between � and O� in the rectangle .mn/. Beginning in the bottom left-hand

corner, we label the nCm segments of this boundary with the integers 0; 1; : : : ; mC n � 1. For our

previous example this is:

�

O�
0 1 2

3

4 5 6

7 8

9

The vertical lines are labelled by the integers �i C n � i while the horizontal lines are labelled by the

integers nC j � 1��0j , which shows that they form a permutation of f0; 1; : : : ; mCn� 1g as desired.

Other notions we need are arm, leg, and hook lengths for partitions. Given a square s in the Young

diagram of � (written s 2 �) define the arm length a.s/ to be the number of squares strictly to the right

of s. Similarly, define the leg length l.s/ as the number of squares strictly below s. As an example,

s
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where the arm and leg of s are shaded in blue and red respectively, with a.s/ D l.s/ D 2. Further

define the hook length of a square by h.s/ D a.s/C l.s/C 1. So the hook length of s above is five.

We also have the arm and leg colengths of the square s, denoted a0.s/ and l 0.s/, which are the number

of squares directly to the right and above s respectively. For the previous example we have

s

so a0.s/ D l 0.s/ D 1. This leads to a third expression for n.�/ from (2.1.1). The weighting of rows by

integers i � 1 is the same as weighting the squares of a diagram by their leg colengths, and so

n.�/ D
X
s2�

l 0.s/:

We will make use of a partial order on partitions called the dominance order. For a pair of partitions

�;� such that j�j D j�j we write � 6 � (read � is less than or equal to � in the dominance order) if

for all k > 1,

�1 C � � � C �k 6 �1 C � � � C �k:

This is a total order on f� W � ` ng for n 6 5, but fails to be a total order for n > 6. For example the

partitions .3; 3/ and .4; 1; 1/ are incomparable. The following lemma will prove useful, a proof of

which can be found in [Mac95, p. 7].

Lemma 2.1.2. For partitions �;� such that j�j D j�j we have � > � if and only if �0 6 �0.

Given a partition � and its Young diagram, a tableau of shape � is defined to be any function

T W � �! S from the squares of the diagram of � to some set S . For our purposes we will always

take S to be the positive integers, or some finite subset thereof. A tableau may alternatively be viewed

as a filling of the squares of � by the elements of the set S . For example,

1 1 1 1 2 6
2 2 3 4
3 4 4
5
7

is a tableau of shape � D .6; 4; 3; 1; 1/. We call a tableau a semistandard Young tableau (SSYT) if

the entries in boxes weakly increase left-to-right along rows and strictly increase top-to-bottom down

columns. Our above example of a tableau is semistandard. The set of all semistandard Young tableaux

of a given shape is denoted SSYT.�/. Define the weight of a semistandard Young tableau T to be the

sequence wt.T / D .wt1.T /;wt2.T /; : : :/ whose i th entry is the number of times i occurs in the boxes

of T . For our above example we have wt.T / D .4; 3; 2; 3; 1; 1; 1/. For a tableau T we let T>j denote

the subtableau consisting of the columns of T with index at least j , and define T<j , T>j similarly.

All of these definitions are extended to skew shapes in the obvious way, and we denote the set of all

semistandard Young tableau of skew shape �=� by SSYT.�=�/.

A tableau is called a Yamanouchi tableau if in its i th row all entries are equal to i . For example
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1 1 1 1 1 1
2 2 2 2
3 3 3
4
5

is the Yamanouchi tableau of shape .6; 4; 3; 1; 1/. It is not hard to see that the Yamanouchi tableau is the

unique T 2 SSYT.�/ for which wt.T / D �. The following lemma contains another characterisation

of the Yamanouchi tableau.

Lemma 2.1.3. If T is a semistandard Young tableau of shape � such that wt.T>j / is a partition for

each j > 1, then T is Yamanouchi.

Proof. Assume T 2 SSYT.�/ is such that wt.T>j / is a partition for each j . Then T>�1 is a column of

some height h. Since T>�1 is semistandard and wt.T>�1/ is a partition we must have wt.T>�1/ D .1
h1/.

This automatically forces all entries in the i th row for i 6 h to be equal to i . If we incrementally add

columns of T to the left of the initial column T>�1 until a box is added to row hC 1, then, by our

assumption that the weights of these subtableaux are partitions, this first box must contain an hC 1.

Continuing in this fashion we see that the i th row of T contains entries equal to i only, and so T is a

Yamanouchi tableau.

There is a useful family of involutions on SSYT.�/, first defined by Bender and Knuth [BK72].

Let T 2 SSYT.�/ be arbitrary and fix a positive integer k. We call an entry k (resp. k C 1) in T free

if there is no k C 1 (resp. k) in the same column. The free k and k C 1 entries in some row of T will

occur between the k’s and .k C 1/’s which are not free. Row i in T containing ai free k’s and bi free

.k C 1/’s will therefore locally look like:

k k

k k k � � � k kC 1 � � � kC 1 kC 1 kC 1

kC 1 kC 1

ai times

bi times

Let ai and bi the number of free k’s and .kC1/’s in row i of T respectively. Define the Bender–Knuth

involution 'k by interchanging the roles of ai and bi in each row, i.e., replacing the ai entries k and bi
entries k C 1 with bi entries k and ai entries k C 1. The part of the tableau in the above figure thus

becomes:

k k

k k k � � � k kC 1 � � � kC 1 kC 1 kC 1

kC 1 kC 1

bi times

ai times

Since we have only manipulated free entries in T , the resulting tableau �k.T / is still semistandard.

Further it is clear from the definition that the �k are indeed involutions. The �k also have the property

that wt.�k.T // D skwt.T /, where sk is the adjacent transposition interchanging k and k C 1. To see

this we need only observe that the total number of k’s which are not free is equal to the number of

.k C 1/’s which are not free. When ai and bi are swapped for each i we thus also swap wtk.T / and

wtkC1.T /.
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2.2 The algebra of symmetric functions

Here we will cover the essential elements of the theory of symmetric functions. For more complete

accounts see, e.g., [Mac95] and [Sta99, Chapter 7].

Let X D fx1; x2; x3; : : :g be an infinite set of indeterminates. For a nonnegative integer k define a

formal power series

f .X/ D
X
˛
j˛jDk

c˛X
˛

where ˛ is an infinite sequence of nonnegative integers with finite sum, X˛ WD x
˛1
1 x

˛2
2 x

˛3
3 � � � and

c˛ 2 Q. We say that f .X/ is a homogeneous symmetric function of degree k if for any permutation

w of the positive integers we have f .x1; x2; x3; : : :/ D f .xw.1/; xw.2/; xw.3/; : : :/. The set of all

homogeneous symmetric functions of homogeneous degree k is denoted ƒk . It is clear that if f 2 ƒk

and g 2 ƒ` then fg 2 ƒkC`. Hence the algebra of symmetric functions is defined as the graded

Q-algebra

ƒ WD
M
k>0

ƒk;

so any f 2 ƒ is a sum f D
P
k>0 fk with fk 2 ƒk and only finitely many of the fk nonzero. Later

on it will be useful to adjoin further indeterminates to the coefficient field of ƒ, which we define by

ƒQ.q;t/ WD ƒ˝Q Q.q; t/:

The first important basis for ƒ are the monomial symmetric functions. Let � ` k, and ˛ be a

sequence of nonnegative integers with j˛j D k. Then the monomial symmetric function indexed by �

is defined to be

m�.X/ WD
X
˛

˛CD�

X˛: (2.2.1)

The set fm�g�`k forms a basis for ƒk. To see this, note that for any f 2 ƒk by definition we may

write

f .X/ D
X
˛

c˛X
˛:

By symmetry it follows that for any sequences ˛; ˇ such that j˛j D jˇj D k and ˛C D ˇC, then

c˛ D cˇ . Hence we may express f .X/ as

f .X/ D
X
�`k

c�m�.X/:

So fm�g�`k is indeed a basis for ƒk, which therefore has dimension jf� 2 P W � ` kgj, the number

of partitions of k.

We may also define the algebra of symmetric functions in finitely many variablesXn WD fx1; : : : ; xng

as

ƒn WD QŒx1; : : : ; xn�
Sn :
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This is the set polynomials in n variables with rational coefficients, invariant under the natural action

of Sn. That is, the set of f 2 QŒx1; : : : ; xn� such that for any w 2 Sn,

f .x1; : : : ; xn/ D f .xw.1/; : : : ; xw.n//:

As with the case of infinitely many variables ƒn has the structure of a graded Q-algebra. A basis for

ƒn is given by the monomial symmetric functions on a finite alphabet. For � 2 Pn we define these by

m�.Xn/ WD
X
˛

˛CD�
l.˛/6n

X˛
n :

With this in mind, define a map

�n W ƒ �! ƒn

which sets xi D 0 for i > n and leaves the remaining indeterminates unchanged. The map �n is a

surjective homomorphism of Q-algebras. It follows from (2.2.1) that

�n
�
m�.X/

�
D

8<:m�.Xn/ if l.�/ 6 n;

0 otherwise:

This implies that m�.Xn/ D 0 if l.�/ > n. Further, for a pair of positive integers m > n define

�n;m W ƒm �! ƒn;

which sets xi D 0 for nC 1 6 i 6 m and leaves the other indeterminates unchanged. For n D m

this map is the identity and for a triple of nonnegative integers ` > m > n the following diagram

commutes:
ƒ` ƒm

ƒn

�n;`

�m;`

�n;m

Note that the above diagram is still commutative if �m;` and �n;` are replaced by �m and �n respectively.

What this is saying is that we may pass fromƒ toƒn for any positive integer n, and it is for this reason

that we primarily work with ƒ in what follows.

We will now meet three more families of symmetric functions, each of which form algebraic and

linear bases for ƒ (here always taken over Q). First are the elementary symmetric functions, defined

for r a nonnegative integer as

er.X/ WD
X

16i1<���<ir

xi1 : : : xir D m.1r /.X/; (2.2.2)

which is the sum of all square-free monomials of degree r in the variables X . For r a negative integer

we define er WD 0. The generating function is given by

�z.X/ WD

1X
rD0

zrer.X/ D

1Y
iD1

.1C zxi/:
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The er for all r > 1 are algebraically independent over Q and generateƒ as a Q-algebra [Mac95, p. 20].

We define the elementary symmetric function e˛ indexed by a sequence ˛ by

e˛ WD e˛1e˛2e˛3 � � � ;

where we suppress the alphabets when these are irrelevant.

Next are the complete symmetric functions, defined for r a nonnegative integer as

hr.X/ WD
X

16i16���6ir

xi1 : : : xir D
X
�`r

m�.X/;

which is the sum of all monomials of homogeneous degree r . Again we define hr WD 0 for r a negative

integer. Their generating function is

�z.X/ WD

1X
rD0

zrhr.X/ D

1Y
iD1

1

1 � zxi
: (2.2.3)

Like the elementary symmetric functions, the hr are algebraically independent over Q and generate ƒ

as a Q-algebra. As for the elementary symmetric functions we define the h˛ by

h˛ WD h˛1h˛2h˛3 � � � :

The next important class of symmetric functions are the power sums. These are simply defined as

pr.X/ WD
X
i>1

xri D m.r/.X/:

Sometimes it will be convenient to write this in set notation as

pr.X/ D
X
x2X

xr :

The pr are algebraically independent over Q and generate ƒ as a Q-algebra,

ƒ Š QŒp1; p2; p3; : : : �:

The power sums admit the generating function

 z.X/ WD

1X
rD1

zrpr.X/

r
D log

�
�z.X/

�
D � log

�
��z.X/

�
: (2.2.4)

Finally, we extend the pr to sequences ˛ as before, so that

p˛ WD p˛1p˛2p˛3 � � � :

2.3 Plethystic notation

When dealing with symmetric functions it is often important to specialise or otherwise manipulate

the alphabet of indeterminates. Plethystic or �-ring notation allows for alphabets and operations on
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alphabets to be expressed efficiently. The use of plethystic notation simplifies much of the content that

is to come, and the interested reader may consult [Hag08, Las03, RWa] for further details.

We have already noted in the previous section that the power sums pr are algebraically independent

over Q and generate ƒ as a Q-algebra. Let A be an algebra over a field K containing Q. Then by

assigning the power sums pr values in A we determine a K-algebra homomorphism ƒ �! A. For

example we may think of the homomorphism �n as being the map on the power sums taking pr.X/

to pr.Xn/ for each r > 1. So describing how an operation on alphabets acts on the power sums is

sufficient to extend this action to any symmetric function. To indicate when plethystic notation is being

employed we use square parentheses instead of the usual round parentheses, so the image of some

f 2 ƒ under the map �n above is denoted f ŒXn�.

The first operation we would like to describe is the sum of two arbitrary alphabets. On the power

sums we define

pr ŒX C Y � WD pr ŒX�C pr ŒY �: (2.3.1)

By expanding a symmetric function f on the pr we can make sense of f ŒX C Y � for any f 2 ƒ. If

we can add alphabets we would also like to subtract alphabets, and so we also define the difference of

alphabets by

pr ŒX � Y � WD pr ŒX� � pr ŒY �: (2.3.2)

Therefore for any pair of alphabets

pr Œ.X C Y / � Y � D pr ŒX�C pr ŒY � � pr ŒY � D pr ŒX�;

as it should. The notation (2.3.1) implies that any countable alphabet X may be written as the sum of

its individual letters. So if X D x1 C x2 C x3 C � � � , then

f ŒX� D f Œx1 C x2 C x3 C � � � � D f .x1; x2; x3; : : : /:

Note that if X and Y are both countable alphabets, then X C Y is nothing more than the (disjoint)

union of X and Y as sets. The product of alphabets, again defined on the power sums, is

pr ŒXY � WD pr ŒX�pr ŒY �: (2.3.3)

If we assume that X and Y are countable then the product XY may be interpreted as the Cartesian

products of X and Y as sets. For a single-letter alphabet x we have that

pr ŒxY � D x
rpr ŒY �:

However for any positive integer n the summation rule (2.3.1) forces

pr ŒnX� D pr ŒX C � � � CX„ ƒ‚ …
n times

� D npr ŒX�:

This is extended to any z 2 C by

pr ŒzX� WD zpr ŒX�;
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Here z is not a letter of an alphabet, but rather what we refer to as a binomial element. This terminology

is justified since for z a binomial element,

er Œz� D

 
z

r

!
and hr Œz� D

 
z C r � 1

r

!
:

To deal with potential ambiguities arising between binomial elements and single-letter alphabets we

will always point out when one should interpret an isolated symbol inside plethystic brackets as the

former or the latter. From what we have developed so far

pr Œ0 �X� D pr Œ�X� D �pr ŒX�;

which is not the result of replacing each letter of X by its negative. Of course the latter is still a valid

plethystic substitution, and so to distinguish between the two we write " for the alphabet f�1g inside

of plethystic brackets. This implies that

pr Œ"X� D .�1/
rpr ŒX�:

We will also use plethystic notation to manipulate formal series involving symmetric functions such as

the generating function for the complete symmetric functions (2.2.3). By (2.2.4) we have that

�z.X/ D exp
�X
r>1

zrpr.X/

r

�
:

Therefore by (2.3.1)

�zŒX C Y � D �zŒX��zŒY �; (2.3.4a)

and similarly by (2.3.2)

�zŒX � Y � D
�zŒX�

�zŒY �
: (2.3.4b)

By extracting the coefficient of zr on both sides of (2.3.4a) we obtain the convolution formula

hr ŒX C Y � D

rX
iD0

hi ŒX�hr�i ŒY �: (2.3.5)

Using

�zŒ�X� D
1

�zŒX�
D ��zŒX�

and again extracting coefficients we have the reciprocity3

hr Œ�X� D .�1/
rer ŒX�; (2.3.6)

which generalises the reciprocity for binomial coefficients: 
�z

r

!
D .�1/r

 
z C r � 1

r

!
:

3 We should note that it is customary when dealing with symmetric functions to introduce an involution ! W ƒ �! ƒ

defined by !.er / D hr . However, by (2.3.6), this is equivalent to the plethystic substitution X 7! �"X , which allows for
the action of ! to be readily extended to all f 2 ƒ. For this reason we will state any identities which ordinarily make use
of ! using plethystic notation.
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Using (2.3.6) we have the equivalent convolution formula

er ŒX C Y � D

rX
iD0

ei ŒX�er�i ŒY �: (2.3.7)

The next lemma contains a generalisation of this convolution formula.

Lemma 2.3.1. For n a positive integer, let Y .1/; : : : ; Y .n/ be alphabets such that Y .1/C� � �CY .n/ D 0.

Then for k a nonnegative integer and any m such that 1 6 m 6 n there holds

hk
�
Y .m/

�
D .�1/k

X
i1;:::;in>0

i1C���CinDk
imD0

nY
rD1

eir
�
Y .r/

�
:

Proof. The identity of the lemma is nothing but a plethystically substituted version of

ek
�
X .1/
C � � � CX .n/

�
D

X
i1;:::;in

i1C���CinDk

nY
rD1

eir
�
X .r/

�
;

which itself follows by iterating the convolution formula (2.3.7). Indeed, setting X .m/ D 0 for some

1 6 m 6 n, replacing X .r/ 7! Y .r/ for all r ¤ m and defining Y .m/ WD �
P
r¤m Y

.r/, the claim

follows by (2.3.6) together with the identities

eimŒ0� D ıim;0 and e0
�
Y .m/

�
D 1:

If we replace Y 7! �X in (2.3.5) then we obtain the identity

rX
iD0

.�1/ihier�i D ır;0: (2.3.8)

Setting r D i � j for i > j , then this is equivalent to the infinite matrices

H WD
�
hi�j

�
i;j2N

and E WD
�
.�1/i�j ei�j

�
i;j2N

being inverses of one another. Note that both H and E are lower-triangular because hr D er D 0 for

negative integers r , so that we need only consider i > j when applying (2.3.8). Now fix a nonnegative

integer n and let �;� 2 Pk be such that �1; �1 6 ` and k C ` D nC 1. The matrices

Hn WD
�
hi�j

�
06i;j6n

and En WD
�
.�1/i�j ei�j

�
06i;j6n

are mutually inverse, and so any minor of Hn is equal to the complementary cofactor in E tn. If we take

the minor with row indices �iCk� i and column indices �j Ck�j , then its complementary cofactor

has row indices k C i � 1 � �0i and column indices k C j � 1 � �0j since the integers �i C k � i and

k C i � 1 � �0i form a permutation of k C ` � 1 and similarly for �. Together, this implies that we

have the identity

det
16i;j6k

�
h�i��jCj�i

�
D det

16i;j6`

�
e�0
i
��0

j
Cj�i

�
: (2.3.9)
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One frequently occurring alphabet is 1C q C q2C � � � for a parameter q. Since the product of this

alphabet with .1 � q/ yields 1, we use the usual

1

1 � q
WD 1C q C q2 C q3 C � � � (2.3.10)

inside plethystic brackets to denote the former. For a an indeterminate define the infinite q-shifted

factorial

.aI q/1 WD .1 � a/.1 � aq/.1 � aq
2/ � � � ; (2.3.11)

where, when viewed analytically, we require jqj < 1.

Lemma 2.3.2. For a and b indeterminates there holds

�z

�
a � b

1 � q

�
D
.azI q/1

.bzI q/1
:

Proof. Using (2.3.10) we first write out the definition of the alphabet 1=.1 � q/ to obtain

�z

�
a � b

1 � q

�
D �z

�X
i>0

.a � b/qi
�
:

Using the sum and difference rules (2.3.4) the lemma now follows

�z

�X
i>0

.a � b/qi
�
D

Y
i>0

�zŒ.a � b/q
i �

D

Y
i>0

�zŒaq
i �

�zŒbqi �

D

Y
i>0

1 � azqi

1 � bzqi

D
.azI q/1

.bzI q/1
:

2.4 The Hall scalar product

In this section we introduce the Hall scalar product on ƒ, and discuss some of its properties. This may

be defined by demanding that

hp�; p�i D z�ı��; (2.4.1)

where z� WD
Q
i>1mi.�/Š i

mi .�/. The quantity z� may be interpreted as the size of the centraliser of

any element of cycle type � in the symmetric group [Sag01, p. 3]. Since the power sums form a basis

for ƒ, we may express any f 2 ƒ as f D
P
� c�p� for some c� 2 Q. Then

hf; f i D

�X
�

c�p�;
X
�

c�p�

�
D

X
�

c2�z�;

so that the Hall scalar product is positive-definite. Further, it is immediate from the definition (2.4.1)

that the product is symmetric.

As a next step we will show that the power sums satisfy a Cauchy-type identity. To do so we will

use the following lemma.
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Lemma 2.4.1. The following identities hold:

�1.X/ D
X
�

p�.X/

z�
; (2.4.2a)

�1.X/ D
X
�

.�1/j�j�l.�/p�.X/

z�
: (2.4.2b)

Proof. It suffices to prove (2.4.2a) since by the plethystic substitution X 7! �"X we have

�1.X/ D �1Œ�"X� D
X
�

p�Œ�"X�

z�
D

X
�

.�1/j�j�l.�/p�.X/

z�
:

Beginning with (2.2.4) and using the power series expansion for the exponential function gives

�1.X/ D exp
� 1X
rD1

pr.X/

r

�
D

1Y
rD1

exp
�
pr.X/

r

�
D

1Y
rD1

1X
mrD0

.pr.X//
mr

mr Š rmr
:

For fixed r we may think of mr as playing the role of the multiplicity of r . In the expansion of the

sum each term will contain a finite list of multiplicities, one for each r , which gives a unique partition.

Hence

�1.X/ D
X
�

p�.X/

z�
;

and the proof is complete.

With this established we may thus claim a Cauchy identity for the power sums, which follows from

(2.4.2a) under the plethystic substitution X 7! XY and (2.3.3). For a proof that avoids plethystic

notation see [Sta99, Prop. 7.7.4].

Proposition 2.4.2. For X and Y arbitrary alphabets there holdsX
�

p�.X/p�.Y /

z�
D �1ŒXY �: (2.4.3)

The orthogonality of the power sums (2.4.1) and the summation formula (2.4.3) are in fact equiva-

lent statements. The following proposition extends this equivalence to any pair of bases for ƒ which

form a biorthogonal family.

Proposition 2.4.3. Let fu�g and fv�g be two homogeneous bases forƒ. Then the following statements

are equivalent:

1. For each pair of partitions �;� we have

hu�; v�i D ı��:

2. For any pair of alphabets X and Y there holdsX
�

u�.X/v�.Y / D �1ŒXY �: (2.4.4)
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Proof. Let Qp� WD p�=z�. Then f Qp�g forms a basis for ƒ which is dual to the basis fp�g. For arbitrary

u� and v� we may expand these as

u� D
X
�

c�;�p� and v� D
X
!

d�;! Qp!;

for some c�;�; d�;! 2 Q. Assuming that fu�g and fv�g are dual bases implies thatX
�

c�;�d�;� D ı��;

by definition of the Hall scalar product (2.4.1). Let C and D be matrices indexed by P with respect

to some total ordering with C�� D c�;� and D�;� D d�;� respectively. Then the above summation is

equivalent to CDt D I where I is the (infinite) identity matrix and M t denotes the transpose of the

matrix M . Since I t D I this implies that C tD D I , or,X
�

c�;�d�;! D ı�!:

Now assume Cauchy-type identity (2.4.4). Taking the same expansions for u� and v� as before we

have X
�

u�.X/v�.Y / D
X
�

�X
�

c�;�p�.X/

��X
!

d�;! Qp!.Y /

�
D

X
�;!

�X
�

c�;�d�;!

�
p�.X/ Qp!.Y /:

By Proposition 2.4.2 we also have thatX
�

u�.X/v�.Y / D
X
�

p�.X/ Qp�.Y /:

For these two expressions for
P
� u�.X/v�.Y / to be equal we must have thatX

�

c�;�d�;! D ı�!:

We have shown that both statements in the theorem are equivalent to the same summation for the

coefficients c�;� and d�;! . Hence the two statements themselves are equivalent, and the proof is

complete.

Equipped with the above proposition it is not hard to show that the bases fh�g and fm�g are

orthonormal under the Hall scalar product by proving the Cauchy-type identityX
�

h�.X/m�.Y / D �1ŒXY �:

Assuming that Y is a countable alphabet, we may write the product XY as

XY D
X
y2Y

Xy:
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Hence using (2.3.4a) we have

�1ŒXY � D
Y
y2Y

�ŒXy� D
Y
y2Y

1X
rD0

hr ŒXy� D
Y
y2Y

1X
rD0

hr ŒX�y
r ;

where the last equality follows by homogeneity of the complete symmetric functions. In the expansion

of the product each monomial will be of the form Y ˛ for some sequence ˛ with length at most the

cardinality of Y . The coefficient of such a monomial will be

h˛1.X/h˛2.X/h˛3.X/ � � � ;

and so

�1ŒXY � D
X
˛

h˛.X/Y
˛ (2.4.5)

For each ˛ such that ˛C D � for some fixed partition �, the coefficient of Y ˛ will be equal to h�.X/.

Therefore we may rewrite the above as

�1ŒXY � D
X
�

h�.X/m�.Y /:

By Proposition 2.4.3 we have established that

hh�; m�i D ı��:

2.5 Schur functions

We now turn our attention to an important linear basis for ƒ given by the Schur functions.4 As we will

see, the Schur functions have many interesting combinatorial properties on their own, and in relation

to other families of symmetric functions. They also play an important role in representation theory as

the characters of the symmetric and general linear groups, see e.g., [Sag01]. There are many ways to

define the Schur functions, and in the course of this section we will see three equivalent expressions,

which may all act as definitions. Our first formula for the Schur function, and the one which we will

use to derive the other expressions, is the following combinatorial definition in terms of semistandard

Young tableaux. For any � 2 P the Schur functions s� is defined as

s�.X/ WD
X

T2SSYT.�/

Xwt.T /: (2.5.1)

It is immediate that s� is homogeneous of degree j�j. When the alphabet X is finite of cardinality n the

entries of the tableaux are taken from f1; : : : ; ng. Since the sum is over semistandard Young tableaux,

s�.Xn/ vanishes if l.�/ > n as the first column consists of l.�/ > n boxes so column strictness

can never be satisfied in this case. It is not at all clear from (2.5.1) that the Schur function is indeed

symmetric as claimed. A proof of this fact is the content of the following proposition.
4These are the classical Schur functions, which differ from the complex Schur functions discussed in Chapter 5.
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Proposition 2.5.1. For any partition � the Schur function s� is a symmetric function.

Proof. We will prove that s� is invariant under the adjacent transposition sk for any k, since any

permutation of N may be written as a finite sequence of such transpositions.

Let SSYT.�I˛/ denote the set of semistandard Young tableaux with shape � and weight ˛. We

need to show that the coefficient of X˛ in s� is equal to the coefficient of X sk˛. However, we have

a bijection �k W SSYT.�I˛/ �! SSYT.�I sk˛/ given by the Bender–Knuth involution. Therefore

jSSYT.�I˛/j D jSSYT.�I sk˛/j for any k, and so s�.X/ is symmetric.

Let K�˛ WD jSSYT.�I˛/j. These integers are known as the Kostka numbers, and may be used to

express the Schur functions as

s�.X/ D
X
˛

K�˛X
˛:

Since s� is symmetric, we have that K�˛ D K�˛C , where ˛C is the unique partition obtained by

ordering the parts of ˛. Appealing to the definition of the monomial symmetric functions (2.2.1) we

thus have

s�.X/ D
X
�

K��m�.X/: (2.5.2)

The Schur functions form a basis for ƒ. To see this, we will need the following lemma regarding the

Kostka numbers.

Lemma 2.5.2. If �;� 2 P are such that j�j D j�j andK�� ¤ 0, then � 6 �. FurthermoreK�� D 1.

Proof. Assume that K�� ¤ 0. Then there exists some semistandard Young tableau of shape � and

weight �. By column strictness we can have no boxes containing an integer k below row k. Therefore

�1 C � � � C �k 6 �1 C � � � C �k

for all k > 1, and so � 6 �. We also know that there is a unique semistandard tableau of shape and

weight �, the Yamanouchi tableau, and so K�� D 1.

From the above lemma we see that the Schur function may be expanded as

s� D m� C
X
�<�

K��m�; (2.5.3)

where the K�� are nonnegative integers. If we replace the dominance order (which is only a partial

order) by some compatible total order, then the matrix indexed by the set f� W � ` ng and with the

Kostka numbers as entries is lower triangular with 1’s on the diagonal. Therefore it is invertible, and

so restricting to ƒn it follows that the Schur functions indexed over f� W � ` ng form a basis for ƒn

for each n. The fact that the set of all Schur functions forms a basis for ƒ then follows.

Our next theorem is a different expression for the Schur function when the cardinality of the

alphabet is finite. Usually the following is taken as the definition of the Schur function, and this is how

they were first defined by Cauchy [Cau15], but often credited to Jacobi. We will instead follow an

argument of Stembridge in [Ste02] which derives Cauchy’s formula from the definition in terms of

Young tableaux (2.5.1).
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Theorem 2.5.3 (Bialternant formula). Let Xn D x1 C � � � C xn be a finite set of indeterminates. Then

for � 2 Pn,

s�.Xn/ D
det16i;j6n

�
x
�jCn�j

i

�
�.Xn/

: (2.5.4)

Proof. Multiplying both sides of the equation by the Vandermonde determinant, and then expanding

the left-hand side as a double sum gives

�.Xn/s�.Xn/ D
X
w2Sn

X
T2SSYT.�/

sgn.w/Xw.ı/Cwt.T /
n ;

where we recall ı WD .n � 1; n � 2; : : : ; 1/ is the staircase partition. By the symmetry of the Schur

function, for any w 2 Sn we haveX
T2SSYT.�/

Xwt.T /
n D

X
T2SSYT.�/

Xw.wt.T //
n :

Using this fact we see thatX
w2Sn

X
T2SSYT.�/

sgn.w/Xw.ı/Cwt.T /
n D

X
w2Sn

X
T2SSYT.�/

sgn.w/Xw.ıCwt.T //
n

Again applying the definition of the determinant we are left with

�.Xn/s�.Xn/ D
X

T2SSYT.�/

det
16i;j6n

�
x

wtj .T /Cn�j
i

�
: (2.5.5)

We would like to show that the only surviving term in the sum on the right-hand side is the Yamanouchi

tableau of shape �, since this tableau has weight �. To do so we will construct a sign-reversing

involution on the remaining tableaux in the sum.

Assume that T 2 SSYT.�/ is not Yamanouchi. Then by Lemma 2.1.3 there exists some j > 1

such that wt.T>j / is not a partition. In other words, there exists a pair j; k such that

wtk.T>j / < wtkC1.T>j /:

Amongst these pairs choose the largest such j , and for this j , the smallest such k. By the maximality

of j , wt.T>j / is a partition, and so

wtk.T>j / > wtkC1.T>j /:

The j th column of T contains either a single k, a single k C 1, or one of each. Therefore as j varies,

wtkC1.T>j / � wtk.T>j / changes by at most one. This implies that

wtk.T>j /C 1 D wtkC1.T>j /;

i.e., column j contains a k C 1 but no k. Let T � be the tableau obtained from T by applying the

Bender–Knuth involution 'k to the subtableau T<j and fixing T>j . Note that T � is semistandard

because there is a free k C 1 in column j . Thus any change in k’s and .k C 1/’s occurs in the same
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row as this k C 1 and to its left, so semistandardness is preserved. Since the map 'k is an involution,

so is the map T 7! T �. We know that the Bender–Knuth involution acts on the weight of T<j as

wt.�k.T<j // D skwt.T<j / where sk is the adjacent transposition .k k C 1/ 2 Sn. We also have that

sk.wt.T>j /C ı/ D sk.: : : ;wtk.T>j /C k � 1;wtkC1.T>j /C k � 2; : : :/

D .: : : ;wtkC1.T>j /C k � 2;wtk.T>j /k C k � 1; : : :/

D .: : : ;wtk.T>j /C k � 1;wtkC1.T>j /C k � 2; : : :/;

where the last equality follows since wtk.T>j /C 1 D wtkC1.T>j /. So sk fixes wt.T>j /C ı, and we

have

sk.wt.T /C ı/ D wt.T �/C ı:

In turn this implies that

det
16i;j6n

�
x

wtj .T /Cn�j
i

�
D � det

16i;j6n

�
x

wtj .T �/Cn�j
i

�
:

All of the terms in the sum (2.5.5) will now cancel, bar the term indexed by the Yamanouchi tableau,

for which wt.T / D �. Therefore,

�.Xn/s�.Xn/ D det
16i;j6n

�
x
�jCn�j

i

�
;

completing the proof.

One advantage of the bialternant formula is that the Schur function is manifestly symmetric since it

is expressed as a ratio of alternating polynomials. Another expression for the s�, now as a determinant

of the complete symmetric functions, is the content of our next theorem.

Theorem 2.5.4 (Jacobi–Trudi identities). For � 2 P there holds

s� D det
16i;j6k

.h�iCj�i/; (2.5.6a)

where k is any integer such that k > l.�/, and

s� D det
16i;j6`

.e�0
i
Cj�i/; (2.5.6b)

where ` is any integer such that ` > �1.

Proof. We first prove (2.5.6a). Let Xn be a finite alphabet of cardinality n and ˛ a sequence of

nonnegative integers of length at most n. Observe that by (2.3.5) with .X; Y; r/ 7! .xi �Xn; Xn; j̨ /

for any i and j we may write

x j̨

i D h j̨
Œxi � D

j̨X
`D0

h
j̨�`ŒXn�h`Œxi �Xn�:

By the reciprocity (2.3.6) it follows that h`Œxi �Xn� D .�1/`e`ŒXn � xi � vanishes if ` > n� 1. Since

hr D 0 for r a negative integer we may replace the upper bound in the sum with n � 1. Relabeling

` 7! n � ` we arrive at

x j̨

i D

nX
`D1

h
j̨�nC`ŒXn�hn�`Œxi �Xn�:
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This is equivalent to the matrix decomposition�
x j̨

i

�
16i;j6n

D
�
hn�j Œxi �Xn�

�
16i;j6n

�
h
j̨Cn�i ŒXn�

�
16i;j6n

: (2.5.7)

Let us consider the case where ˛ D ı D .n � 1; n � 2; : : : ; 1; 0/ is the staircase partition. Then the

above reads �
x
n�j
i

�
16i;j6n

D
�
hn�j Œxi �Xn�

�
16i;j6n

�
hi�j ŒXn�

�
16i;j6n

:

Again using the fact that hr D 0 if r is a negative integer and h0 D 1 it follows that the second

matrix on the right-hand side is lower triangular with 1’s on the diagonal. The left-hand side is the

Vandermonde matrix, so taking determinants tells us that

�.Xn/ D det
16i;j6n

�
hn�j Œxi �Xn�

�
:

Setting ˛ D �C ı where � 2 Pn in (2.5.7) we have therefore established the identity

det
16i;j6n

�
x
�jCn�j

i

�
D �.Xn/ det

16i;j6n

�
h�iCi�j ŒXn�

�
:

Using the bialternant formula (2.5.4), this is (2.5.6a) in the case of a finite number of variables (after

taking the transpose of the right-hand side). Since n was arbitrary the identity holds more generally

in ƒ. To show that the determinant on the right of (2.5.6a) is independent of k as long as k > l.�/

assume that � 2 Pk�1. Then the .i; j / D .k; k/ entry of the matrix is 1 since h0 D 1. Further, all

of the other entries in the kth column vanish since the index of the complete symmetric function is

negative. Therefore

det
16i;j6k

�
h�iCi�j ŒXn�

�
D det

16i;j6k�1

�
h�iCi�j ŒXn�

�
:

By the previously established identity (2.3.9) with � D 0, the dual form (2.5.6b) also follows.

There are several other proofs of the above theorem. Of particular note is the elegant combinatorial

argument using non-intersecting lattice paths and the Lindström–Gessel–Viennot lemma [GV89]; the

proof may be found in [Sag01, Theorem 4.5.1]. Again, the Schur function is manifestly symmetric

if one takes the Jacobi–Trudi formula as the definition, since it is a linear combination of symmetric

functions. One particular advantage of the identities (2.5.6) are that they are alphabet-independent, i.e.,

they hold as identities in ƒ taken over any alphabet.

A useful consequence of the Jacobi–Trudi identities for our purposes is the reciprocity

s�Œ�X� D .�1/
j�js�0ŒX�: (2.5.8)

To see this, take (2.5.6a) on the alphabet �X , giving

s�Œ�X� D det
16i;j6k

�
h�iCj�i Œ�X�

�
D det

16i;j6k

�
.�1/�iCj�ie�iCj�i ŒX�

�
D .�1/j�js�0ŒX�;

where we have made use of (2.3.6). Note that the right-hand side of (2.5.6a) makes sense for any

sequence of nonnegative integers ˛ with finite length. Hence we define the Schur function indexed by

˛ to be

s˛ D det
16i;j6k

�
h˛iCj�i

�
; (2.5.9)



2.5. SCHUR FUNCTIONS 33

where k is any integer such that k > l.˛/. The determinant will vanish if the integers ˛i � i are not

distinct for all 1 6 i 6 k. If they are distinct, then we can place them in strictly decreasing order. Let

w 2 Sk be such that w.˛i � i/ > w.˛iC1 � .i C 1// for 1 6 i 6 k. If s˛ ¤ 0, it follows that

s˛ D sgn.w/sw.˛Cı/�ı :

Next, we use the Jacobi–Trudi formula to show that the Schur functions satisfy a Cauchy identity.

Proposition 2.5.5. For any alphabets X and Y ,X
�

s�.X/s�.Y / D �1ŒXY �: (2.5.10)

Proof. Throughout the proof we assume that Yn is a finite alphabet of cardinality n. We begin with the

expression

�.Yn/�1ŒXYn�:

By (2.4.5) and the definition of the Vandermonde determinant we have

�.Yn/�1ŒXYn� D
X
w2Sn

X
˛

l.˛/6n

sgn.w/h˛.X/Y ˛Cwın ;

where the restriction l.˛/ 6 n comes from the fact that m�.Xn/ D 0 if l.�/ > n. For a given w 2 Sn

define ˇ WD ˛ C wı. Since hˇ�wı D 0 if any of the entries in ˇ � wı are negative, we are free to

swap the sum over ˛ for a sum over ˇ, givingX
w2Sn

X
˛

l.˛/6n

sgn.w/h˛.X/Y ˛Cwın D

X
w2Sn

X
ˇ

l.˛/6n

sgn.w/hˇ�wı.X/Y ˇn :

The sum over Sn may be evaluated using the Jacobi–Trudi identity (2.5.9) with ˛ 7! ˇ � ı, so thatX
w2Sn

X
ˇ

l.˛/6n

sgn.w/hˇ�wı.X/Y ˇn D
X
ˇ

l.ˇ/6n

sˇ�ı.X/Y
ˇ
n :

Observe that the summand will vanish unless all of the entries of ˇ are distinct. This allows for the

the sum over sequences ˛ of length at most n in the above to be replaced with a sum over strictly

decreasing sequences of nonnegative integers of length n, at the cost of an extra sum over Sn being

added. We now have X
ˇ

l.ˇ/6n

sˇ�ı.X/Y
ˇ
n D

X
ˇ1>���>ˇn>0

sˇ�ı.X/
X
w2Sn

sgn.w/Y wˇn

D

X
ˇ1>���>ˇn>0

sˇ�ı.X/ det
16i;j6n

�
y ǰ

i

�
:

There is a bijection between partitions of length at most n and the sequences ˇ given by setting

ˇ � ı D �. Therefore we have shown that

�.Yn/�1ŒXYn� D
X
�

s�.X/ det
16i;j6n

�
y
�jCn�j

i

�
;
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which is equivalent to the theorem in the case of Y a finite alphabet by the bialternant formula (2.5.4).

So the Cauchy identity has been established as an identity in Oƒ˝ Oƒn, where OR denotes the completion

of the ring R. Since this is true for any n, we also have the corresponding identity in Oƒ˝ Oƒ, where X

and Y are arbitrary alphabets.

A beautiful combinatorial proof of the Cauchy identity based on the Robinson–Schensted–Knuth

correspondence may be found in [Sta99, Theorem 7.12.1]. We have established that the Schur functions

are an orthonormal basis for ƒ with respect to the Hall scalar product and so

hs�; s�i D ı��:

In fact, this orthogonality together with the unitriangular expansion in terms of the monomial symmetric

functions (2.5.3) uniquely determine the Schur functions.

Frequently we will need to evaluate Schur functions at a binomial element. Such an expression

may be obtained from the following specialisation formula.

Lemma 2.5.6 (Specialisation formula). For a an indeterminate there holds

s�

�
1 � a

1 � q

�
D qn.�/

Y
i>1

.aq1�i I q/�i
.qnC1�i I q/�i

Y
16i<j6n

1 � q�i��jCj�i

1 � qj�i
; (2.5.11)

where n is any integer such that n > l.�/.

Proof. We first show that the right-hand side of (2.5.11) is independent of n, provided n > l.�/.

Assume �n D 0, i.e., l.�/ 6 n � 1. Then

Y
16i<j6n

1 � q�i��jCj�i

1 � qj�i
D

n�1Y
iD1

1 � q�iCn�i

1 � qn�i

Y
16i<j6n�1

1 � q�i��jCj�i

1 � qj�i

D

Y
i>1

.qnC1�i I q/�i
.qn�i I q/�i

Y
16i<j6n�1

1 � q�i��jCj�i

1 � qj�i
:

Substituting this into (2.5.11) gives the same expression with n replaced by n�1, and so the expression

is independent of n. Let k be any integer such that k > l.�/. Both sides of (2.5.11) are polynomials in

a, and thus it suffices to prove the result for a D qk. Since

1 � qk

1 � q
D 1C q C � � � C qk�1;

it follows from the bialternant formula (2.5.4) that

s�

�
1 � qk

1 � q

�
D

det16i;j6k.q
.i�1/.�jCk�j //

det16i;j6k.q.i�1/.k�j //
:

Both the numerator and denominator may be evaluated by the Vandermonde determinant (1.1.7),

giving

s�

�
1 � qk

1 � q

�
D

Y
16i<j6k

q�jCk�j � q�iCk�i

qk�j � qk�i
:
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Pulling out factors in the numerator and denominator and noting that

Y
16i<j6k

q�j D

k�1Y
jD1

qj�jC1 D qn.�/;

we arrive at the formula

s�

�
1 � qk

1 � q

�
D qn.�/

Y
16i<j6k

1 � q�i��jCj�i

1 � qj�i
:

By our considerations at the beginning of the proof we may rewrite this expression as

s�

�
1 � qk

1 � q

�
D qn.�/

Y
i>1

.qkC1�i I q/�i
.ql.�/C1�i I q/�i

Y
16i<j6l.�/

1 � q�i��jCj�i

1 � qj�i
;

which is the statement of the lemma with a D qk and n D l.�/. As the right-hand side of (2.5.11) is

independent of n as long as n > l.�/, the proof follows.

For a D qk where k is any integer such that k > l.�/ the formula (2.5.11) is referred to as the

principal specialisation of the Schur function s�. This is usually stated as

s�

�
1 � qk

1 � q

�
D qn.�/

Y
16i<j6k

1 � q�i��jCj�i

1 � qj�i
; (2.5.12)

since we are free to take n D k in the right-hand side of (2.5.11). An immediate consequence of the

above lemma is a formula for the Schur function evaluated at any binomial element z. We take (2.5.11)

with a 7! qz followed by the limit q ! 1 which gives

s�Œz� D
Y
i>1

.z � i C 1/�i

.n � i C 1/�i

Y
16i<j6n

�i � �j C j � i

j � i
; (2.5.13)

where n is any integer such that n > l.�/.

As the Schur functions form an orthonormal basis for ƒ, any symmetric function f 2 ƒ is

determined by the value of the Hall scalar product with s�:

f D
X
�

hf; s�is�:

For any triple of partitions �;�; �, define the Littlewood–Richardson coefficient by

c��� WD hs�; s�s�i: (2.5.14)

It follows that

s�s� D
X
�

c���s�: (2.5.15a)

In turn we extend the Schur function to skew shapes by

s�=� WD
X
�

c���s�: (2.5.15b)
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The s�=� are called skew Schur functions, and are indexed by the skew shape �=�. By definition there

holds

hs�; s�s�i D hs�=�; s�i: (2.5.16)

Note that by symmetry in � and � in (2.5.14) we may interchange � and � in this last expression.

Some properties of the Littlewood–Richardson coefficients and skew Schur functions are easy to see

from these definitions. The left-hand side of equation (2.5.15a) is homogeneous of degree j�j C j�j,

and so c��� D 0 unless j�j C j�j D j�j. Consequently the partitions � on the right-hand side of

(2.5.15b) must satisfy j�j D j�=�j, so that the skew Schur function is homogeneous of degree j�=�j.

There is a skew analogue of the Cauchy identity (2.5.10). Using the expansions (2.5.15) we see

thatX
�

s�=�.X/s�.Y / D
X
�;�

c���s�.X/s�.Y / D
X
�

s�.X/s�.Y /s�.Y / D s�.Y /�1ŒXY �: (2.5.17)

For � D 0 this just is the ordinary Cauchy identity for Schur functions. From here we can easily derive

a skew analogue of the Jacobi–Trudi identity of Theorem 2.5.4. Assume Y 7! Yn D y1 C � � � C yn is

a finite alphabet. Then from (2.5.17) and (2.4.5) it follows thatX
�

s�=�.X/ det
16i;j6n

�
y
�jCn�j

i

�
D det

16i;j6n

�
y
�jCn�j

i

�X
˛

h˛.X/Y
˛
n

D

X
˛

X
w2Sn

sgn.w/h˛.X/Y ˛Cw.�Cı/n :

Equating coefficients of Y �Cın implies

s�=�.X/ D
X
w2Sn

sgn.w/h�Cı�w.�Cı/.X/:

Written as a determinant and suppressing alphabets we therefore obtain

s�=� D det
16i;j6n

�
h�i��jCj�i

�
:

For � D 0 this reduces to the ordinary Jacobi–Trudi identity (2.5.6a), and indeed in the above we may

assume that n is any integer such that n > l.�/. In particular this implies that s�=0 D s�. Another

consequence is that s�=� D 0 if � › �. To see this, assume that �k < �k for some fixed k > 1. Then

for any 1 6 j 6 k 6 i 6 n we have �i 6 �k < �k 6 �j . Hence �i � �j C j � i < 0 for all

pairs .i; j / satisfying the conditions. In other words, we have a .n � k C 1/ � k block of zeros in the

bottom left-hand corner, so that the determinant vanishes in this case. Using (2.3.9) we have the dual

Jacobi–Trudi formula

s�=� D det
16i;j6`

�
e�0
i
��0

j
Cj�i

�
; (2.5.18)

where ` is any integer such that ` > �1.

The skew Schur functions allow for a description of the Schur function on the sum of alphabets. To

derive this formula we consider the following sum, where X; Y;Z are all distinct countable alphabets,X
�;�

s�=�.X/s�.Y /s�.Z/:
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First applying the skew Cauchy identity (2.5.17) with .X; Y / 7! .X;Z/, followed by the ordinary

Cauchy identity (2.5.10) with .X; Y; �/ 7! .Y;Z;�/, we see thatX
�;�

s�=�.X/s�.Y /s�.Z/ D �1ŒXZ�
X
�

s�.Y /s�.Z/ D �1ŒXZ��1ŒYZ� D �1Œ.X C Y /Z�;

where in the last equality we have applied the multiplication rule for �1 ((2.3.4a) with z D 1). Again

applying the Cauchy identity (2.5.10), this time with .X; Y / 7! .X C Y;Z/, givesX
�;�

s�=�.X/s�.Y /s�.Z/ D
X
�

s�ŒX C Y �s�.Z/:

The Schur functions are linearly independent over Q so that the coefficient of s�.Z/ on both sides of

this expression must be equal. We therefore arrive at

s�ŒX C Y � D
X
�

s�=�.X/s�.Y /: (2.5.19)

Observe that since s�=�.X/ vanishes unless � � � the sum over � is finite. Furthermore, as the

left-hand side of this expression is symmetric in X and Y , the right-hand side also possesses this

symmetry. An important special case of (2.5.19) is the branching rule, which may be obtained by

setting X D fxg, a single-letter alphabet. From the dual Jacobi–Trudi formula (2.5.18) it is not hard to

see that for a single-letter alphabet the skew Schur function s�=�Œx� vanishes unless �=� is a horizontal

strip. Indeed, assuming that �=� is not a horizontal strip means that �0i � �
0
i > 2 for some i . However

er Œx� D 0 unless r D 0 or r D 1, so that there is a block of zeros in the top right-hand corner of the

matrix, with one of the zeros lying on the main diagonal. Hence s�=�Œx� D 0 unless � � �, in which

case it follows from (2.5.18) that

s�=�Œx� D x
j�j�j�j:

We therefore have that

s�ŒY C x� D
X
���

xj�j�j�js�ŒY �:

The formula (2.5.19) can be pushed a little further. To this end, consider the Schur function on the

sum of three alphabets s�ŒX C Y CZ�. Using (2.5.19) with .X; Y; �; �/ 7! .X C Y;Z; �; �/ as

s�ŒX C Y CZ� D
X
�

s�=�ŒX C Y �s�ŒZ�:

Alternatively, using the same identity twice, first with .X; Y; �; �/ 7! .X; Y CZ; �;�/ followed by

.X; Y; �; �/ 7! .Y;Z;�; �/ we have that

s�ŒX C Y CZ� D
X
�

s�=�ŒX�s�ŒY CZ� D
X
�;�

s�=�ŒX�s�=�ŒY �s�ŒZ�:

Hence X
�

s�=�ŒX C Y �s�ŒZ� D
X
�;�

s�=�ŒX�s�=�ŒY �s�ŒZ�;
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so that equating coefficients of s�ŒZ� on both sides yields

s�=�ŒX C Y � D
X
�

s�=�.X/s�=�.Y /; (2.5.20)

where we have interchanged � and � in this last expression.

It is natural to ask if the skew Schur functions admit a nice combinatorial formula in terms of

tableaux. This is indeed the case, as the following theorem asserts.

Theorem 2.5.7. For �;� 2 P there holds

s�=�.X/ D
X

T2SSYT.�=�/

Xwt.T /:

Proof. Let X .1/; : : : ; X .n/ be a collection of n alphabets. Then (2.5.20) may be iterated to give

s�=�
�
X .1/
C � � � CX .n/

�
D

X
���.1/������.n�1/��

nY
iD1

s�.i/=�.i�1/
�
X .i/

�
;

where �.0/ WD � and �.n/ WD �. If we assume that each alphabet X .i/ contains only a single letter, and

write Xn D x1 C � � � C xn, then we have the formula

s�=�ŒXn� D
X

���.1/������.n�1/��

nY
iD1

s�.i/=�.i�1/Œxi �:

Recalling that s�=�Œy� D yj�j�j�j if � � � and zero otherwise, this may be rewritten as

s�=�ŒXn� D
X

���.1/������.n�1/��

nY
iD1

x
j�.i/j�j�.i�1/j
i :

The terms in the sum are indexed by sequences of interlacing partitions
�
�; �.1/; : : : ; �.n�1/; �

�
, which

are in bijection with semistandard Young tableaux of shape �=� on the alphabet f1; : : : ; ng. Moreover,

under this interpretation of the sum, the summand takes the form X
wt.T /
n for T 2 SSYT.�=�/. We

thus arrive at the statement of the theorem for Xn a finite alphabet.

With the combinatorial formula for s�=� established we can immediately infer the monomial

expansion

s�=� D
X
�

K�=�;�m�

where K�=�;� D jSSYT.�=�I �/j, which generalises (2.5.2). As a consequence we have the following

pair of formulas, called the e- and h-Pieri rules.

Proposition 2.5.8. For r a nonnegative integer we have

hrs� D
X
���
j�=�jDr

s�; (2.5.21a)

and

ers� D
X
�0��0

j�=�jDr

s�: (2.5.21b)
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Proof. By (2.5.16) the coefficient of s� in the Schur expansion of hrs� is given by

hhrs�; s�i D hhr ; s�=�i D K�=�;.r/:

Since the weight of �=� is .r/, any T 2 SSYT.�=�I .r// contains only a single character. Therefore

the shape �=� cannot contain two boxes in the same column as this would violate column-strictness,

and so �=� must be a horizontal strip. Further, j�=�j D r as the weight of T is .r/. It follows that

K�=�;.r/ is either 1 if �=� is a horizontal r-strip, or zero otherwise.

To prove the second formula, write (2.5.21a) with alphabet �X to obtain

hr Œ�X�s�Œ�X� D
X
���
j�=�jDr

s�Œ�X�

To the complete symmetric function we apply the duality (2.3.6), and to the Schur functions the relation

(2.5.8), giving

.�1/j�jCrer ŒX�s�0ŒX� D
X
���
j�=�jDr

.�1/j�js�0ŒX�:

Since j�j � j�j D r in the sum, we may cancel the negative signs on both sides. Replacing � and � by

their conjugates finishes the proof.

To round out this section we prove an inversion of the h-Pieri rule (2.5.21a).

Proposition 2.5.9. For .�1; : : : ; �n/ a partition of length at most n and d a nonnegative integer not

exceeding �n,

s.�;d/ D
X
�0��0

l.�/6n

.�1/j�=�js�hd�j�=�j: (2.5.22)

Proof. Throughout the proof we write �C WD .�1; : : : ; �nC1/ where �nC1 WD d . Note that the

condition l.�/ 6 n is equivalent to �nC1 D 0. Applying the h-Pieri rule (2.5.21a) to the sum side of

(2.5.22) givesX
�0��0

�nC1D0

.�1/j�=�js�h�nC1�j�=�j D
X
�0��0

�nC1D0

.�1/j�=�j
X
���
j�jDj�Cj

s� D
X
�

j�jDj�Cj

l.�/6nC1

s�
X
�0��0

���
�nC1D0

.�1/j�=�j;

where in the second equality we have interchanged the sums. The sum over � is equal toX
�0��0

���

.�1/j�=�j �
X
�0��0

���
�nC1D1

.�1/j�=�j;

as, since l.�/ 6 n and �0 � �0, we must have �nC1 D 1 if l.�/ D nC 1 in order for �=� to be a

vertical strip. By Lemma 2.1.1 the first term in this sum is equal to ı�;� . Hence we are left withX
�0��0

�nC1D0

.�1/j�=�js�h�nC1�j�=�j D
X
�

j�jDj�Cj

l.�/6nC1

s�ı�;� �
X
�

j�jDj�Cj

l.�/DnC1

s�
X
�0��0

���
�nC1D1

.�1/j�=�j;
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where in the second sum we may impose l.�/ D n C 1 as else the sum over � is empty. Since

j�j D j�Cj, the first sum above is equal to �.�nC1 D 0/s� D �.�nC1 D 0/s�C . To evaluate the

second sum we observe that without loss of generality we may assume that �nC1 ¤ 0, as if �nC1 D 0

then j�j D j�j and � � � implies that � D �, but l.�/ D nC 1, so the sum is empty. Furthermore

since �n ¤ 0 we must have �n ¤ 0, which leads us to

�

X
�

j�jDj�Cj

l.�/DnC1

s�
X
�0��0

���
�nC1D1

.�1/j�=�j D
X
�

j�jDj�Cj

l.�/DnC1

s�
X

.��/0��0

�����

.�1/j�
�=�j:

Again applying Lemma 2.1.1 to the interior sum we now haveX
�0��0

�nC1D0

.�1/j�=�js�h�nC1�j�=�j D �.�nC1 D 0/s�C C
X
�

j�jDj�Cj

l.�/DnC1

s�ı��;�:

The combination of the conditions �� D �, l.�/ D nC 1 and j�j D j�Cj implies that

�

X
�

j�jDj�Cj

l.�/DnC1

s�
X
�0��0

���
�nC1D1

.�1/j�=�j D
X
�

j�jDj�Cj

l.�/DnC1

s�ı�C;�:

Putting all of this together we see thatX
�0��0

�nC1D0

.�1/j�=�js�h�nC1�j�=�j D s�C;

which is equivalent to the statement of the proposition.

2.6 Jack and Macdonald polynomials

Throughout this section we consider ƒ over the field Q.q; t/. To extend the classical symmetric

function theory developed in the previous sections to the q; t-level, we begin with the q; t -Hall scalar

product. The analogue of the quantity z� is

z�.q; t/ WD z�

l.�/Y
iD1

1 � q�i

1 � t�i
:

Then the q; t-deformation of the Hall scalar product is defined by imposing

hp�; p�iq;t WD z�.q; t/ı��:

It should be noted that if we take 0 < q; t < 1 to be real numbers then the scalar product is positive-

definite, with the proof being the same as for the ordinary Hall scalar product. Analogous to the

classical case, we will soon see that any two bases for ƒ which are orthonormal under the q; t-Hall



2.6. JACK AND MACDONALD POLYNOMIALS 41

scalar product satisfy a Cauchy identity-type identity. This requires a q; t -analogue of �1ŒXY �, which

takes the form

�1

�
XY

1 � t

1 � q

�
In particular, if X and Y are both countable alphabets then by Lemma 2.3.2 it follows that

�1

�
XY

1 � t

1 � q

�
D

Y
x2X

Y
y2Y

.txyI q/1

.xyI q/1
:

As before we first prove a Cauchy identity for the power sums directly.

Proposition 2.6.1. For arbitrary alphabets X and Y ,X
�

p�.X/p�.Y /

z�.q; t/
D �1

�
XY

1 � t

1 � q

�
:

Proof. This is simply a plethystically substituted version of the first Cauchy-type identity for the p�
found in Proposition 2.4.2. Indeed setting

.X; Y / 7!

�
X; Y

1 � t

1 � q

�
in (2.4.3) and using

1

z�
p�

�
Y
1 � t

1 � q

�
D

p�.Y /

z�.q; t/
;

the proof follows.

We may thus claim an analogue of Proposition 2.4.3 for the q; t-Hall scalar product.

Proposition 2.6.2. Let fu�g and fv�g be two homogeneous bases forƒ. Then the following statements

are equivalent:

1. For each pair of partitions �;� we have

hu�; v�iq;t D ı��:

2. For any pair of alphabets X and Y there holdsX
�

u�.X/v�.Y / D �1

�
XY

1 � t

1 � q

�
:

Proof. The proof is identical to that of Proposition 2.4.3.

We now move towards the introduction of the Macdonald polynomials. To this end we define a

family of operators Dn W ƒn �! ƒn, but claim without proof several facts about them. For a more

fleshed-out exposition, see [Mac95, §6.3]. Firstly, let Tq;xi denote the shift operator which replaces xi
by qxi in a symmetric function f 2 ƒn. Then we define Dn to be the polynomial in the Tq;xi ,

Dn.zI q; t/ WD
1

�.Xn/

X
w2Sn

sgn.w/Xwı
n

nY
iD1

�
1C zt .wı/iTq;xi

�
; (2.6.1)
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where z is an indeterminate. Let Dr
n be the coefficient of zr when (2.6.1) is expanded out. Then it

follows that

Dr
n D

X
I�f1;:::;ng

jI jDr

t .
r
2/
Y
i2I
j…I

txi � xj

xi � xj

Y
i2I

Tq;xi : (2.6.2)

The operators Dr
n are Q.q; t/-linear and degree-preserving. Furthermore, they are self-adjoint with

respect to the q; t-Hall scalar product, i.e., for any f; g 2 ƒn we have˝
Dr
nf; g

˛
q;t
D
˝
f;Dr

ng
˛
q;t
: (2.6.3)

Unfortunately the operators Dr
n are not compatible with the restriction homomorphisms �n;m defined

in Section 2.2. However, the operators [Mac95, §6.4]

En WD t
�nD1

n �

nX
iD1

t�i ;

are compatible with the maps �n�1;n. Thus we can define an operator E W ƒ �! ƒ which is taken to

be the projective or inverse limit of the En. This new operator acts on the m� as

Em� D e��m� C
X
�<�

e��m�; (2.6.4)

where

e�� D
X
i>1

.q�i � 1/t�i : (2.6.5)

Note that E will be self-adjoint with respect to the q; t -Hall scalar product on ƒ, since by (2.6.3), En
is self-adjoint for each n. We are now equipped with all that we need to state and prove the existence

theorem for the Macdonald polynomials.

Theorem 2.6.3. For each partition � there exists a unique symmetric function P�.X I q; t/ 2 ƒ such

that for some coefficients a��.q; t/ 2 Q.q; t/ there holds

P�.X I q; t/ D m�.X/C
X
�<�

a��.q; t/m�.X/; (2.6.6a)

and we have

hP�.X I q; t/; P�.X I q; t/iq;t D 0 if � ¤ �: (2.6.6b)

Proof. We first prove that functions satisfying the conditions (2.6.6) exist. Assume that P� D

P�.X I q; t/ satisfy (2.6.6a) and are eigenfunctions of E, that is they satisfy

EP� D e��P�:

If we apply E to both sides of (2.6.6a) and use (2.6.4) we see that for any �,X
�6�

e��a��m� D
X
�6�6�

a��e��m�;
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where a�� D a��.q; t/ and a�� D 1. For any � < �, extract the coefficient of m� on both sides of this

equation to obtain

.e�� � e��/a�� D
X
�<�6�

a��e��:

The eigenvalues are manifestly distinct from (2.6.5) since � ¤ �. It follows that the coefficient a�� is

determined by the values of a�� for � < � 6 �. Hence the eigenfunctions of E satisfy the condition

(2.6.6a). Furthermore, since E is self-adjoint, we readily see that

e��hP�; P�iq;t D hEP�; P�iq;t D hP�; EP�iq;t D e��hP�; P�iq;t :

As e�� ¤ e�� for � ¤ � the condition (2.6.6b) also follows.

To prove uniqueness of the fP�g we assume that P� is uniquely determined for all � < �. Then

there exist coefficients v�� 2 Q.q; t/ such that

P� D m� C
X
�<�

v��P�:

Taking the inner product of both sides with P� for some fixed � < � we therefore see that

0 D hm�; P�iq;t C v��hP�; P�iq;t :

This determines v�� uniquely provided hP�; P�iq;t is nonzero. However, this is clear since the q; t-

Hall scalar product is positive-definite when 0 < q; t < 1 are real numbers. (We will in fact give an

explicit formula for hP�; P�iq;t below, from which this fact is also clear.)

We will often write P�.X/ or P� in place of P�.X I q; t/ in what follows to simplify notation.

Several properties of the Macdonald polynomials are immediate from the definition. Firstly, the set

fP�g�2P forms a basis for ƒ since the monomial expansion (2.6.6a) is triangular (with respect to an

appropriate total ordering compatible with the dominance ordering). This expansion also tells us that

the P� are homogeneous polynomials of degree j�j. If � D .1r/ then

P.1r /.X I q; t/ D m.1r /.X/ D er.X/;

since .1r/ 6 � for all partitions � with j�j D r . Define the quantity b�.q; t/ by

b� D b�.q; t/ WD
1

hP�; P�iq;t
; (2.6.7)

which we will compute explicitly later on. Denoting a scaled family of Macdonald polynomials as

Q�.X I q; t/ WD b�.q; t/P�.X I q; t/

it readily follows from (2.6.6b) that

hP�;Q�iq;t D ı��:

By Proposition 2.6.2 we have the Cauchy identityX
�

P�.X I q; t/Q�.Y I q; t/ D �1

�
XY

1 � t

1 � q

�
: (2.6.8)
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Given f; g 2 ƒn, it follows after expanding f and g in terms of the p� that

hf; giq�1;t�1 D
tn

qn
hf; giq;t :

This implies that the functions P�.X I q�1; t�1/ also satisfy the conditions of Theorem 2.6.3, and so

P�.X I q; t/ D P�.X I q
�1; t�1/: (2.6.9)

Since P�.X I q; t/ is expressed as a sum of m�.X/ where � 6 �, we have that P�.XnI q; t/ D 0 if

l.�/ > n. If we assume that l.�/ > n then for any � 6 � Proposition 2.1.2 implies that �0 > �0. As

l.�/ D �01 and l.�/ D �01 there holds l.�/ > `.�/ > n. Hence each of the m�.Xn/ on the right-hand

side of (2.6.6a) vanish, and thus P�.Xn/ vanishes identically.

For later use we note that for Xn a finite alphabet the action of Dn.zI q; t/ on the P�.XnI q; t/ is

given by [Mac95, p. 324]

Dn.zI q; t/P�.XnI q; t/ D P�.XnI q; t/

nY
iD1

�
1C zq�i tn�i

�
:

In particular,

D1
nP.XnI q; t/ D P�.XnI q; t/

nX
iD1

q�i tn�i : (2.6.10)

Most of the above properties of the P� should look familiar to the reader from the prior sections

as properties of the Schur functions. In fact, setting q D t in the Macdonald polynomial P�.X I q; t/

we recover the Schur function s�.X/. This follows from the fact that both fs�.X/ W � ` kg and

fP�.X I t; t / W � ` kg form bases for ƒk over the field Q.t/ which are orthogonal under the Hall

scalar product and have a unitriangular expansion in terms of the monomial symmetric functions.

Since these properties uniquely determine the Schur functions, we must have P�.xI t; t / D s�.X/.

For q D 0 the Macdonald polynomials reduce to the Hall–Littlewood polynomials, which themselves

are a one-parameter deformation of the Schur functions. We will not discuss the Hall–Littlewood

polynomials in any detail, but their definition and properties may be found in [Mac95, §3]. Of crucial

importance to this thesis is a different one-parameter deformation of the Schur functions known as

the Jack polynomials. Assuming that 0 < q < 1 is a real number, the Jack polynomial indexed by a

parameter ˛ 2 C is defined as [Mac95, §6.10]

P
.˛/

�
.X/ WD lim

t!1
P�.X I t

˛; t /: (2.6.11)

Setting ˛ D 1 in this expression, the Jack polynomial reduces to the Schur function, since this is the

same as setting q D t on the right. We will primarily be concerned with the Jack polynomials as an

analytic object, but there is much interesting combinatorics associated with the functions P .˛/
�

, see

e.g., [Sta89]. In fact we will almost exclusively see Jack polynomials with parameter ˛ D 1=
 for


 2 C n f0g, in which case P 1=

�
D limq!1 P�.q; q


/.
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Next we will prove some results regarding Macdonald polynomials on specialised alphabets. It will

be useful to introduce some additional notation, and for a partition � 2 Pn define the spectral vector

h�inIq;t D h�in WD
�
q�1tn�1; q�2tn�2; : : : ; q�n�1t; q�nt0

�
(2.6.12)

D q�1tn�1 C q�2tn�2 C � � � C q�n�1t C q�nt0;

where the second expression is the equivalent expression in plethystic notation. We refer to the

Macdonald polynomial on the alphabet h�in as the specialisation of P� by the partition �. In particular

the principal specialisation may be written as

P�Œh0in� D P�

�
1 � tn

1 � t

�
:

We note that the principal specialisation of a Macdonald polynomial is never identically zero where the

Macdonald polynomial is nonzero. This follows from the explicit formula given in Proposition 2.6.6

below.

Specialisation of a Macdonald polynomial by a partition satisfies a symmetry in the indexing

partition and the specialising partition. This was originally proved by Koornwinder in an unpublished

manuscript [Koo88]. The first published proof appeared in Macdonald’s book [Mac95, p. 332].

Theorem 2.6.4 (Koornwinder–Macdonald evaluation symmetry). Let �;� be partitions of length at

most n. Then

P�Œh0in�P�Œh�in� D P�Œh0in�P�Œh�in�: (2.6.13)

Our proof of this theorem hinges on the e-Pieri rule for Macdonald polynomials, which generalises

the e-Pieri rule for Schur functions (2.5.21b). Unlike the Schur case, the coefficients in the expansion

of erP� are not all one. For a pair of partitions �;� 2 such that �0 � �0 we define

B�=� WD t
n.�/�n.�/

Y
16i<j6l.�/

1 � q�i��j t�i��j��iC�jCj�i

1 � q�i��j tj�i
:

Since �=� is a vertical strip, �i � �i is either 0 or 1 depending on whether there is a box in row i

of �=�. Let I � f1; : : : ; l.�/g be the set of indices i for which �i � �i D 1. Then B�=� admits the

expression

B�=� WD t
n.�/�n.�/

Y
i2I
j…I
i<j

1 � q�i��j tj�iC1

1 � q�i��j tj�i

Y
i…I
j2I
i<j

1 � q�i��j tj�i�1

1 � q�i��j tj�i
: (2.6.14)

Now assume r is a nonnegative integer and �;� 2 Pn. We require the e-Pieri rule for Macdonald

polynomials in the form
erP�

P�Œh0in�
D

X
�0��0

j�=�jDr

B�=�
P�

P�Œh0in�
: (2.6.15)

For q D t this is indeed equivalent to (2.5.21b) via the principal specialisation formula (2.5.12).

In [Mac95, p. 332], Macdonald proves (2.6.15) simultaneously with Theorem 2.6.4. However we will
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have no need for the Pieri formula outside of the proof of the theorem, and so we assume the result. In

addition we will need the similar identity

er Œh�in�P�Œh�in� D
X
�0��0

j�=�jDr

B�=�P�Œh�in�; (2.6.16)

where �; � 2 Pn. This follows from the fact that the action of the operator Dr
n on P�.Xn/ is [Mac95,

p. 324]

Dr
nP�.Xn/ D er Œh�in�P�.Xn/:

Proof of Theorem 2.6.4. Let �;� be as in the statement of the theorem. We proceed by induction on

j�j. When � D 0 both Macdonald polynomials indexed by � equal 1 and the statement holds for any

partition � of length at most n.

Now assume that (2.6.13) is true for all � with length at most n and all � such that j� j < j�j or

j� j D j�j and � < �. Let ! be another partition with j!j < j�j. We write (2.6.15) with alphabet h�in
and .�; �/ 7! .�; !/, so

er Œh�in�
P!Œh�in�

P!Œh0in�
D

X
�0�!0

j�=!jDr

B�=!
P�Œh�in�

P�Œh0in�
:

By the inductive hypothesis we may interchange the partitions ! and �. We may also interchange the

partitions in the sum with � whenever � ¤ !. This yields the expansion

er Œh�in�
P�Œh!in�

P�Œh0in�
D B�=!

P�Œh�in�

P�Œh0in�
C

X
�<�

B�=!
P�Œh�in�

P�Œh0in�
: (2.6.17)

Here the restriction that � � ! with �=! a vertical r-strip on the summation � < � still holds. If we

instead begin with equation (2.6.16) under the substitution .�; �; �/ 7! .�; �; !/ we obtain

er Œh�in�
P�Œh!in�

P�Œh0in�
D B�=!

P�Œh�in�

P�Œh0in�
C

X
�<�

B�=!
P�Œh�in�

P�Œh0in�
; (2.6.18)

with the same restrictions on the summand as above. Again by the inductive hypothesis we are free to

exchange � and � in the summand on the right-hand side. If we do so then the only difference between

(2.6.17) and (2.6.18) is that the roles of � and � in the leading terms have been swapped. Equating

these expressions and cancelling like terms leaves the equation

P�Œh�in�

P�Œh0in�
D
P�Œh�in�

P�Œh0in�
:

We will in fact need a more general version of this evaluation symmetry. The following lemma is a

nonsymmetric version of [War10, Proposition 2.1].

Lemma 2.6.5. For �;� partitions with l.�/ 6 n and l.�/ 6 m and a an indeterminate,

P�

�
1 � a

1 � t

�
P�

�
at�mh�im C

1 � at�m

1 � t

�
D P�

�
1 � a

1 � t

�
P�

�
at�nh�in C

1 � at�n

1 � t

�
:



2.6. JACK AND MACDONALD POLYNOMIALS 47

Proof. We first prove the lemma for n D m. Scaling a 7! atn gives

P�

�
1 � atn

1 � t

�
P�

�
ah�in C

1 � a

1 � t

�
D P�

�
1 � atn

1 � t

�
P�

�
ah�in C

1 � a

1 � t

�
: (2.6.19)

This is an identity involving polynomials of degree j�j C j�j in the parameter a. Hence it suffices to

prove the above identity for a D tk with k a positive integer. Setting a D tk and observing that

tkh�in C
1 � tk

1 � t
D h�inCk;

it follows that (2.6.19) reduces to

P�

�
1 � tnCk

1 � t

�
P�Œh�inCk� D P�

�
1 � tnCk

1 � t

�
P�Œh�inCk�:

This is simply Theorem 2.6.4 for .nC k/-letter alphabets, and so the lemma is proved for n D m.

Now fix m to be an integer such that l.�/ 6 m 6 n. Then

ah�in D at
n�m
h�im C a

1 � tn�m

1 � t
;

so we may rewrite (2.6.19) as

P�

�
1 � atn

1 � t

�
P�

�
atn�mh�im C

1 � atn�m

1 � t

�
D P�

�
1 � atn

1 � t

�
P�

�
ah�in C

1 � a

1 � t

�
:

Now scale a by a 7! at�n to obtain

P�

�
1 � a

1 � t

�
P�

�
at�mh�im C

1 � at�m

1 � t

�
D P�

�
1 � a

1 � t

�
P�

�
at�nh�in C

1 � at�n

1 � t

�
;

which is symmetric in m and n, and so the restriction m 6 n may be dropped.

The specialised Macdonald polynomials appearing in the evaluation symmetries stated above may

in fact be evaluated explicitly. In order to state specialisation these formulas succinctly we will need

some finite analogues of (2.3.11). For a nonnegative integer n and a an indeterminate we define (see

also Section 3.1)

.aI q/n WD .1 � a/.1 � aq/ � � � .1 � aq
n�1/: (2.6.20)

For another indeterminate z this is extended to partitions as

.zI q; t/� WD
Y
s2�

.1 � zqa
0.s/t�l

0.s// D

nY
iD1

.zt1�i I q/�i ; (2.6.21)

where the second equality follows easily from the definitions of the arm and leg colengths. Also, on the

right we may choose any n > l.�/. We also have need of the generalised hook polynomials. Define

these by

c�.q; t/ WD
Y
s2�

.1 � qa.s/t l.s/C1/ D

nY
iD1

.tn�iC1I q/�i

Y
16i<j6n

.tj�i I q/�i��j

.tj�iC1I q/�i��j
; (2.6.22a)

c0�.q; t/ WD
Y
s2�

.1 � qa.s/C1t l.s// D

nY
iD1

.qtn�i I q/�i

Y
16i<j6n

.qtj�i�1I q/�i��j

.qtj�i I q/�i��j
; (2.6.22b)

where again the choice of n is irrelevant as long as n > l.�/. Some authors use the notation C�
�
.t I q; t/

and C�
�
.qI q; t/ for c�.q; t/ and c0

�
.q; t/ respectively; see (6.2.1) below.
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Proposition 2.6.6. For � a partition of length at most n one has

P�

��
1 � tn

1 � t

�
I q; t

�
D
tn.�/.tnI q; t/�

c�.q; t/
: (2.6.23)

Proof. Fix a partition � 2 Pn and consider the e-Pieri rule (2.6.15) in the form

erP�.Xn/ D P�Œh0in�
X
�0��0

j�=�jDr

B�=�
P�.Xn/

P�Œh0in�
;

where as usual jXnj D n and r is a nonnegative integer such that r 6 n. The coefficient of the

monomial X�C.1r /
n on the left-hand side of this equation is one by (2.6.6a). Hence the coefficient of

the term indexed by � D �C .1r/ on the right-hand side is also one, which means that

P�C.1r /Œh0in� D B.�C.1r //=�P�Œh0in�: (2.6.24)

When both � D 0 and r D 0 both sides are equal to one and thus equality holds. Since every partition

in Pn can be obtained by successively adding columns of height 6 n, it suffices to verify (2.6.24). In

turn, this boils down to verifying that

tn.�/�n.�C.1
r //B.�C.1r //=� D

.tnI q; t/�C.1r / c�.q; t/

.tnI q; t/� c�C.1r /.q; t/
:

We apply the definitions (2.6.21) and (2.6.22a) to the right-hand side, which therefore admits the

simplification

.tnI q; t/�C.1r / c�.q; t/

.tnI q; t/� c�C.1r /.q; t/
D

rY
iD1

nY
jDrC1

.tj�iC1I q/�i��jC1.t
j�i I q/�i��j

.tj�i I q/�i��jC1.t
j�iC1I q/�i��j

D

rY
iD1

nY
jDrC1

1 � q�i��j tj�iC1

1 � q�i��j tj�i
;

because �i D �i for r < i 6 n. This is in accordance with the left-hand side by the definition of

B.�C.1r //=� as (2.6.14) where I D f1; : : : ; rg.

By a polynomial argument, we can also claim the following Macdonald polynomial analogue of

Lemma 2.5.6.

Corollary 2.6.7. Let � be a partition and a an indeterminate. Then

P�

��
1 � a

1 � t

�
I q; t

�
D
tn.�/.aI q; t/�

c�.q; t/
: (2.6.25)

We can also use the corollary to obtain a formula for the Jack polynomial evaluated at a binomial

element z, which generalises the Schur case (2.5.13). To do so, make the substitutions .a; q; t/ 7!

.qz
 ; q; q
/ and take the limit q ! 1 in (2.6.25), which gives

P
.1=
/

�
Œz� D

Y
i>1

..z C 1 � i/
/�i

..nC 1 � i/
/�i

Y
16i<j6n

..j � i C 1/
/�i��j

..j � i/
/�i��j
; (2.6.26)
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where n is any integer such that n > l.�/.

Our next goal is to explicitly compute the squared norm of the P�, which we have previously

denoted by 1=b�.q; t/. To facilitate this computation we will need the following lemma, which

generalises the reciprocity of the Schur functions (2.5.8).

Lemma 2.6.8. We have

P�

��
�X

1 � q

1 � t

�
I q; t

�
D .�1/j�jQ�0.X I t; q/: (2.6.27)

Proof. Recall that h�; �iq;q is the ordinary Hall scalar product. First we note that for any f; g 2 ƒ,�
f

�
�"X

1 � t

1 � q

�
; gŒX�

�
q;t

D
˝
f Œ�"X�; gŒX�

˛
q;q
;

since on the power sums the equality is clear. The assertion of the lemma is therefore equivalent to�
P�0

��
�"X

1 � t

1 � q

�
I t; q

�
; P�.X I q; t/

�
q;t

D ı��;

which by the above is the same as˝
P�0.Œ�"X�I t; q/; P�.X I q; t/

˛
q;q
D ı��: (2.6.28)

Assume that the Macdonald polynomial has the Schur expansion

P�.X I q; t/ D s�.X/C
X
�<�

d��.q; t/s�.X/:

The expansion is necessarily upper unitriangular as both s� and P� can be expanded in the basis given

by the m� in an upper unitriangular fashion. Then, since the Schur functions are orthonormal, (2.6.28)

reduces to X
�

d�0�.t; q/d��0.q; t/ D ı��:

Let D.q; t/ WD
�
d��.q; t/

�
and T WD

�
ı�0�

�
be matrices with respect to some total order on the

partitions of n which is compatible with the dominance order. Then we need to show that

TD.t; q/TDt.q; t/ D I; (2.6.29)

where I is the identity matrix. To prove this we will need the matrix S.q; t/ WD
�
hs�; s�iq;t

�
�;�2P

and

some of its properties. Firstly we note that S.q; t/ D S�1.t; q/ D TS.q; t/T ; see [Mac95, p. 328]

for a proof. Secondly, the matrix product D.q; t/S.q; t/Dt.q; t/ is diagonal, which follows from the

orthogonality of the Macdonald polynomials. By Lemma 2.1.2 the matrix TD.t; q/T will be lower

unitriangular, and hence the product TD.t; q/TDt.q; t/ is itself lower unitriangular. We now compute

D.q; t/S.q; t/Dt.q; t/
�
TD.t; q/TDt.q; t/

��1
D D.q; t/S.q; t/TD�1.t; q/T

D D.q; t/TS�1.t; q/D�1.t; q/T

D D.q; t/TDt.t; q/
�
D.q; t/S.q; t/Dt.q; t/

��1
T:
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The expression we started with is lower unitriangular since it is the product of a diagonal matrix and

the inverse of a lower unitriangular matrix. The last line of this chain of equalities is in fact upper

unitriangular, since by

D.q; t/TDt.t; q/ D
�
D.q; t/TDt.t; q/T

�t
T;

the expression is the product of an upper unitriangular matrix and a diagonal matrix. Thus follows

(2.6.29) follows since TD.t; q/TDt.q; t/ is both upper and lower unitriangular.

The above proof is due to Garsia [Gar92, Theorem 1.2]. For a different proof see Macdonald

[Mac95, p. 329].

We will now compute b�.q; t/ from (2.6.7) As a first step we make the simultaneous substitutions

.�;X; q; t/ 7!

�
�0;
1 � a

t � 1
; t; q

�
in (2.6.27), which gives

P�0

��
1 � a

1 � q

�
I t; q

�
D .�1/j�jb�.q; t/P�

��
a � 1

1 � t

�
I q; t

�
:

Recalling from (2.6.9) that P�.X I q; t/ D P�.X I q�1; t�1/ we may express b�.q; t/ as

b�.q; t/ D
.�t /j�jP�0.Œ

1�a
1�q

�I t; q/

P�.Œ
1�a
1�t�1

�I q�1; t�1/
:

Applying Corollary 2.6.7 we have

b�.q; t/ D .�t /
j�jqn.�

0/tn.�/
.aI t; q/�0c�.q

�1; t�1/

.aI q�1; t�1/�c�0.t; q/
;

which, by the definitions (2.6.21) and (2.6.22), is the same as

b�.q; t/ D .�t /
j�j
Y
s2�

t l
0.s/1 � q

�a.s/t�l.s/�1

1 � aq�a
0.s/t l

0.s/

Y
s2�0

ql
0.s/1 � aq

�l 0.s/ta
0.s/

1 � ql.s/C1ta.s/
:

The product over s 2 �0 may be turned into a product over s 2 � by interchanging arm and leg lengths

with arm and leg colengths, thus giving

b�.q; t/ D .�t /
j�j
Y
s2�

qa
0.s/t l

0.s/1 � q
�a.s/t�l.s/�1

1 � qa.s/C1t l.s/
:

For the final step we note thatX
s2�

a.s/ D
X
s2�

a0.s/; and
X
s2�

l.s/ D
X
s2�

l 0.s/;

so that the expression

b�.q; t/ D
Y
s2�

1 � qa.s/t l.s/C1

1 � qa.s/C1t l.s/
D
c�.q; t/

c0
�
.q; t/

; (2.6.30)

readily follows.
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We have already met the skew Schur functions s�=�, which are indexed by skew shapes. In an

analogous way we may define the skew Macdonald polynomials. First define the q; t-Littlewood–

Richardson coefficients by

P�P� D
X
�

f ���P�; (2.6.31)

which is equivalent to requiring that

f ��� D hP�P�;Q�iq;t :

Then the skew Macdonald polynomial Q�=� is defined by

Q�=� D

X
�

f ���Q�: (2.6.32)

From this construction it is immediate that f ���jqDt D c��� and that Q�=�.X I q; q/ D s�=�.X/.

Furthermore, we have f ��� D 0 unless j�j D j�j C j�j since Q�Q� is homogeneous of degree

j�j C j�j. In fact, we have the stronger result that f ��� D 0 unless �; � � �. To prove this, let I�
be the ideal of ƒ spanned by the P� such that � � �. Then by the Pieri rule (2.6.15) it follows that

erI� � I�. Since the er generate ƒ as a Q.q; t/-algebra, I� must be an ideal of ƒ. Thus the product

P�P� lies in I� \ I� , which means �; � � � for f ��� to be nonvanishing.

We can also define a skew function P�=� by

hP�=�;Q�iq;t D hP�;Q�Q�iq;t ;

from which we see that

Q�=� D
b�.q; t/

b�.q; t/
P�=�: (2.6.33)

The vanishing properties of f ��� also imply that P�=� D Q�=� D 0 unless � � �, and both P�=� and

Q�=� are homogeneous of degree j�j � j�j. Following the same steps from (2.5.17) we may claim a

skew analogue of the Cauchy identity (2.6.8)X
�

P�.X I q; t/Q�=�.Y I q; t/ D P�.X I q; t/�1

�
XY

1 � t

1 � q

�
: (2.6.34)

Using this identity as well as the ordinary Cauchy identity leads us toX
�;�

Q�=�.X/P�.Y /Q�.Z/ D �

�
XY

1 � t

1 � q

�X
�

P�.Y /Q�.Z/

D �

�
YZ

1 � t

1 � q

�
�

�
XY

1 � t

1 � q

�
D �

�
Y.X CZ/

1 � t

1 � q

�
D

X
�

P�.Y /Q�ŒX C Y �:

Equating coefficients of P�.Y / on both sides gives

Q�ŒX CZ� D
X
�

Q�=�.X/Q�.Z/;



52 CHAPTER 2. SYMMETRIC FUNCTIONS AND MACDONALD POLYNOMIALS

and by (2.6.33),

P�ŒX CZ� D
X
�

P�=�.X/P�.Z/: (2.6.35)

Both of these expressions generalise the formula for the Schur function on the sum of alphabets

(2.5.19).

The skew Cauchy identity (2.6.34) allows us to prove a formula for the Macdonald polynomial

on the difference of two single-letter alphabets when the indexing partition has a single row. In what

follows let

2�1

�
a; b

c
I q; z

�
WD

1X
kD0

.aI q/k.bI q/k

.cI q/k.qI q/k
zk

denote the usual q-analogue of the 2F1 Gauss hypergeometric function [AAR99, GR04].

Lemma 2.6.9. Let x and y be single-letter alphabets. Then

P.r/.Œx � y�I q; t/ D x
r
2�1

�
t�1; q�r

q1�r t�1
I q;

qy

x

�
: (2.6.36)

Proof. If we set � D 0 in (2.6.34) and then replace .X; Y / 7! .x � y; 1/ we obtainX
r>0

.t I q/r

.t I t /r
P.r/.Œx � y�I q; t/ D �1

�
1 � t

1 � q
.x � y/

�
D
.txI q/1.yI q/1

.xI q/1.tyI q/1
:

Using the q-binomial theorem [GR04, Equation (II.3)] (also see (3.3.1) below) to expand the right-hand

side as a power series in x and y leads toX
r>0

.t I q/r

.t I t /r
P.r/.Œx � y�I q; t/ D

X
k;`>0

.t I q/`.t
�1I q/k

.qI q/`.qI q/k
x`.ty/k:

Equating terms of homogeneous degree r in x; y gives

.t I q/r

.t I t /r
P.r/.Œx � y�I q; t/ D

rX
kD0

.t I q/r�k.t
�1I q/k

.qI q/r�k.qI q/k
xr�k.ty/k;

which is equivalent to (2.6.36).

To conclude this chapter we introduce another scalar product on ƒn, which we now take over C.

We further assume that q; t 2 C are such that jqj; jt j < 1, and adopt the shorthand notation

.a1; : : : ; anI q/1 WD

nY
iD1

.ai I q/1:

Then for f; g 2 ƒn we define the scalar product [Mac95, p. 372]

hf; gi0n WD
1

nŠ.2� i/n

Z
Tn

f .z/g
�
z�1

� Y
16i<j6n

.zi=zj ; zj=zi I q/1

.tzi=zj ; tzj=zi I q/1

dz1
z1
� � �

dzn
zn
; (2.6.37)

where Tn WD f.z1; : : : ; zn/ 2 Cn W jzi j D 1g is the complex n-torus and z�1 WD .1=z1; : : : ; 1=zn/. It

is clear from the definition that for any f 2 ƒn,

hf .z/ �; �i0n D h�; f
�
z�1

�
�i
0
n
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Under this new scalar product the operator D1
n ((2.6.2) with r D 1) is still self-adjoint. To see this, we

first note that for u.z/ and v.z/ Laurent polynomials over C,Z
Tn

Tq;zk
�
u.z/

�
v
�
z�1

� dz1
z1
� � �

dzn
zn
D

Z
Tn

Tq;zk.v.z//u
�
z�1

� dz1
z1
� � �

dzn
zn
: (2.6.38)

This itself follows from the fact that for a Laurent polynomial f .z/,

CTf .z/ D
1

.2� i/n

Z
Tn

f .z/
dz1
z1
� � �

dzn
zn
;

where CTf .z/ denotes the constant term of f .z/. Note that his also implies that scalar product (2.6.37)

is symmetric. Thus by linearity we may assume u and v are monomials in (2.6.38), and then the result

is clear. Now again by linearity we need only verify that

1

nŠ.2� i/n

Z
Tn

Tq;zk
�
f .z/

�
g
�
z�1

� nY
iD1
i¤k

1 � tzk=zj

1 � zk=zj

Y
16i<j6n

.zi=zj ; zj=zi I q/1

.tzi=zj ; tzj=zi I q/1

dz1
z1
� � �

dzn
zn
;

is symmetric in f and g for fixed 1 6 k 6 n. By the identity

nY
iD1
i¤k

1 � tzk=zj

1 � zk=zj
D Tq;zk

� Y
16i<j6n

.zi=zj I q/1

.tzi=zj I q/1

� Y
16i<j6n

.zj=zi I q/1

.tzj=zi I q/1
;

we may rewrite this integral as

1

nŠ.2� i/n

Z
Tn

Tq;zk

�
f .z/

Y
16i<j6n

.zi=zj I q/1

.tzi=zj I q/1

�
g
�
z�1

� Y
16i<j6n

.zj=zi I q/1

.tzj=zi I q/1

dz1
z1
� � �

dzn
zn
:

An application of (2.6.38) to this expression shows the desired symmetry in f and g. Since the

eigenvalues of P�.XnI q; t/ with respect to D1
n are distinct by (2.6.10), the orthogonality of the

Macdonald polynomials follows:

hP�; P�i
0
n D 0 if � ¤ �. (2.6.39)

The quadratic norm under this new scalar product may also be evaluated explicitly as [Mac95, p. 369]

hP�;Q�i
0
n D ı��

.tnI q; t/�

.qtn�1I q; t/�

nY
iD1

.t; qt i�1I q/1

.q; t i I q/1
;

or, equivalently by (2.6.30),

hP�; P�i
0
n D ı��

.tnI q; t/�c
0
�
.q; t/

.qtn�1I q; t/�c�.q; t/

nY
iD1

.t; qt i�1I q/1

.q; t i I q/1
: (2.6.40)

Importantly, the P� may also be characterised as per Theorem 2.6.3 but with the q; t-Hall scalar

product replaced by (2.6.37). We now use this fact to prove a complementation formula for the

q; t -Littlewood–Richardson coefficients. Let � be a partition contained in some rectangle .N n/. Recall
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that O� denotes the complement of � inside this rectangle. For z D .z1; : : : ; zn/ a finite alphabet, we

first prove that [BF99, Equation (4.3)]

P O�.z/ D .z1 � � � zn/
NP�

�
z�1

�
: (2.6.41)

The leading order term on both sides of this equation is given by m O�.z/. For any pair of partitions �;�

we then have that˝
.z1 � � � zn/

NP�
�
z�1

�
; .z1 � � � zn/

NP�
�
z�1

�˛0
n
D hP�.z/; P�.z/i

0
n D hP�.z/; P�.z/i

0
n:

So both sides of (2.6.41) satisfy the conditions which characterise the Macdonald polynomials, and

therefore must be identical. Now fix another pair of partitions �; � such that �; � � � � .N n/. We

wish to prove the identity

f
O�

O��
D
Q�Œ

1�qtn�1

1�t
�

Q�Œ
1�qtn�1

1�t
�

P�Œh0in�

P�Œh0in�
f ���: (2.6.42)

By the orthogonality (2.6.39) the f O�
O��

may be expressed as

f
O�

O��
D
hP O�.z/P�.z/; P O�.z/i

0
n

hP O�.z/; P O�.z/i0n
D
hP�.z/P�.z/; P�.z/i

0
n

hP�.z/; P�.z/i0n
D
hP�.z/; P�.z/i

0
n

hP�.z/; P�.z/i0n
f ���:

All that remains is to use (2.6.40) and the specialisation formula (2.6.25) to evaluate the ratio of

quadratic norms on the right to complete the proof.



Chapter 3

Cauchy-type identities

The goal of this chapter is to prove several An generalisations of the classical (skew) Cauchy identity

(2.6.34). These formulas are based on identities for skew Macdonald polynomials, an approach that

was developed by Warnaar in [War08a, War09, War10].

3.1 Hypergeometric preliminaries

We begin this chapter by introducing some of the hypergeometric functions and functional relations

required for what follows. Firstly, for n a nonnegative integer define the Pochhammer symbol (or

rising factorial or shifted factorial) by

.a/n WD .a/.aC 1/ � � � .aC n � 1/ (3.1.1)

for n a positive integer and .a/0 WD 1. Since the product here is finite we allow a to be any complex

number or simply an indeterminate. For any z 2 C such that Re.z/ > 0, define the Euler gamma

function

�.z/ WD

Z 1
0

tz�1e�t dt: (3.1.2)

The recurrence �.z C 1/ D z�.z/ then follows by integration by parts. Using this we may extend the

gamma function to a meromorphic function with simple poles at the nonpositive integers. Moreover,

since the gamma function has no zeros, 1=�.z/ is an entire function. We also note that �.1/ D 1

automatically implies that �.nC 1/ D nŠ for any nonnegative integer n. If a 2 C n f0;�1;�2; : : : g

then we use the gamma function to extend the definition of (3.1.1) to any z 2 C such that aC z ¤

0;�1;�2; : : : by

.a/z WD
�.aC z/

�.a/
:

Notice that for n 2 N this reduces to (3.1.1). In particular if n is a nonnegative integer (and aC n is

not a positive integer), then
1

.a/�n
D .a � n/n:

55
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We have already introduced the q-analogue of the Pochhammer symbol (2.6.20),

.aI q/n WD .1 � a/.1 � aq/ � � � .1 � aq
n�1/;

as well as its infinite analogue (2.3.11)

.aI q/1 WD .1 � a/.1 � aq/.1 � aq
2/ � � � :

This last product converges for jqj < 1, but in the case of the following identities for Macdonald

polynomials it suffices to view the above as a formal power series in q. As for the ordinary Pochhammer

symbol, we can extend the finite case to any z 2 C:

.aI q/z WD
.aI q/1

.aqzI q/1
;

where here, if treated analytically, we always take 0 < q < 1 to be a real number in order to avoid

fixing a branch. As before we have that this agrees with the previously-defined case when n is a

nonnegative integer. In analogy with the expression for .a/�n we have

1

.aI q/�n
D .aq�nI q/n:

In particular 1=.qI q/�n D 0 for all positive integers n. For use below we note the identity [GR04,

Equation (I.11)]
.aI q/n�k

.bI q/n�k
D

�
b

a

�k
.aI q/n

.bI q/n

.q1�n=bI q/k

.q1�n=aI q/k
; (3.1.3)

whose verification we leave to the reader. There is also a q-analogue of the gamma function (3.1.2),

which is given by

�q.z/ WD .1 � q/
1�z.qI q/z�1; (3.1.4)

where again 0 < q < 1. Taking the limit q ! 1 returns the ordinary gamma function, and a proof

of this fact may be found in [Koo90, Appendix B]. When turning products q-shifted factorials into

products of q-gamma functions later on it is useful to note that

�q.aC z/

�q.a/
D
.qaI q/z

.1 � q/z
:

Throughout this chapter it will be useful to define the following oft-occurring hypergeometric term.

For �;� 2 P and any k 2 N, ` 2 N [ f1g such that k > l.�/ and ` > l.�/ we define [War10]

f
k;`

�;�
.aI q; t/ WD t�kj�j

kY
iD1

Ỳ
jD1

.aqtj�i�1I q/�i��j

.aqtj�i I q/�i��j
: (3.1.5)

By (3.1.3) it follows that

f
k;`

�;�
.aI q; t/ D f

`;k

�;�
.t=aqI q; t/

provided ` is finite. For infinite ` we adopt the convention t` D 0.

For our next result we would like to specialise a D tk�` (for k 6 ` and ` finite) in (3.1.5).

Potentially this could lead to problems with the double product on the right, and the following lemma

serves to show that such a specialisation is in fact permitted provided the resulting double product is

interpreted correctly.
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Lemma 3.1.1. Let � and � be partitions and k; ` 2 N such that k 6 ` and such that k > l.�/ and

` > l.�/. Then

lim
b!1

f
k;`

�;�
.btk�`I q; t/ (3.1.6)

is well-defined. Furthermore a necessary and sufficient condition for the nonvanishing of this limit is

�i > �i�kC` for 1 6 i 6 k: (3.1.7)

The inequalities (3.1.7) may conveniently be visualised as:

�1 > �2 > � � � > �k > �kC1 > � � � > 0

> > >
�1 > � � � > �`�kC1 > �`�kC2 > � � � > �` > �`C1 > � � � > 0:

(3.1.8)

It is assumed in Lemma 3.1.1 that q and t are generic. For the Schur case q D t the equation (3.1.7)

has to be replaced by

�i D �ji C i � ji C ` � k for 1 6 i 6 k;

where 1 6 j1 < j2 < � � � < jk 6 `.

Proof of Lemma 3.1.1. To see that the limit is well-defined, note that for fixed i the powers of t in

(3.1.6) are zero when j D i �kC `C1 in the numerator and j D i �kC ` in the denominator. Since

j 6 ` this yields k � ` 6 i 6 k � 1 for the numerator and k � `C 1 6 i 6 k for the denominator,

with both the lower bounds automatically satisfied since k 6 `. Therefore, taking the product of the

t -independent q-shifted factorials in (3.1.6) and making a shift in the indices yieldsQk�1
iD1 .bqI q/�i��i�kC`C1Qk
iD1.bqI q/�i��i�kC`

D
1

.bqI q/�k��`

`�1Y
iD`�kC1

.bq1C�iC`�k��i I q/�i��iC1 : (3.1.9)

Since � is a partition, �i > �iC1, and hence the limit b ! 1 exists.

The vanishing of the limit (3.1.6) is completely determined by the vanishing of the right-hand

side of (3.1.9) when b ! 1. Clearly the term 1=.qI q/�k��` will vanish unless �k > �`. In order for

(3.1.9) to be nonvanishing, one of

�iCk�` > �i ; (3.1.10a)

�iCk�` < �i D �iC1; (3.1.10b)

must hold for each i such that `� k C 1 6 i 6 `� 1. Now assume that �k > �` and one of (3.1.10a)

and (3.1.10b) holds. Consider the largest i for which (3.1.10b) holds but (3.1.10a) does not. We cannot

have i D ` � 1 as this would imply

�k < �`�1 D �`

contradicting �k > �`. Similarly, no such maximal i exists with i 6 ` � 1 as we then would get

�iCk�` < �i D �iC1:

However, as (3.1.10a) must now hold with i 7! i C 1, this would give �iCk�` < �iCk�`C1, contradict-

ing that � is a partition. Therefore we conclude that (3.1.10a) must hold for all `� k C 1 6 i 6 `� 1.

This is equivalent to the desired conditions by a shift of indices, and hence we are done.
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By abuse of notation, we will write f k;`
�;�
.tk�`I q; t/ instead of limb!1 f

k;`

�;�
.btk�`I q; t/ in the

following.

3.2 Identities for skew Macdonald polynomials

Here we present an identity which underpins the generalised Cauchy identity of Theorem 3.3.1

below. The following was originally proved by Warnaar in [War10, Theorem 3.4], but stated slightly

differently.

Proposition 3.2.1. For �;� 2 P there holdsX
�

t�j�jP�=�

�
1 � 1=a

1 � t

�
Q�=�

�
1 � aq=t

1 � t

�
(3.2.1)

D P�

�
1 � tk=a

1 � t

�
Q�

�
1 � aqt`�1

1 � t

�
f
k;`

�;�
.aI q; t/;

where k 2 N and ` 2 N [ f1g may be chosen arbitrarily, provided that k > l.�/ and ` > l.�/.

In [War10] the right-hand side of (3.2.1) is stated with ` D k. Of course, since the left-hand side

does not depend on k and `, the above form of the identity is not actually more general. Indeed,

f
k;`

�;�
.aI q; t/

D t�.k�l.�//j�jf
l.�/;l.�/

�;�
.aI q; t/

l.�/Y
iD1

Ỳ
jDl.�/C1

.aqtj�i�1I q/�i
.aqtj�i I q/�i

kY
iDl.�/C1

l.�/Y
jD1

.aqtj�i�1I q/��j

.aqtj�i I q/��j

D f
l.�/;l.�/

�;�
.aI q; t/

.aqt l.�/�1I q; t/�

.aqt`�1I q; t/�

.t l.�/=aI q; t/�

.tk=aI q; t/�
:

Substituting this in the right-hand side of (3.2.1) and using (2.6.25) yields the identity with k and `

replaced by l.�/ and l.�/. For later use we note that from the above and (2.6.25) it follows that

f
k;1

�;�
.aI q; t/Q�

�
1

1 � t

�
D f

k;`

�;�
.aI q; t/Q�

�
1 � aqt`�1

1 � t

�
; (3.2.2)

where ` is an arbitrary integer such that ` > l.�/.

Proof of Proposition 3.2.1. By our previous considerations it suffices to prove the identity for k D `.

Assuming this, let �; � 2 Pk so that we have the generalised evaluation symmetry ((2.6.19) with

.n; �; �/ 7! .k; �; �/), i.e.,

P�

�
1 � atk

1 � t

�
P�

�
ah�ik C

1 � a

1 � t

�
D P�

�
1 � atk

1 � t

�
P�

�
ah�ik C

1 � a

1 � t

�
:

On the left-hand side we apply (2.6.35) with .�; �;X;Z/ 7! .�; !; ah�ik; .1 � a/=.1 � t //, i.e.,

P�

�
ah�ik C

1 � a

1 � t

�
D

X
!

P�=!

�
1 � a

1 � t

�
P!Œah�ik�:
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For another alphabet X we multiply both sides of this new expression by Q�.X/ and sum over � to

obtain

X
�;!

P�

�
1 � atk

1 � t

�
Q�.X/P�=!

�
1 � a

1 � t

�
P!Œah�ik� D P�

�
1 � atk

1 � t

�X
�

P�

�
ah�ik C

1 � a

1 � t

�
Q�.X/:

By the Cauchy identity (2.6.8) this is equivalent to

X
�;!

P�

�
1 � atk

1 � t

�
Q�.X/P�=!

�
1 � a

1 � t

�
P!Œah�ik� D P�

�
1 � atk

1 � t

�
�1

�
ah�ikX

1 � t

1 � q

�
�1

�
X
1 � a

1 � q

�
;

where we have applied the sum rule for �1 on the right (2.3.4a). We now choose the alphabet X to be

X D bh�ik for � 2 Pk and b a parameter, giving

X
�;!

P�

�
1 � atk

1 � t

�
Q�Œbh�ik�P�=!

�
1 � a

1 � t

�
P!Œah�ik� (3.2.3)

D P�

�
1 � atk

1 � t

�
�1

�
abh�ikh�ik

1 � t

1 � q

�
�1

�
bh�ik

1 � a

1 � q

�
:

We now turn our attention to the left-hand side, which we denote by LHS(3.2.3). By the homogeneity

of the Macdonald polynomials we may pull out factors of a and b in the sum. Then by the classical

evaluation symmetry (2.6.13) applied to P�Œh�ik� we get

LHS(3.2.3) D
X
�;!

aj!jbj�j
P�Œh0ik�

P�Œh0ik�
Q�

�
1 � atk

1 � t

�
P�=!

�
1 � a

1 � t

�
P�Œh�ik�P!Œh�ik�:

The product P�Œh�ik�P!Œh�ik� may be expanded as in (2.6.31) with .�; �; �/ 7! .�; �; !/, so that

LHS(3.2.3) D
X
�;�;!

aj!jbj�jf
�

�!

P�Œh0ik�

P�Œh0ik�
Q�

�
1 � atk

1 � t

�
P�=!

�
1 � a

1 � t

�
P�Œh�ik�:

Again applying the evaluation symmetry, this time to P�Œh!ik�, the resulting sum over � may be evalu-

ated using the Cauchy identity (2.6.8) under the substitution .�;X; Y / 7! .�; bh�ik; .1�at
k/=.1� t //.

This leads us to

LHS(3.2.3) D
X
�;!

aj!jf
�

�!

P�Œh0ik�

P�Œh0ik�
P�=!

�
1 � a

1 � t

�
�1

�
bh�ik

1 � atk

1 � q

�
:

For now we have finishing manipulating only the left-hand side, and so return to the full identity

(3.2.3). Writing out the functions �1 in terms of q-shifted factorials we have thus derived the formula

X
�;!

aj!jf
�

�!
P�Œh0ik�P�=!

�
1 � a

1 � t

� kY
iD1

.abq�i t2k�i I q/1

.bq�i tk�i I q/1

D P�Œh0ik�P�

�
1 � atk

1 � t

� kY
i;jD1

.abq�iC�j t2k�i�jC1I q/1

.abq�iC�j t2k�i�j I q/1

kY
iD1

.abq�i tk�i I q/1

.bq�i tk�i I q/1
:
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If we scale b 7! bt1�k and make some elementary manipulations using q-shifted factorials this reduces

to the simpler expressionX
�;!

aj!j
.bI q; t/�

.abtkI q; t/�
f
�

�!
P�Œh0ik�P�=!

�
1 � a

1 � t

�
(3.2.4)

D
.bI q; t/�

.abI q; t/�
P�Œh0ik�P�

�
1 � atk

1 � t

� kY
i;jD1

.abtk�i�jC1I q/�iC�j

.abtk�i�jC2I q/�iC�j
:

To complete the proof we would like to take complements of the partitions � and �. For fixed ! in

the sum there will be finitely many choices for the partition � since the q; t-Littlewood–Richardson

coefficient vanishes unless j�j D j�j C j!j. Since the sum over ! is also finite there will exist some

integer N such that �; !; � � .N k/ for all possible choices of ! and �. Choosing such an N , we

replace � and � by their complements O� and O� inside of .N k/. In order to simplify the resulting

expression we will use several identities relating �; � and O�; O�. Firstly, it follows readily from (3.1.3)

that
.aI q; t/ O�
.bI q; t/ O�

D

�
b

a

�j�j .aI q; t/.Nk/
.bI q; t/.Nk/

.q1�ntk�1=bI q; t/�

.q1�ntk�1=aI q; t/�
:

Also, the identity

P O�Œh0ik� D t
N.k2/�.k�1/j�jP�Œh0ik�

may be verified directly from Proposition 2.6.6 and the definition (2.6.22). Lastly, we will need

(2.6.42) with .n; �; �; �/ 7! .k; �; �; !/, which is

f
O�

O�!
D
Q�Œ

1�qtk�1

1�t
�

Q�Œ
1�qtk�1

1�t
�

P�Œh0ik�

P�Œh0ik�
f ��!:

Returning to (3.2.4), we specialise b D q�N and apply the previous three identities to obtain the

expression X
�;!

t�!f ��!Q�

�
1 � q=at

1 � t

�
P�=!

�
1 � a

1 � t

�

D t�kj�jQ�

�
1 � qtk�1=a

1 � t

�
P�

�
1 � atk

1 � t

� kY
i;jD1

.qtj�i�1=aI q/�i��j

.qtj�i=aI q/�i��j
;

which is independent of N . All that remains is to evaluate the sum over � by the definition of the skew

Macdonald polynomial (2.6.32) and replace a 7! 1=a so that

X
!

t�!Q�=!

�
1 � aq=t

1 � t

�
P�=!

�
1 � 1=a

1 � t

�
D Q�

�
1 � aqtk�1

1 � t

�
P�

�
1 � tk=a

1 � t

�
f
k;k

�;�
.aI q; t/;

where we recall the definition of f k;k
�;�
.aI q; t/ from (3.1.5). This is the statement of the proposition for

k D `.

For convenience we also state the following corollary, which follows directly from the proposition

under the substitution a D tk�` for k 6 `.
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Corollary 3.2.2. Let k; ` 2 N such that k 6 `. Then, for partitions �;� such that l.�/ 6 k,X
�

t�j�jP�=�

�
1 � t`�k

1 � t

�
Q�=�

�
1 � qtk�`�1

1 � t

�
D P�

�
1 � t`

1 � t

�
Q�

�
1 � qtk�1

1 � t

�
f
k;`

�;�
.tk�`I q; t/:

The above corollary is essentially [War08a, Theorem 4.1, u D 0]. It should be noted that the

condition l.�/ 6 ` has been dropped in comparison with Proposition 3.2.1 and [War08a, Theorem 4.1],

since both sides identically vanish when l.�/ > `. To see this, note that the summand vanishes unless

� � �, � � � and �i�kC` 6 �i for all i > 1. This in particular implies that the summand vanishes

unless�i�kC` 6 �i for all i > 1, in accordance with (3.1.7). When i D kC1 this yields�`C1 6 �kC1.

Now, since l.�/ 6 k, �kC1 D 0 so that �`C1 D 0, i.e., l.�/ 6 `. Since the alphabet .1 � t`/=.1 � t /

has finite cardinality `, the right-hand side has this same vanishing property.

3.3 An Cauchy-type identities

As we will see below, the Cauchy identity for Macdonald polynomials may be viewed as a discrete

analogue of the AFLT integral. This relationship may be traced back to the beta integral (1.1.3)

through the well-known q-binomial theorem. For a; q; x 2 C such that jxj; jqj < 1, this is [AAR99,

Theorem 10.2.1]
1X
nD0

.aI q/n

.qI q/n
xn D

.axI q/1

.xI q/1
: (3.3.1)

This summation may be viewed as a discrete analogue of the beta integral (1.1.3) by introducing the

Jackson or q-integral. For real q such that 0 < q < 1 the Jackson integral over the unit interval is Œ0; 1�

defined by Z 1

0

f .t/ dqt WD .1 � q/
1X
nD0

f .qn/qn; (3.3.2)

where f W R �! C is any function such that the right-hand side converges. Letting q tend to 1 the

Jackson integral converges to the Riemann integral on Œ0; 1�. If we set .a; x/ 7! .qˇ ; q˛/ in (3.3.1) then

the sum may be written as a Jackson integral and the right-hand side expressed in terms of q-gamma

functions (3.1.4), so that Z 1

0

t˛�1.qt I q/ˇ�1 dqt D
�q.˛/�q.ˇ/

�q.˛ C ˇ/
: (3.3.3)

Sending q ! 1� recovers the beta integral. This same procedure of writing a q-hypergeometric

identity as a (multidimensional) q-integral, then taking the limit q ! 1, also applies to integrals of

Selberg type. Indeed, it is this method of proof which is applied in Chapter 4 to derive the An AFLT

integral. In the case of the Selberg integral and its generalisations, the summations we require involve

Macdonald polynomials. For example, in [Mac95, p. 373–376], Macdonald uses the summation,X
�

tn.�/.aI q; t/�

c0
�
.q; t/

P�.X I q; t/ D
Y
x2X

.axI q/1

.xI q/1
D �1

�
X
1 � a

1 � q

�
;

to derive a q-analogue of Kadell’s integral (1.2.2). The above is known as the Kaneko–Macdonald

q-binomial theorem, and was originally proved independently by Kaneko [Kan96, Theorem 3.4]
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and Macdonald [Macb, Equation (1.10)]. For X a single-letter alphabet this reduces to the ordinary

q-binomial theorem (3.3.1). The formula itself follows from the Cauchy identity (2.6.8) under the

plethystic substitution Y 7! .1� a/=.1� t /. To account for the two Jack polynomials occurring in the

AFLT integral (1.2.4), the jumping-off point in the analogous proof of the AFLT integral requires the

full Cauchy identity. Along the way, one picks up a q-analogue of the AFLT integral in the form of a

multidimensional Jackson integral; see Theorem 6.1.1.

To evaluate the An Selberg and Kadell integrals, Warnaar proved an analogue of the Kaneko–

Macdonald q-binomial theorem which can be thought of as an identity for An [War09, Theorem 3.1].

In generalising this approach to the An AFLT integral we require An summations which are of Cauchy-

type. To this end, we think of (2.6.8) as an identity for A1 in which the two alphabets X and Y are

attached to the single vertex of the corresponding Dynkin diagram:

X

Y

Extending this to An, we consider sums of the form

X
�.1/;:::;�.n/

nY
rD1

P�.r/
�
X .r/

�
Q�.r/

�
Y .r/

� n�1Y
rD1

f
kr ;krC1

�.r/;�.rC1/
.ar I q; t/; (3.3.4)

where the functions f kr ;krC1
�.r/;�.rC1/

represent the edges of the An Dynkin diagram:

X .1/ X .2/ X .r�1/ X .n�1/ X .n/

Y .1/ Y .2/ Y .r�1/ Y .n�1/ Y .n/

In (3.3.4) we choose k1 6 k2 6 � � � 6 kn�1 to be nonnegative integers and kn 2 N [ f1g. Also, ar
for 1 6 r 6 n� 2 will be fixed as ar D tkr�krC1 , whereas an�1 is an indeterminate. In the sum (3.3.4)

we also specialise the alphabets X .2/; : : : ; X .n/ and Y .1/; : : : ; Y .n�1/ as

X .rC1/
D
1 � tkr=ar

1 � t
; Y .r/ D zr

t � arqt
krC1

1 � t
for 1 6 r 6 n � 1; (3.3.5)

and fix the cardinalities of X .1/ and Y .n/ to be

jX .1/
j D k1; jY .n/j D kn:

It should be noted that, since ar D tkr�krC1 for r ¤ n � 1, we have

X .r/
D
1 � tkr

1 � t
for 2 6 r 6 n � 1; (3.3.6)

so that jX .r/j D kr for all 1 6 r 6 n � 1.

Recall the convention that tk WD 0 if k D1. Our first An Cauchy-type formula may then be stated

as follows.
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Theorem 3.3.1 (An Cauchy-type formula I). Let k1 6 k2 6 � � � 6 kn�1 be nonnegative integers

and kn 2 N [ f1g. Then for an�1 an indeterminate, ar WD tkr�krC1 for 1 6 r 6 n � 2, X .1/ D

x1 C � � � C xk1 , Y
.n/ D y1 C � � � C ykn and X .2/; : : : ; X .n/; Y .1/; : : : ; Y .n�1/ as in (3.3.5), and

W WD z1 � � � zn�1X
.1/
C

n�1X
rD1

zrC1 � � � zn�1
1 � 1=ar

1 � t
;

we have

X
�.1/;:::;�.n/

nY
rD1

P�.r/
��
X .r/

�
I q; t

�
Q�.r/=�.r/

��
Y .r/

�
I q; t

� n�1Y
rD1

f
kr ;krC1

�.r/;�.rC1/
.ar I q; t/ (3.3.7)

D P�.n/
�
ŒW �I q; t

� n�1Y
rD1

� k1Y
iD1

.arqz1 � � � zrxi I q/1

.tz1 � � � zrxi I q/1

knY
jD1

.zrC1 � � � zn�1yj=ar I q/1

.zrC1 � � � zn�1yj I q/1

�

�

k1Y
iD1

knY
jD1

.tz1 � � � zn�1xiyj I q/1

.z1 � � � zn�1xiyj I q/1

Y
16r<s6n�1

krC1�krY
iD1

.asqt
i�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1
;

where �.1/; : : : ; �.n�1/ WD 0 and �.n/ is an arbitrary partition.

For n D 1 the theorem reduces to (2.6.34) with .X; Y; �/ 7! .X .1/; Y .1/; �.n//, and for n D 2,

k2 finite and �.n/ D 0 it coincides with [War10, Theorem 1.2]. When n > 2 there is some mild

redundancy in (3.3.7) since the substitutionX .1/ 7! z�11 X
.1/ eliminates any reference to z1. We further

remark that we do not know how to evaluate the left-hand side of (3.3.7) in closed-form if one (or more)

of the ar for 1 6 r 6 n � 2 is an indeterminate. Since jX .r/j D kr for 1 6 r 6 n � 1 the summand

vanishes unless l.�.r// 6 kr for this same range of r . If ar for some r 6 n � 2 is an indeterminate,

then �.rC1/ can have an arbitrarily large length, which prevents us from applying Proposition 3.2.1 in

our proof. Requiring ar D tkr�krC1 for 1 6 r 6 n � 1 allows us to use Corollary 3.2.2 in place of

the proposition. We are, however, allowed to keep an�1 an indeterminate since Y .n/ is either a finite

alphabet of cardinality kn, or countably infinite, permitting us to apply Proposition 3.2.1. For more

details we refer to the proof of the theorem contained in the next section.

There is a second, closely related, Cauchy-type identity, in which kn is finite and no longer

corresponds to the cardinality of Y .n/.

Corollary 3.3.2 (An Cauchy-type formula II). Let k1 6 k2 6 � � � 6 kn be nonnegative integers.

Then for ar WD tkr�krC1 for 1 6 r 6 n � 1, X .1/ D x1 C � � � C xk1 , Y
.n/ D y1 C y2 C � � � and

X .2/; : : : ; X .n/; Y .1/; : : : ; Y .n�1/ as in (3.3.5), and

W WD z1 � � � zn�1X
.1/
C

n�1X
rD1

zrC1 � � � zn�1
1 � tkr�krC1

1 � t
;
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we have

X
�.1/;:::;�.n/

nY
rD1

P�.r/
��
X .r/

�
I q; t

�
Q�.r/=�.r/

��
Y .r/

�
I q; t

� n�1Y
rD1

f
kr ;krC1

�.r/;�.rC1/
.ar I q; t/ (3.3.8)

D P�.n/
�
ŒW �I q; t

� n�1Y
rD1

� k1Y
iD1

.qtkr�krC1z1 � � � zrxi I q/1

.tz1 � � � zrxi I q/1

Y
j>1

.tkrC1�krzrC1 � � � zn�1yj I q/1

.zrC1 � � � zn�1yj I q/1

�

�

k1Y
iD1

Y
j>1

.tz1 � � � zn�1xiyj I q/1

.z1 � � � zn�1xiyj I q/1

Y
16r<s6n�1

krC1�krY
iD1

.qt iCks�ksC1�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1
;

where �.1/; : : : ; �.n�1/ WD 0 and �.n/ is an arbitrary partition.

We note that in the above corollary the range for which (3.3.6) holds includes r D n. In particular

jX .r/j D kr for all 1 6 r 6 n. The corollary simplifies to the An q-binomial theorem [War09,

Theorem 3.2] if we replace Y .n/ 7! znt
kn�1.1� a/=.1� t / and zr 7! zr t

kr�1�1 for all 1 6 r 6 n� 1

where k0 WD 0.

Proof of Corollary 3.3.2. We take Theorem 3.3.1 with kn D 1. Then Y .n/ D y1 C y2 C � � � in

accordance with the corollary. Moreover, by (3.2.2) and the fact that �.n�1/ D 0,

Q�.n�1/=�.n�1/

�
Y .n�1/

�
f
kn�1;kn
�.n�1/;�.n/

.an�1I q; t/

D Q�.n�1/

�
znt

1 � t

�
f
kn�1;1

�.n�1/;�.n/
.an�1I q; t/

D Q�.n�1/

�
zn
t � an�1qt

Okn

1 � t

�
f
kn�1; Okn
�.n�1/;�.n/

.an�1I q; t/

D Q�.n�1/=�.n�1/Œ OY
.n�1/�f

kn�1; Okn
�.n�1/;�.n/

.an�1I q; t/:

Here Okn is an arbitrary integer such that Okn > l.�.n// and OY .n�1/ WD zn.t � an�1qt
Okn/=.1� t /, so that

OY .n�1/ corresponds to Y .n�1/ in (3.3.5) except that kn has been replaced by Okn. Of course, since we

are summing over all partitions �.n/ there exists no integer Okn such that Okn > l.�.n// for all �.n/. To

get around this problem we specialise an�1 D qkn�1�
Okn . Then X .n/ D .1� t

Okn/=.1� t / of cardinality

j Oknj so that without loss of generality we may assume that l.�.n// 6 Okn. Finally replacing Okn by kn
completes the proof.

The proof of the An AFLT integral actually requires a plethystically substituted version of the

�.n/ D 0 instance of (3.3.8) obtained by replacing Y .n/ 7! Y .n/ C .c � d/=.1 � t /. For convenience

we state this as a corollary.
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Corollary 3.3.3. With the same conditions as in Corollary 3.3.2,X
�.1/;:::;�.n/

P�.n/
��
X .n/

�
I q; t/Q�.n/

��
Y .n/ C

c � d

1 � t

�
I q; t

�

�

n�1Y
rD1

�
P�.r/

��
X .r/

�
I q; t

�
Q�.r/

��
Y .r/

�
I q; t

�
f
kr ;krC1

�.r/;�.rC1/
.ar I q; t/

�
D

n�1Y
rD1

� k1Y
iD1

.qtkr�krC1z1 � � � zrxi I q/1

.tz1 � � � zrxi I q/1

Y
j>1

.tkrC1�krzrC1 � � � zn�1yj I q/1

.zrC1 � � � zn�1yj I q/1

�

�

k1Y
iD1

Y
j>1

.tz1 � � � zn�1xiyj I q/1

.z1 � � � zn�1xiyj I q/1

k1Y
iD1

.dz1 � � � zn�1xi I q/1

.cz1 � � � zn�1xi I q/1

�

n�1Y
rD1

krC1�krY
iD1

.dzrC1 � � � zn�1t
i�1I q/1

.czrC1 � � � zn�1t i�1I q/1

Y
16r<s6n�1

krC1�krY
iD1

.qt iCks�ksC1�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1
:

We will not give an explicit proof of this corollary, but note that the substitution Y .n/ 7! Y .n/ C

.c � d/.1 � t / can easily be carried out noting that the right-hand side of (3.3.8) without P�.n/ŒW � is

expressible in terms of �1 as

�1

"
n�1X
rD1

�
tz1 � � � zr

1 � qtkr�krC1�1

1 � q
X .1/
C zrC1 � � � zn�1

1 � tkrC1�kr

1 � q
Y .n/

�
C

z1 � � � zn�1
1 � t

1 � q
X .1/Y .n/ C

X
16r<s6n�1

tzrC1 � � � zs
.1 � qtks�ksC1�1/.1 � tkrC1�kr /

.1 � q/.1 � t /

#
:

The expression of the corollary is then a simple computation involving the use of the addition and

subtraction rules for �1 (2.3.4).

3.4 Proof of Theorem 3.3.1

The proof proceeds by using the identities for skew Macdonald polynomials obtained at the beginning

of the chapter to inductively evaluate the sums over �.r/. We define two families of auxiliary alphabets

fX .r;m/g06m<r6n and fZ.r/gnrD1 as

X .r;m/
WD

8̂̂<̂
:̂
z1 � � � zmX

.1/
C

mX
uD1

zuC1 � � � zm
1 � 1=au

1 � t
if r D mC 1;

1 � 1=ar�1

1 � t
otherwise;

and

Z.r/ WD

8̂<̂
:
Y .n/ if r D n;

zr
t � arq

1 � t
otherwise:

The first family satisfies the simple recursion

zmC1X
.mC1;m/

CX .mC2;m/
D X .mC2;mC1/: (3.4.1)
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Lemma 3.4.1. For n;m integers such that 0 6 m 6 n � 1, and �.n/ a partition, define

gm WD

mY
rD1

k1Y
iD1

.arqz1 � � � zrxi I q/1

.tz1 � � � zrxi I q/1

Y
16r<s6m

krC1�krY
iD1

.asqt
i�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1
(3.4.2)

�

X
�.mC1/;:::;�.n�1/

nY
rDmC1

�
zj�

.r/j
r

X
�.r/

P�.r/=�.r�1/
��
X .r;m/

�
I q; t

�
Q�.r/=�.r/

��
Z.r/

�
I q; t

��
;

where �.m/ WD 0. Then gm D gmC1 for 0 6 m 6 n � 2.

Proof. Since �.m/ WD 0, the sum over �.mC1/ in (3.4.2) is of the form (2.6.34) with

.X; Y; �; �/ 7!
�
X .mC1;m/; Z.mC1/; �.mC1/; �.mC1/

�
and hence equates to

P�.mC1/
�
X .mC1;m/

�
�1

�
1 � t

1 � q
X .mC1;m/Z.mC1/

�
:

Since 0 6 m 6 n � 2, it follows that

�1

�
1 � t

1 � q
X .mC1;m/Z.mC1/

�
D �1

�
z1 � � � zmC1

t � amC1q

1 � q
X .1/
C

mX
rD1

zrC1 � � � zmC1
.1 � tkrC1�kr /.t � amC1q/

.1 � t /.1 � q/

�

D

k1Y
iD1

�z1���zmC1

�
t � amC1q

1 � q
xi

� mY
rD1

krC1�krY
iD1

�zrC1���zmC1

�
t i�1.t � amC1q/

1 � q

�

D

k1Y
iD1

.amC1qz1 � � � zmC1xi I q/1

.tz1 � � � zmC1xi I q/1

mY
rD1

krC1�krY
iD1

.amC1qt
i�1zrC1 � � � zmC1I q/1

.t izrC1 � � � zmC1I q/1
;

where the second equality follows from (2.3.4a) and the last equality from Lemma 2.3.2. As a result,

gm D

mC1Y
rD1

k1Y
iD1

.arqz1 � � � zrxi I q/1

.tz1 � � � zrxi I q/1

Y
16r<s6mC1

krC1�krY
iD1

.asqt
i�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1

�

X
�.mC1/;:::;�.n�1/

�
P�.mC1/

�
zmC1X

.mC1;m/
�

�

nY
rDmC2

�
zj�

.r/j
r

X
�.r/

P�.r/=�.r�1/
�
X .r;m/

�
Q�.r/=�.r/

�
Z.r/

���
:

After interchanging the order of the sum over �.mC1/ with those over the �.r/, the former can be

summed using (2.6.35) with

.X;Z; �; �/ 7!
�
X .mC2;m/; zmC1X

.mC1;m/; �.mC2/; �.mC1/
�
:

Thanks to the recursion (3.4.1) this yields P�.mC2/ŒX .mC2;mC1/�, resulting in gm D gmC1.
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We are now ready to prove Theorem 3.3.1. As a first step we eliminate f kr ;krC1
�.r/;�.rC1/

.ar I q; t/ from

the summand in (3.3.7) by applying Corollary 3.2.2 with

.�; �; �; k; `/ 7! .�.r/; �.rC1/; �.r/; kr ; krC1/ for 1 6 r 6 n � 2

and Proposition 3.2.1 with

.a; �; �; �; k; `/ 7! .an�1; �
.n�1/; �.n/; �.n�1/; kn�1; kn/ for r D n � 1:

Then

X
�.1/;:::;�.n/

nY
rD1

P�.r/
�
X .r/

�
Q�.r/=�.r/

�
Y .r/

� n�1Y
rD1

f
kr ;krC1

�.r/;�.rC1/
.ar I q; t/

D

X
�.1/;:::;�.n/

X
�.1/;:::;�.n�1/

P�.1/
�
X .1/

�
Q�.n/=�.n/

�
Y .n/

�
�

n�1Y
rD1

zj�
.r/j

r Q�.r/=�.r/

�
t � arq

1 � t

�
P�.rC1/=�.r/

�
1 � 1=ar

1 � t

�

D

X
�.1/;:::;�.r�1/

nY
rD1

�
zj�

.r/j
r

X
�.r/

P�.r/=�.r�1/ŒX
.r;0/�Q�.r/=�.r/

�
Z.r/

��ˇ̌̌̌
znD1; �.n/D�.n/

D g0
ˇ̌
znD1; �.n/D�.n/

;

where in the fourth line �.0/ WD 0, and where g0 is defined in (3.4.2). Using Lemma 3.4.1 we may

replace g0 by gn�1, leading to

X
�.1/;:::;�.n/

nY
rD1

P�.r/
�
X .r/

�
Q�.r/=�.r/

�
Y .r/

� n�1Y
rD1

f
kr ;krC1

�.r/;�.rC1/
.ar I q; t/

D

n�1Y
rD1

k1Y
iD1

.arqz1 � � � zrxi I q/1

.tz1 � � � zrxi I q/1

Y
16r<s6n�1

krC1�krY
iD1

.asqt
i�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1

�

X
�.n/

P�.n/
�
X .n;n�1/

�
Q�.n/=�.n/

�
Y .n/

�
:

The final sum on the right can be carried out by (2.6.34) with

.X; Y; �; �/ 7!
�
X .n;n�1/; Y .n/; �.n/; �.n/

�
:

Since W D X .n;n�1/ and

�1

�
1 � t

1 � q
X .n;n�1/Y .n/

�
D �1

�
z1 � � � zn�1

1 � t

1 � q
X .1/Y .n/ C

n�1X
rD1

zrC1 � � � zn�1
1 � 1=ar

1 � q
Y .n/

�

D

k1Y
iD1

knY
jD1

.tz1 � � � zn�1xiyj I q/1

.z1 � � � zn�1xiyj I q/1

n�1Y
rD1

knY
jD1

.zrC1 � � � zn�1yj=ar I q/1

.zrC1 � � � zn�1yj I q/1
;

the right-hand side of the theorem results.





Chapter 4

An integrals

The purpose of this chapter is to use the summation formulas for Macdonald polynomials proved in the

previous chapter to derive two An Selberg integrals. The first of these is an An analogue of the AFLT

integral, and the second is an An analogue of Warnaar’s sl3 Selberg integral. To begin the section we

describe how An Selberg integrals arise through the Knizhnik–Zamolodchikov equations. The domain

of integration for the An Selberg integral is also described in detail.

4.1 g-Selberg integrals, Knizhnik–Zamolodchikov equations, and

the Mukhin–Varchenko conjecture

Before we launch into the evaluation of the An AFLT integral we will explain the connection between

Knizhnik–Zamolodchikov (KZ) equations and hypergeometric integrals.

The Knizhnik–Zamolodchikov equations are a family of partial differential equations based on Lie

algebras, which first arose in the work of Knizhnik and Zamolodchikov in two-dimensional conformal

field theory [KZ86]. Although they may be described much more generally, we restrict ourselves to

the following case which is sufficient for our purposes. Let g be a simple Lie algebra of rank n with

associated root system ˆ. We denote the simple roots of ˆ by Q̨ i for 1 6 i 6 n to avoid clashes of

notation with our Selberg integrals, and the Chevalley generators by ei , fi , and hi . Let V� and V� be

two highest weight modules for g and � 2 U.g/˝U.g/ the Casimir element. The space of singular

vectors in V� ˝ V� of weight � is defined to be

Sing�;�Œ�� WD fv 2 V� ˝ V� W hiv D �.hi/v, eiv D 0, 1 6 i 6 ng:

Then the KZ equations for a function u.z; w/ W C2 �! V� ˝ V� form the system1

�
@u

@z
D

�

z � w
u; and �

@u

@w
D

�

w � z
u:

In [SV91], Schechtman and Varchenko solve the KZ equations for an arbitrary simple Lie algebra

when the function u takes values in Sing�;�Œ�C � �
Pn
iD1 Q̨ iki �. Their solutions may be expressed

1 For the more general definition alluded to earlier see [EFJ98].
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in terms of k1 C � � � C kn dimensional hypergeometric integrals. If I is an ordered multiset then we

write f I for the product
Q
i2I fi , where the product is taken with respect to the order. Schechtman

and Varchenko express u.z; w/ as

u.z; w/ D
X

uI;J .z; w/f
Iv� ˝ f

Jv�;

where the sum is over all ordered multisets I; J of f1; : : : ; ng such that i appears precisely ki times in

I [ J and v�; v� are the highest weight vectors of V� and V� respectively. The coordinate functions

uI;J .z; w/ are given by

uI;J .z; w/ D

Z
�

‰.z;wI t /!I;J .z; wI t / dt;

where !I;J .z; wI t / is some explicitly known rational function and � is a suitable domain of integration.

The function ‰.z;wI t / is known as the phase function (or master function) and is defined as follows.

The first ki integration variables are attached to Q̨ i so that Q̨ tj WD Q̨ i provided k1 C � � � C ki�1 < j 6
k1 C � � � C ki . Then

‰.z;wI t / D .z � w/.�;�/=�
kY
iD1

.ti � z/
�.�; Q̨ ti /=�.ti � w/

�.�; Q̨ ti /=�
Y

16i<j6k

.ti � tj /
. Q̨ ti ; Q̨ tj /=�;

where .�; �/ is the standard bilinear form on the dual of the Cartan subalgebra. Departing from Schecht-

man and Varchenko’s construction, we note that the phase function is a two-parameter deformation of

the integrand of the Selberg integral. In order to obtain explicit Selberg-type integrals we work with

the normalised phase function

‰.t/ D

kY
iD1

t
�.�; Q̨ ti /=�

i .1 � ti/
�.�; Q̨ ti /=�

Y
16i<j6k

.ti � tj /
. Q̨ ti ; Q̨ tj /=� : (4.1.1)

In 2000, this relationship lead Mukhin and Varchenko to make the following remarkable conjecture

[MV00, Conjecture 1].

Conjecture 4.1.1. If the space of singular vectors of weight �C � �
Pn
iD1 ki Q̨ i is one-dimensional,

then the integral Z
�

‰.t/ dt

evaluates as a product of gamma functions. Here � � Œ0; 1�k is a real domain of integration not

specified.

For g D sl2 D A1 with the single fundamental weight ƒ1, the weights may be expressed as

� D �1ƒ1 and � D �1ƒ1. Then the function (4.1.1) becomes

‰.t/ D

kY
iD1

t
��1=�
i .1 � ti/

��1=�
Y

16i<j6k

.ti � tj /
2=� :

This is simply the integrand of the Selberg integral with .˛; ˇ; 
/ 7! .1 � �1=�; 1 � �2=�; 1=�/.

Thus the k-simplex is a suitable domain of integration, and by Selberg’s formula (1.1.2) the integral
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evaluates as a product of gamma functions. Currently the conjecture has only been resolved for

g D An. The A2 case was handled by Tarasov and Varchenko [TV03, Theorem 3.2], and the general

An case by Warnaar [War09, Theorem 1.2]. It should be pointed out that some low-rank cases have

been computed in types Bn;Cn, and Dn by Mimachi and Takamuki by iterating the Euler beta integral,

or the ordinary Selberg integral [MT05].

4.2 Domains of integration

The domain C k1;:::;kn
 Œ0; 1� of the integral (1.3.4) takes the form of a chain in the usual sense of

algebraic topology. For n D 1 the domain C k1
 Œ0; 1� is the k1-simplex given in (1.1.4). In order to

describe C k1;:::;kn
 Œ0; 1� for n > 2, we first consider Dk1;:::;knŒ0; 1� � Œ0; 1�k1C���Ckn as the set of points�
t .1/; t .2/; : : : ; t .n/

�
D
�
t
.1/
1 ; : : : ; t

.1/

k1
; t
.2/
1 ; : : : ; t

.2/

k2
; : : : ; t

.n/
1 ; : : : ; t

.n/

kn

�
2 Œ0; 1�k1C���Ckn

subject to

0 < t
.r/
1 < � � � < t

.r/

kr
< 1 for 1 6 r 6 n;

and

t
.r/
i < t

.rC1/

i�krCkrC1
for 1 6 i 6 kr , 1 6 r 6 n � 1:

Following (3.1.8) this may be visualised as

0 < t
.r/
1 < t

.r/
2 < � � � < t

.r/

kr
< 1

< < <

0 < t
.rC1/
1 < � � � < t

.rC1/

krC1�krC1
< t

.rC1/

krC1�krC2
< � � � < t

.rC1/

krC1
< 1:

We need to consider all possible total orderings between the integration variables t .r/ and t .rC1/

consistent with the above partial order. Each such total ordering may be described by a map

Mr W f1; : : : ; krg �! f1; : : : ; krC1g;

such that Mr.i/ 6 Mr.i C 1/ and 1 6 Mr.i/ 6 i C krC1 � kr , so that

t
.rC1/

Mr .i/�1
< t

.r/
i < t

.rC1/

Mr .i/
; (4.2.1)

where t .rC1/0 WD 0. In view of this we define the sets

D
k1;:::;kn
M1;:::;Mn�1

� Dk1;:::;knŒ0; 1�

by requiring that (4.2.1) holds for fixed admissible mapsM1; : : : ;Mn�1. ThenDk1;:::;kn can be written

as the chain

Dk1;:::;knŒ0; 1� D
X

M1;:::;Mn�1

D
k1;:::;kn
M1;:::;Mn�1

Œ0; 1�;

where the sum is over all admissible mapsM1; : : : ;Mn�1. Analytically continuing the weight function

F
k1;:::;kn
M1;:::;Mn�1

.
/ WD

n�1Y
rD1

krY
iD1

sin.�.i C krC1 � kr �Mr.i/C 1/
/

sin.�.i C krC1 � kr/
/
for 
 2 C n Z; (4.2.2)
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to include 
 D 0, the chain C k1;:::;kn
 Œ0; 1� is defined as

C k1;:::;kn
 Œ0; 1� WD
X

M1;:::;Mn�1

F
k1;:::;kn
M1;:::;Mn�1

.
/D
k1;:::;kn
M1;:::;Mn�1

Œ0; 1�: (4.2.3)

Note that it follows from the above that

C 0;k2;:::;kn
 Œ0; 1� D C k2;:::;kn
 Œ0; 1�:

The companion to the An AFLT integral, which we prove in Section 4.4, requires a deformation of

the chain C k1;:::;kn
 Œ0; 1�, which we denote by C k1;:::;kn
ˇ I


Œ0; 1� Let

Ek1;:::;knŒ0; 1� � Œ0; 1�k1C���Ckn

be the set of points �
t .1/; : : : ; t .n/

�
2 Œ0; 1�k1C���Ckn

such that

0 < t
.r/
1 < � � � < t

.r/

kr
< 1 for 1 6 r 6 n

and

t
.r/
i < t

.rC1/

i�krCkrC1
for 1 6 i 6 kr , 1 6 r 6 n � 2:

Ek1;:::;knŒ0; 1� differs from the setDk1;:::;knŒ0; 1� only in that the relative ordering between the variables

t .n�1/ and t .n/ has been removed. Accordingly we replace the sum over the maps Mn�1 by a sum over

maps

M 0n�1 W f1; : : : ; kng �! f1; : : : ; knC1 C 1g

subject to M 0n�1.i/ 6 M 0n�1.i C 1/ for 1 6 i 6 kn�1 such that

t
.n/

M 0n�1.i/�1
< t

.n�1/
i < t

.n/

M 0n�1.i/
; (4.2.4)

where t .n/0 WD 0 and t .n/
knC1

WD 1. We then define Ek1;:::;kn
M1;:::;Mn�2IM

0
n�1

Œ0; 1� � Ek1;:::;knŒ0; 1� by requiring

that (4.2.1) holds for M1; : : : ;Mn�2 and (4.2.4) holds for Mn�1. Hence

Ek1;:::;knŒ0; 1� D
X

M1;:::;Mn�2;M
0
n�1

E
k1;:::;kn
M1;:::;Mn�2IM

0
n�1

Œ0; 1�:

We also replace the weight function (4.2.2) by

G
k1;:::;kn
M1;:::;Mn�2;M

0
n�1

.
/ WD F
k1;:::;kn�1
M1;:::;Mn�2

.
/

kn�1Y
iD1

sin.�.ˇ � .i C kn � kn�1 �M 0n�1.i/C 1/
//
sin.�.ˇ � .i C kn � kn�1/
//

:

This weight function is free of poles provided

ˇn�1 C .i � kn � 1/
 62 Z for 1 6 i 6 minfkn�1; kng;

see (4.4.1b) below. The new chain is then defined as

C
k1;:::;kn
ˇ I


Œ0; 1� WD
X

M1;:::;Mn�2;M
0
n�1

G
k1;:::;kn
M1;:::;Mn�2;M

0
n�1

.
/D
k1;:::;kn
M1;:::;Mn�1

Œ0; 1�:
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4.3 The An AFLT integral

Here we will state the full An AFLT integral, which is equivalent to Theorem 1.3.1 of the introduction

by the evaluation of the An Selberg integral (1.3.2).

Recall from the introduction that IAn
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇI 
/ denotes the An Selberg integral

augmented with a polynomial O which is symmetric in the alphabets t .r/.

Theorem 4.3.1. Let n be a positive integer and k0; k1; : : : ; kn integers such that 0 WD k0 6 k1 6 � � � 6
kn. Let � 2 Pk1 and � 2 P and ˛1; : : : ; ˛n; ˇ; 
 2 C such that Re.˛2/; : : : ;Re.˛n/;Re.ˇ/ > 0,

Re.˛1/ > ��1; �min
�

Re.ˇ/
kn � 1

;
1

kn

�
< Re.
/ <

1

kn
(4.3.1a)

and

�
Re.˛r/C �iır;1

kr � kr�1 � 1 � .i � 1/ır;1
< Re.
/ <

Re.˛r C � � � C ˛s/C �k1ır;1
s � r

; (4.3.1b)

where 1 6 r 6 s 6 n and 1 6 i 6 k1, and where ˙x=0 (x > 0) in (4.3.1) should be interpreted as

˙1. Then

I
An
k1;:::;kn

�
P
.1=
/

�
Œt .1/�P .1=
/� Œt .n/ C ˇ=
 � 1�I˛1; : : : ; ˛n; ˇI 


�
(4.3.2)

D P
.1=
/

�
Œk1�P

.1=
/
� Œkn C ˇ=
 � 1�

nY
sD1

ksY
iD1

�.ˇs C .i � ksC1 � 1/
/�q.i
/

�.
/

�

Y
16r<s6n�1

krC1�krY
iD1

�.˛rC1 C � � � C ˛s C .r � s C i/
/

�.1C ˛rC1 C � � � C ˛s C .ks � ksC1 C i C r � s � 1/
/

�

n�1Y
rD1

� krC1�krY
iD1

�.˛rC1 C � � � C ˛n C .r � nC i/
/

�.˛rC1 C � � � C ˛n C ˇ C .kn � `C r � nC i � 1/
/

�

k1Y
iD1

�.˛1 C � � � C ˛r C .k1 � r � i C 1/
 C �i/

�.1C ˛1 C � � � C ˛r C .kr � krC1 C k1 � r � i/
 C �i/

�

Ỳ
jD1

�.˛rC1 C � � � C ˛n C ˇ C .kn C r � n � j /
 C �j /

�.˛rC1 C � � � C ˛n C ˇ C .kn C krC1 � kr C r � n � j /
 C �j /

�

�

k1Y
iD1

Ỳ
jD1

�.˛1 C � � � C ˛n C ˇ C .kn C k1 � n � i � j /
 C �i C �j /

�.˛1 C � � � C ˛n C ˇ C .kn C k1 � n � i � j C 1/
 C �i C �j /

�

k1Y
iD1

�.˛1 C � � � C ˛n C .k1 � n � i C 1/
 C �i/

�.˛1 C � � � C ˛n C ˇ C .kn C k1 � ` � n � i/
 C �i/
;

where ` is any integer such that ` > l.�/ and we define ˇ1 D � � � D ˇn�1 WD 1; ˇn WD ˇ, and

k0 D knC1 WD 0.

A number of special cases are immediate. As noted in the introduction, for n D 1 the above

theorem reduces to the AFLT integral (1.2.4) up to the relabeling .k; ˛/ 7! .k1; ˛1/. For � D � D 0

the integral reduces to Warnaar’s An Selberg integral (1.3.2). Furthermore, setting � D 0 gives the An
analogue of Kadell’s integral also due to Warnaar [War09, Theorem 6.1].



74 CHAPTER 4. An INTEGRALS

Proof of Theorems 1.3.1 and 4.3.1. We begin with the identity of Corollary 3.3.3, where we note that

the alphabets X .1/ and Y .n/ contain k1 variables and countably many variables respectively. We now

fix a nonnegative integer m and set Y .n/i D 0 for i > m. Next we fix a pair of partitions � 2 Pk1 and

� 2 Pm, and carry out the specialisation�
X .1/; Y .n/; c; d

�
7!
�
h�ik1; bznt

1�m
h�im; znt; bznt

1�m
�
:

Also replacing �.1/; : : : ; �.n/ by �.1/; : : : ; �.n/, this leads to the identityX
�.1/;:::;�.n/

P�.1/Œh�ik1�Q�.n/

�
bt�mh�im C

1 � bt�m

1 � t

�

�

nY
rD1

.tzr/
j�.r/j

n�1Y
rD1

�
P�.rC1/

�
1 � tkrC1

1 � t

�
Q�.r/

�
1 � qtkr�1

1 � t

�
f
kr ;krC1

�.r/;�.rC1/
.tkr�krC1I q; t/

�

D

n�1Y
rD1

� k1Y
iD1

.z1 � � � zrq
�iC1tk1Ckr�krC1�i I q/1

.z1 � � � zrq�i tk1�iC1I q/1

mY
jD1

.bzrC1 � � � znq
�j tkrC1�kr�j I q/1

.bzrC1 � � � znq�j t�j I q/1

�

�

k1Y
iD1

mY
jD1

.bz1 � � � znq
�iC�j tk1C1�i�j I q/1

.bz1 � � � znq�iC�j tk1�i�j I q/1

k1Y
iD1

.bz1 � � � zn�1q
�i tk1�m�i I q/1

.z1 � � � zn�1q�i tk1�i I q/1

�

n�1Y
rD1

krC1�krY
iD1

.bzrC1 � � � zn�1t
i�m�1I q/1

.zrC1 � � � zn�1t i�1I q/1

Y
16r<s6n�1

krC1�krY
iD1

.qtks�ksC1Ci�1zrC1 � � � zsI q/1

.t izrC1 � � � zsI q/1
;

where we have dropped ar in favour of tkr�krC1 in comparison with Corollary 3.3.3. By virtue of the

evaluation symmetry Theorem 2.6.4 and the generalised evaluation symmetry of Lemma 2.6.5, we

have

P�.1/
�
h�ik1� D

P�.1/Œ
1�tk1

1�t
�

P�Œ
1�tk1

1�t
�
P�
�
h�.1/ik1�

and

Q�.n/

�
bt�mh�im C

1 � bt�m

1 � t

�
D
Q�.n/Œ

1�b
1�t
�

P�Œ
1�b
1�t
�
P�

�
bt�knh�.n/ikn C

1 � bt�kn

1 � t

�
;

effectively allowing us to interchange the roles of �.1/; �.n/ and �;� in the summand. Carrying this

out and multiplying both sides by

P�

�
1 � tk1

1 � t

�
P�

�
1 � b

1 � t

�
; (4.3.3)

the left-hand side of the above identity becomes

X
�.1/;:::;�.n/

P�
�
h�.1/ik1�P�

�
bt�knh�.n/ikn C

1 � bt�kn

1 � t

�
.bI q; t/�.n/

�

nY
rD1

.tzr/
j�.r/jt2n.�

.r//.tkr I q; t/�.r/

c�.r/.q; t/c
0

�.r/
.q; t/

n�1Y
rD1

.qtkr�1I q; t/�.r/f
kr ;krC1

�.r/;�.rC1/
.tkr�krC1I q; t/;
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where we have also used the specialisation formulas (2.6.23) and (2.6.25). The corresponding right-

hand side is as before, except for the additional factor (4.3.3). Next we use (2.6.21) and (2.6.22) in the

summand, make the further substitutions

b 7! qˇC.kn�1/
 ; t 7! q
 and zr 7! q˛r�
 for 1 6 r 6 n;

and introduce auxiliary variables .t .1/; : : : ; t .n// as t .r/i WD q�
.r/

i
C.kr�i/
 . To more simply express

the resulting identity we introduce some additional notation, and for alphabets t D .t1; : : : ; tk/,

s D .s1; : : : ; s`/ define

�
.t I q/ WD
Y

16i<j6k

t
2

j

�
1 � ti=tj

��
q1�
 ti=tj I q

�
2
�1

and

�
.t; sI q/ WD

kY
iD1

Ỳ
jD1

s
�

j

�
qti=sj I q

�
�

:

After multiplying through by .1� q/k1C���Ckn , and using the definition of the q-gamma function (3.1.4)

this yields

.1 � q/k1C���Ckn
X

�.1/;:::;�.n/

P�
�
t .1/I q; q


�
P�

��
qˇ�
 t .n/ C

1 � qˇ�


1 � q


�
I q; q


�
(4.3.4)

�

nY
rD1

�
�

�
t .r/I q

� krY
iD1

�
t
.r/
i

�˛r �
qt
.r/
i I q

�
ˇr�1

� n�1Y
rD1

�

�
t .r/; t .rC1/I q

�
D q


Pn
rD1

�
˛r.kr2 /C2
.

kr
3 /
�
�
2

Pn�1
rD1 kr.

krC1
2
/

� P�

��
1 � qk1


1 � q


�
I q; q


�
P�

��
1 � qˇC.kn�1/


1 � q


�
I q; q


�

�

n�1Y
rD1

krY
iD1

�q.1C .i � krC1 � 1/
/�q.i
/

�q.
/

knY
iD1

�q.ˇ C .i � 1/
/�q.i
/

�q.
/

�

Y
16r<s6n�1

krC1�krY
iD1

�q.˛rC1 C � � � C ˛s C .r � s C i/
/

�q.1C ˛rC1 C � � � C ˛s C .ks � ksC1 C i C r � s � 1/
/

�

n�1Y
rD1

� krC1�krY
iD1

�q.˛rC1 C � � � C ˛n C .r � nC i/
/

�q.˛rC1 C � � � C ˛n C ˇ C .kn �mC r � nC i � 1/
/

�

k1Y
iD1

�q.˛1 C � � � C ˛r C .k1 � r � i C 1/
 C �i/

�q.1C ˛1 C � � � C ˛r C .k1 C kr � krC1 � r � i/
 C �i/

�

mY
jD1

�q.˛rC1 C � � � C ˛n C ˇ C .kn C r � n � j /
 C �j /

�q.˛rC1 C � � � C ˛n C ˇ C .krC1 � kr C kn C r � n � j /
 C �j /

�

�

k1Y
iD1

�q.˛1 C � � � C ˛n C .k1 � n � i C 1/
 C �i/

�q.˛1 C � � � C ˛n C ˇ C .k1 C kn �m � n � i/
 C �i/

�

k1Y
iD1

mY
jD1

�q.˛1 C � � � C ˛n C ˇ C .k1 C kn � n � i � j /
 C �i C �j /

�q.˛1 C � � � C ˛n C ˇ C .k1 C kn � n � i � j C 1/
 C �i C �j /
;
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where ˇ1 D � � � D ˇn�1 WD 1 and ˇn WD ˇ. The above is a restricted q-integral over the domain

Dk1;:::;knŒ0; 1�. If we impose the additional assumptions that

t
.r/
i < t

.r/
j

for 1 6 i < j 6 kr and

t
.r/
i < t

.rC1/
j (4.3.5)

for 1 6 i 6 kr and 1 6 j 6 krC1, then we are free to take the limits of the Vandermonde-type

products to obtain

lim
q!1�

�

�
t .r/I q

�
D �

�
� t .r/

�2

;

lim
q!1�

�

�
t .r/; t .rC1/I q

�
D �

�
� t .r/;�t .rC1/

��

:

The limit of the integrand in this case is thus

P .1=
/� Œk1�P
.1=
/
� Œkn C ˇ=
 � 1�

knY
iD1

�
1 � t

.n/
i

�ˇ�1 (4.3.6)

�

nY
rD1

�
�
�
�t .r/

�2
 krY
iD1

�
t
.r/
i

�˛r�1� n�1Y
rD1

�
�
�t .r/;�t .rC1/

��

:

Unfortunately this is wishful thinking, and the integration variables do not necessarily satisfy such a

total ordering as in (4.3.5). Hence we must consider the limit in the case that t .r/i > t
.rC1/
j . Observe

that if t .r/i < t
.rC1/
j we have

lim
q!1�

�
q1�.i�j�kr�krC1/
 t

.r/
i =t

.rC1/
j I q

�
�

D
�
1 � t

.r/
i =t

.rC1/
j

��

: (4.3.7)

Here the t variables occurring on the right-hand side represent integration variables, rather than powers

of q. The limit in (4.3.7) is invalid if t .r/i > t
.rC1/
j as the ratio of t variables becomes too large. In

order to resolve this we make use of the q-reflection formula [War09, p. 294]

�q.z/�q.1 � z/ D
2
p
�1 qz=2�1.

p
�1 log qz=2I q1=2/

.1 � q/� 01.0I q
1=2/

;

where �1 is a theta function as defined in [AAR99, §10.7]. Now define the quantity

R
.r/
ij .
/ D

sin.�.i � j � kr � krC1/
/
sin.�.i � j � kr � krC1 C 1/
/

:

Following the calculations of [War09, p. 294–295] we see that in the case t .r/i > t
.rC1/
j the limit is

lim
q!1�

�
q1�.i�j�kr�krC1/
 t

.r/
i =t

.rC1/
j I q

�
�

D
�
t
.r/
i =t

.rC1/
j � 1

��

R
.r/
ij .
/

D
ˇ̌
1 � t

.r/
i =t

.rC1/
j

ˇ̌�

R
.r/
ij .
/:
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Therefore we may conclude that in the q ! 1� limit the integrand is exactly (4.3.6) with�.�t .r/;�t .rC1//�


replaced by ˇ̌
�
�
� t .r/;�t .rC1/

��
 ˇ̌
D
ˇ̌
�
�
t .r/; t .rC1/

��
 ˇ̌
multiplied by a factor of R.r/ij .
/ for each occurrence of t .r/i > t

.rC1/
j .

With this established we need only determine the chain of integration. This is precisely the chain

C k1;:::;kn
 Œ0; 1� of Section 4.2. To see this note that

Dk1;:::;knŒ0; 1� D
X

M1;:::;Mn�1

D
k1;:::;kn
M1;:::;Mn�1

Œ0; 1�:

From this and the conditions (4.2.1) we pick up a factor of R.r/ij .
/ for 1 6 j 6 Mr.i/ � 1 as in this

case t .rC1/j 6 t
.r/
i . The product over these factors gives

Mr .i/�1Y
iD1

R
.r/
ij .
/ D

sin.�.i C krC1 � kr �Mr.i/C 1/
/

sin.�.i C krC1 � kr/
/
:

Therefore, when sending q ! 1�1 we obtain the chain C k1;:::;kn
 Œ0; 1� in the form (4.2.3).

This completes the proof of Theorem 4.3.1. To complete the proof we divide the above identity

by its � D � D 0 case and then take the q ! 1� limit. In this limit .1 � qz/=.1 � q
/ becomes the

binomial element z=
 and the domain of integration becomes C k1;:::;kn
 Œ0; 1�, exactly as in the proof

of the An Selberg integral (cf. [War09, §5]). The resulting An Selberg average is the ` D k1 case of

Theorem 1.3.1. It is a trivial exercise to verify that the right-hand side of (1.3.6) is independent of the

choice of `, as long as ` > l.�/.

4.4 A companion to the An AFLT integral

In [War10] the n D 2 case of Theorem 3.3.1 with �.2/ D 0 is employed to prove an A2 Selberg

integral with two Jack polynomials in the integrand, but in a different form to that of the A2 AFLT

integral (Theorem 1.3.1 for n D 2). The two integrals differ in that the argument of the second Jack

polynomial in [War10, Theorem 3.1] is simply the alphabet t .2/ with cardinality k2 and there is an

additional parameter ˇ1 subject to ˇ1 C ˇ2 D 
 C 1 (here ˇ2 is the ˇ of the A2 AFLT integral). By

the rank-n case of Theorem 3.3.1 we obtain an An analogue of [War10, Theorem 3.1] described below.

For ˛1; : : : ; ˛n; ˇn�1; ˇn; 
 2 C such that

ˇn�1 C ˇn D 
 C 1; (4.4.1a)

ˇn�1 C .i � kn � 1/
 62 Z for 1 6 i 6 minfkn�1; kng; (4.4.1b)
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and

Re.
/ > �
1

maxfkn�1; kng
; Re

�
ˇr C .i � krC1 � 1/


�
> 0 for 1 6 r 6 n and 1 6 i 6 kr ;

(4.4.1c)

Re
�
˛r C � � � C ˛s C .r � s C i � 1/


�
> 0 (4.4.1d)

for

8̂̂̂̂
<̂
ˆ̂̂:
1 6 r 6 s 6 n � 1 and 1 6 i 6 kr � kr�1;

1 6 r 6 n � 1, s D n and 1 6 i 6 minfkn; kr � kr�1g;

r D s D n and 1 6 i 6 kn;

where knC1 WD 0 and ˇ1 D � � � D ˇn�2 WD 1, we modify the An Selberg average (1.3.5) to

˝
O
˛k1;:::;kn
˛1;:::;˛n;ˇn�1;ˇnI


WD
I

An
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇn�1; ˇnI 
/

I
An
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇn�1; ˇnI 
/
: (4.4.2)

Here

I
An
k1;:::;kn

.OI˛1; : : : ; ˛n; ˇn�1; ˇnI 
/

WD

Z
C
k1;:::;kn

ˇn�1;

Œ0;1�

O
�
t .1/; : : : ; t .n/

� nY
rD1

krY
iD1

�
t
.r/
i

�˛r�1�
1 � t

.r/
i

�ˇr�1

�

nY
rD1

ˇ̌
�
�
t .r/
�ˇ̌2
 n�1Y

rD1

ˇ̌
�
�
t .r/; t .rC1/

�ˇ̌�
 dt .1/ � � � dt .n/

and C k1;:::;kn
ˇ I


Œ0; 1� is the ˇ-deformation of the chain defined in Section 4.2. We are now ready to state

the counterpart to Theorem 1.3.1.

Theorem 4.4.1. For n > 2, let k1; : : : ; kn be nonnegative integers such that k1 6 � � � 6 kn�1. Then

for ˛1; : : : ; ˛n; ˇn�1; ˇn; 
 2 C such that (4.4.1) holds and �;� 2 P , we have

D
P
.1=
/

�

�
t .1/
�
P .1=
/�

�
t .n/

�Ek1;:::;kn
˛1;:::;˛n;ˇn�1;ˇnI


(4.4.3)

D P
.1=
/

�
Œk1�P

.1=
/
� Œkn�

n�1Y
rD1

.˛1 C � � � C ˛r C .k1 � r/
 I 
/�

.˛1 C � � � C ˛r C ˇr C .k1 C kr � krC1 � r � 1/
 I 
/�

�

nY
rD2

.˛r C � � � C ˛n C .kn C r � n � 1/
 I 
/�

.1C ˛r C � � � C ˛n � ˇr�1 C .kr � kr�1 C kn C r � n � 1/
 I 
/�

�

k1Y
iD1

knY
jD1

.˛1 C � � � C ˛n C .k1 C kn � n � i � j C 1/
/�iC�j

.˛1 C � � � C ˛n C .k1 C kn � n � i � j C 2/
/�iC�j
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and

I
An
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇn�1; ˇnI 
/ (4.4.4)

D

nY
rD1

krY
iD1

�.ˇr C .i � krC1 � 1/
/�.i
/

�.
/

�

Y
16r6s6n�1

kr�kr�1Y
iD1

�.˛r C � � � C ˛s C .r � s C i � 1/
/

�.˛r C � � � C ˛s C ˇs C .ks � ksC1 C r � s C i � 2/
/

�

nY
rD1

knY
iD1

�.˛r C � � � C ˛n C .r � nC i � 1/
/

�.1C ˛r C � � � C ˛n � ˇr�1 C .kr � kr�1 C r � nC i � 1/
/
;

where k0 D knC1 WD 0 and ˇ0 D � � � D ˇn�2 WD 1.

It should be noted that the final product in (4.4.4) may alternatively be expressed as

n�1Y
rD1

kr�kr�1Y
iD1

�.˛r C � � � C ˛n C .r � nC i � 1/
/

�.˛r C � � � C ˛n C .kn C r � nC i � 1/
/

knY
iD1

�.˛n C .i � 1/
/

�.˛n C ˇn C .kn � kn�1 C i � 2/
/
:

When ˇ D 
 in (1.3.6) and .ˇn�1; ˇn/ D .1; 
/ in (4.4.3) both integral evaluations coincide. For

kn D 0 equation (4.4.3) simplifies to the An�1 analogue of Kadell’s integral [War09, Theorem 6.1].

Proof. We start with (3.3.7) with kn finite and, for �;� 2 P with l.�/ 6 k1 and l.�/ 6 kn, make the

substitutions �
X .1/; Y .n/; an�1; t; �

.n/
�
7!
�
h�ik1; q

˛nh�ikn; q
ˇn�1C.kn�1�kn/
 ; q
 ; 0

�
and

zr 7! q˛r�
 for 1 6 r 6 n � 1:

Then the resulting sum may be turned into an integral following the steps outlined in Section 4.3. For

� D � D 0 this yields (4.4.4) and for general � and � it givesD
P
.1=
/

�

�
t .1/
�
P .1=
/�

�
t .n/

�Ek1;:::;kn
˛1;:::;˛n;ˇn�1;ˇnI


� I
An
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇn�1; ˇnI 
/:





Chapter 5

An AFLT integrals and complex Schur
functions

As noted in the introduction, the An AFLT integral does not satisfy the same rank-reduction property

(1.3.7) as the An Selberg integral. In fact, it is not hard to write down an analogue of the An AFLT

integral that has the desired reduction property. One may replace the pair of Jack polynomials in the

integrand of (1.3.6) or (4.3.2) with a function

g�.1/;:::;�.nC1/
�
t .1/; : : : ; t .n/; ˇI 


�
such that

g
k1;:::;kn
�.1/;0;:::;0;�.nC1/

�
t .1/; : : : ; t .n/; ˇI 


�
D P

.1=
/

�.1/

�
t .1/
�
P
.1=
/

�.nC1/

�
t .n/ C ˇ=
 � 1

�
(5.0.1a)

and

g
0;k2;:::;kn
�.1/;:::;�.nC1/

�
t .1/; : : : ; t .n/; ˇI 


�
D

8<:g
k2;:::;kn
�.2/;:::;�.nC1/

�
t .1/; : : : ; t .n/; ˇI 


�
if �.1/ D 0;

0 otherwise:
(5.0.1b)

The generalisations of the Selberg integral conjectured by Matsuo and Zhang in [ZM] do possess the

rank-reduction property. For general 
 they choose the function g to be

g�.1/;:::;�.nC1/
�
t .1/; : : : ; t .n/; ˇI 


�
D

� nY
rD1

P
.1=
/

�.r/

�
t .r/ � t .r�1/

��
P
.1=
/

�.nC1/

�
t .n/ C ˇ=
 � 1

�
;

where t .0/ WD 0. This is the simplest product of Jack polynomials satisfying the conditions (5.0.1).

Matsuo and Zhang also considered An Selberg integrals with 
 D 1 (we delay discussions of

convergence until the next section). For 
 D 1 the Jack polynomials reduce to Schur functions, and so

we have

g�.1/;:::;�.nC1/
�
t .1/; : : : ; t .n/; ˇI 1

�
D

� nY
rD1

s�.r/
�
t .r/ � t .r�1/

��
s�.nC1/

�
t .n/ C ˇ � 1

�
:

81
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As in the introduction, by the reciprocity for Schur functions (2.5.8), it is more convenient to consider

the average � nC1Y
rD1

s�.r/
�
t .r/ � t .r�1/

��k1;:::;kn
˛1;:::;˛n;ˇ I1

;

where t .0/ WD 0 and t .nC1/ WD 1 � ˇ. The main result of this Chapter is a proof of Theorem 1.4.1. In

fact we can do slightly better than the above average by replacing the first Schur function s�.1/.t .1//

with a complex Schur function S .k1/.t .1/I z/, which were first introduced by Kadell [Kad00]. Along

the way we prove several integral formulas for complex Schur functions.

5.1 Complex Schur functions

Throughout this chapter we denote by � the slit complex plane with jIm.log.x//j < � , where we take

the usual principal branch of the complex logarithm with branch cut along the negative real axis and

argument in .��; ��:

�

The complex Schur functions were originally introduced by Kadell in [Kad00]. For an alphabet

x of cardinality n he replaces the partition � D .�1; : : : ; �n/ with a sequence of complex numbers

z D .z1; : : : ; zn/ in the definition of s�.x/ as a ratio of alternants (2.5.1). He also observed that the

evaluations of the Kadell and Hua–Kadell integrals hold for 
 D 1 with the Schur functions in the

integrand replaced by his complex Schur functions. For our purposes it is convenient to slightly alter

Kadell’s definition. To this end, for x 2 �n and z 2 Cn we define the complex Schur function by

S .n/.xI z/ WD
det16i;j6n

�
x
zj
i

�
�.x/

; (5.1.1)

where the denominator is the Vandermonde determinant (1.1.7). It is immediate from this definition

that

s�.x/ D S
.n/.xI�1 C n � 1; �2 C n � 2; : : : ; �n/: (5.1.2)

We also have that S .n/.xI z/ is a symmetric function in x and so sometimes write S .n/.Œx�I z/. Here

it is important that x is an alphabet of cardinality n. Further, the function S .n/.xI z/ has removable

singularities at xi D xj and by removing these we may extend the complex Schur function to a

holomorphic function on �n.

In view of (5.1.2) the complex Schur function satisfies a simple specialisation formula.
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Lemma 5.1.1. For n a positive integer and .z1; : : : ; zn/ 2 Cn there holds

S .n/.1; : : : ; 1„ ƒ‚ …
n times

I z1; : : : ; zn/ D S
.n/
�
Œn�I z1; : : : ; zn

�
D

Y
16i<j6n

zi � zj

j � i
:

Proof. First observe that S .n/
�
Œn�I z1; : : : ; zn

�
is a polynomial in the zi . By (5.1.2) and the ordinary

specialisation formula (2.5.13) (with k D n/ we see that

S .n/
�
Œn�I�1 C n � 1; �2 C n � 2; : : : ; �n

�
D

Y
16i<j6n

�i � �j C j � i

j � i

for any � 2 Pn, and so the claim follows.

We also require the following simple decomposition for the complex Schur functions.

Lemma 5.1.2. For any integer m such that 0 6 m 6 n there holds

S .n/.x1; : : : ; xnI z1; : : : ; zn/

D

X
I�f1;:::;ng
jI jDm

S .m/
��P

i2I xi
�
I z1; : : : ; zm

�
S .n�m/

��P
i…I xi

�
I zmC1; : : : ; zn

�Q
i2I

Q
j…I .xi � xj /

:

Proof. Since the complex Schur function (5.1.1) is a ratio of determinants, the lemma follows by

taking the Laplace expansion of both the numerator and denominator.

Before stating our first theorem of this section we give a description of a particular contour C�;r
which is used throughout the rest of the chapter. For fixed real r > 0 and 0 < � < � the contour

C�;r is defined to be the positively-oriented boundary of the region x 2 C such that jxj 6 r and

jIm.log.x//j 6 � . This may be visualised as follows.

�

r

In the following we let C k
�;r

denote the k-fold product C�;r � � � � � C�;r .

Theorem 5.1.3. For ` a nonnegative integer, let y D .y1; : : : ; y`/ 2 �`, and let 0 < � < � , r > 0 be

such that yi 2 int.C�;r/ for all 1 6 i 6 `. Also, for k a nonnegative integer, let z D .z1; : : : ; zk/ 2 �k
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be such that Re.zi/ > �1 for all 1 6 i 6 k. Then, for � 2 P ,

1

kŠ.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œy � x�
Y

16i<j6k

.xi � xj /
2

kY
iD1

Ỳ
jD1

.xi � yj /
�1 dx1 � � � dxk (5.1.3)

D

8<:.�1/.
k
2/S .`/

�
yI .z; �1 C ` � k � 1; : : : ; �`�k�1 C 1; �`�k/

�
if l.�/ 6 ` � k;

0 otherwise:

It is important to remark that the integrand of (5.1.3) is not defined at the origin. Hence the above

integral should be interpreted in the sense of improper integrals. For some small " > 0 and fixed � , r

we let C�;r."/ be the contour C�;r with points inside the ball of radius " centred at the origin removed.

Then the above integral should be thought of as the limitZ
C�;r

D lim
"!0

Z
C�;r ."/

:

Proof of Theorem 5.1.3. First we note that since the integral (5.1.3) is continuous in y, it suffices to

prove the result on the dense subset of int.C k
�;r
/ for which the yi are all distinct. Define the function

I.k;`/m .y/ WD
.�1/.

m
2/mŠ

kŠ

X
I�f1;:::;`g

jI jDm

 Y
i2I

Y
j…I

.yi � yj /
�1

�
1

.2� i/k�m

Z
Ck�m
�;r

S .k/
�� X

i2I

yi C

kX
iDmC1

xi

�
I z

�
s�

� X
i…I

yi �

kX
iDmC1

xi

�

�

Y
mC16i<j6k

.xi � xj /
2

kY
iDmC1

Q
j2I .xi � yj /Q
j…I .xi � yj /

dxmC1 � � � dxk

!
;

where we have suppressed the dependence on z and �. It is immediate that I
.k;`/
0 .y/ gives the left-hand

side of (5.1.3), and that I
.k;`/
m .y/ D 0 if m > `.

We wish to show that I
.k;`/
0 .y/ D I

.k;`/

k
.y/. To this end we fix an m such that 0 6 m 6 k � 1

and, for a fixed term in the summand, carry out the integral over xmC1. Observe that the integrand

of I
.k;`/
m .y/ has only simple poles at the ` �m points yj for j … I , which by our assumption are all

distinct. Therefore we decompose the contour C�;r corresponding to xmC1 as C�;r D C�;r0CC1 where

r0 > 0 is sufficiently small such that yj 2 ext.C�;r0/ for all j … I and C1 is the positively-oriented

boundary of the annular sector with inner radius r0, outer radius r , and forming angle � with the real

axis:

rr0

C1

C�;r0
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To compute the integral over C�;r0 note that the arc length of the contour is 2r0.� C 1/ and the integral

grows slower than 1=jxmC1j as jxmC1j tends to 0. Since the integral is independent of r0 and vanishes

as r0 ! 0, it is identically zero. By the residue theorem we may express the integral over C1 as a sum

over the residues at the `� r distinct simple poles. For any r … I the residue at xmC1 D yr is given by

S .k/
�� X

i2I[frg

yi C

kX
iDmC2

xi

�
I z

�
s�

� X
i…I[frg

yi �

kX
iDkC2

xi

� Q
j2I .yr � yj /Q

j…I[frg.yr � yj /

kY
jDmC2

.yr � xj /
2:

Therefore, after some elementary manipulations, we may express I
.k;`/
m .y/ as

I.k;`/m .y/ D
.�1/.

mC1
2 /mŠ

kŠ

X
I�f1;:::;`g

jI jDm

X
r…I

 Y
i2I[frg

Y
j…I[frg

.yi � yj /
�1

�
1

.2� i/k�m�1

Z
Ck�m�1
�;r

S .k/
�� X

i2I[frg

yi C

kX
iDmC2

xi

�
I z

�
s�

�� X
i…I[frg

yi �

kX
iDmC2

xi

��

�

Y
mC26i<j6k

.xi � xj /
2

kY
iDmC2

Q
j2I[frg.xi � yj /Q
j…Infrg.xi � yj /

dxmC2 � � � dxk

!
:

Thanks to the sum over r … I this vanishes for m > `, and so possesses the same vanishing as

I
.k;`/
mC1.y/. Defining J WD I [ frg we observe that each J occurs mC 1 times in the sum as there are

mC 1 choices for the singleton r . Therefore we may combine the above sums into a single sum over

subsets of size mC 1 provided we multiply by mC 1. This gives I
.k;`/
m .y/ D I

.k;`/
mC1.y/ which, implies

that I
.k;`/
0 .y/ D I

.k;`/

k
.y/. We are left with

I
.k;`/
0 .y/ D .�1/.

k
2/

X
I�f1;:::;`g

jI jDk

S .k/
��P

i2I yi
�
I z
�
s�
�P

i…I yi
�Q

i2I

Q
j…I .yi � yj /

:

If l.�/ > ` � k then for each term in the summand, j
P
i…I yi j D ` � k, implying s�Œ

P
i…I yi � D 0 so

that the sum vanishes identically. Assuming l.�/ 6 ` � k then we may combine Lemma 5.1.1 and

Lemma 5.1.2 to obtain

I
.k;`/
0 .y/ D .�1/.

k
2/S .`/

�
yI .z; �1 C ` � k � 1; : : : ; �`�k/

�
;

completing the proof.

Our next result is a variant of the Euler beta integral (1.1.3).

Lemma 5.1.4. Let ˛; ˇ 2 C be such that Re.˛/ > 0. Then for r > 1 and 0 < � < � there holds

1

2� i

Z
C�;r

x˛�1.x � 1/ˇ�1 dx D
�.˛/

�.1 � ˇ/�.˛ C ˇ/
:

Proof. We may assume throughout the proof that Re.ˇ/ > 0, since by holomorphicity in ˇ it suffices

to prove the result on a connected open subset of the complex ˇ-plane. The complex-valued function
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x˛�1.x � 1/ˇ�1 is multivalued with branch points at 0 and 1. As 1 lies inside C�;r , we take a branch

cut along the real axis from 1 to �1. This requires us to deform the contour C�;r to the contour

pictured below:

1

C�;r

We may now express the integral asZ
C�;r

x˛�1.x � 1/ˇ�1 dx D
Z
C�;r

x˛�1.x � 1/ˇ�1 dx C lim
r0!0

Z
@B1;r0

x˛�1.x � 1/ˇ�1 dx

� e� i.ˇ�1/
Z 1

0

x˛�1jx � 1jˇ�1 dx C e�� i.ˇ�1/
Z 1

0

x˛�1jx � 1jˇ�1 dx;

where @B1;r0 is the positively oriented boundary of the closed disk of radius r0 centred at 1. The

integral over C�;r vanishes by the Cauchy–Goursat theorem. Since Re.ˇ/ > 0, the integral over @B1;r0
also vanishes in the limit as r0 ! 0. To compute the remaining integrals we apply the Euler beta

integral (1.1.3) and simplify to arrive atZ
C�;r

x˛�1.x � 1/ˇ�1 dx D 2i sin.�ˇ/
�.˛/�.ˇ/

�.˛ C ˇ/
:

The proof now follows from the reflection formula [AAR99, Theorem 1.2.1]

�.z/�.1 � z/ D
�

sin.�z/
:

Our main theorem in this chapter requires a generalisation of Theorem 5.1.3 in the case y D

.1; : : : ; 1/ 2 C` (or plethystically y D `).

Theorem 5.1.5. Let ˇ 2 C and z D .z1; : : : ; zk/ 2 Ck such that Re.zi/ > �1 for all 1 6 i 6 k.

Then, for r > 1, 0 < � < � and � 2 P there holds

1

.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œ1 � ˇ � x�
Y

16i<j6k

.xi � xj /
2

kY
iD1

.xi � 1/
ˇ�1 dx1 � � � dxk (5.1.4)

D .�1/.
k
2/S .k/.Œk�I z/s�Œ1 � ˇ � k�

�

kY
iD1

�
i Š �.zi C 1/

�.2 � i � ˇ/�.zi C ˇ C k/

Y
j>1

zi � �j C ˇ C k C j � 1

zi C ˇ C k C j � 1

�
:
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Proof. First assume that ˇ D 1 � ` for some integer `. Then (5.1.4) becomes

1

.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œ` � x�
Y

16i<j6k

.xi � xj /
2

kY
iD1

.xi � 1/
�` dx1 � � � dxk

D .�1/.
k
2/S .k/.Œk�I z/s�Œ` � k�

�

kY
iD1

�
i Š�.zi C 1/

�.` � i C 1/�.zi C k � `C 1/

Y
j>1

zi � �j C k � `C j

zi C k � `C j

�
:

If ` < k then the product
kY
iD1

1

�.` � i C 1/

occurring on the right-hand side vanishes.1 If ` > k then the right-hand side vanishes unless

l.�/ 6 ` � k thanks to the Schur function s�Œ` � k�. Assuming that ` > k we may write the above as

1

.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œ` � x�
Y

16i<j6k

.xi � xj /
2

kY
iD1

.xi � 1/
�` dx1 � � � dxk

D .�1/.
k
2/kŠ S .k/.Œk�I z/s�Œ` � k�

kY
iD1

`�kY
jD1

zi � �j C k � `C j

k C j � i
:

With the aid of Lemma 5.1.1 to combine the expression on the right-hand side we see that

1

kŠ.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œ` � x�
Y

16i<j6k

.xi � xj /
2

kY
iD1

.xi � 1/
�` dx1 � � � dxk

D

8<:.�1/.
k
2/S .`/

�
Œ`�I z; �1 C ` � k � 1; : : : ; �`�k

�
if l.�/ 6 ` � k;

0 otherwise;

which is precisely Theorem 5.1.3 for y D `.

To extend the integral to complex ˇ we will show that, after normalisation, both sides become

rational functions in ˇ. Since we know the result holds for all integral ˇ this will complete the proof.

To this end we replace � by its conjugate �0 and make use of (2.5.8) with X 7! x C ˇ � 1, i.e.,

s�0Œ1 � ˇ � x� D .�1/
j�js�Œx C ˇ � 1�

together with Y
j>1

w � �0j C j � 1

w C j � 1
D

Y
j>1

w � j

w C �j � j
:

1For negative ` the vanishing of the integral immediately follows from the Cauchy–Goursat theorem.
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The resulting identity is

1

.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œx C ˇ � 1�
Y

16i<j6k

.xi � xj /
2

kY
iD1

.xi � 1/
ˇ�1 dx1 � � � dxk (5.1.5)

D .�1/.
k
2/S .k/.Œk�I z/s�Œk C ˇ � 1�

�

kY
iD1

�
i Š �.zi C 1/

�.2 � i � ˇ/�.zi C ˇ C k/

Y
j>1

zi C ˇ C k � j

zi C �j C ˇ C k � j

�
:

In the integral we use the formula for the Schur function on the sum of alphabets (2.5.19) in the form

s�Œx C ˇ � 1� D
X
�

s�=�Œˇ � 1�s�.x/:

Then if LHS(5.1.5) denotes the left-hand side of (5.1.5),

LHS(5.1.5) D
X
�

s�=�Œˇ � 1�

.2� i/k

Z
Ck
�;r

S .k/.xI z/s�Œx�
Y

16i<j6k

.xi � xj /
2

kY
iD1

.xi � 1/
ˇ�1 dx1 � � � dxk:

The next step is to use the determinantal expression both kinds of Schur functions, (2.5.4) and (5.1.1),

to simplify the above to

LHS(5.1.5) D
X
�

X
w2Sk

s�=�Œˇ � 1�
sgn.w/
.2� i/k

Z
Ck
�;r

det
16i;j6k

�
x
�jCk�j

i

� kY
iD1

x
zw.i/
i .xi � 1/

ˇ�1dx1 � � � dxk

D kŠ
X
�

s�=�Œˇ � 1� det
16i;j6k

�
1

2� i

Z
C�;r

xziC�jCk�j .x � 1/ˇ�1dx
�
:

We may evaluate each integral in the determinant by Lemma 5.1.4, resulting in

LHS(5.1.5) D kŠ
X
�

s�=�Œˇ � 1� det
16i;j6k

�
�.zi C �j C k � j C 1/

�.1 � ˇ/�.zi C �j C ˇ C k � j C 1/

�

D kŠ
X
�

s�=�Œˇ � 1� det
16i;j6k

�
.zi C 1/�jCk�j

.zi C ˇ C 1/�jCk�j

� kY
iD1

�.zi C 1/

�.1 � ˇ/�.zi C ˇ C 1/
:

Dividing this by the right-hand side of (5.1.5) we obtain

.�1/.
k
2/

S .k/.Œk�I z/

X
�

s�=�Œˇ � 1�

s�Œk C ˇ � 1�

kY
iD1

�
.zi C ˇ C 1/k�1

.i � 1/Š.2 � i � ˇ/i�1

Y
j>1

zi C ˇ C k � j

zi C �j C ˇ C k � j

�
� det
16i;j6k

�
.zi C 1/�jCk�j

.zi C ˇ C 1/�jCk�j

�
:

This is manifestly a rational function in ˇ which, by our prior argument, is equal to one for 1 � ˇ D `

an integer. This completes the proof.
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Of course, if one could more simply show that the final expression above is equal to one for

arbitrary ˇ, then the proof is complete and the case of integral ˇ does not need to be considered

separately. For � D 0 the above rational function reduces to

.�1/.
k
2/

S .k/.Œk�I z/
det

16i;j6k

�
.zi C 1/k�j

.zi C ˇ C 1/k�j

� kY
iD1

.zi C ˇ C 1/k�1

.i � 1/Š.2 � i � ˇ/i�1
: (5.1.6)

Clearing the denominator in the determinant gives

.�1/.
k
2/

S .k/.Œk�I z/
det

16i;j6k

�
.zi C 1/k�j .zi C ˇ C k � j C 1/j�1

� kY
iD1

1

.i � 1/Š.2 � i � ˇ/i�1
:

To evaluate this determinant one may use the following general evaluation, where X1; : : : ; Xn,

A2; : : : ; An and B2; : : : ; Bn are indeterminates [Kra99, Lemma 3]

det
16i;j6n

�
.Xi CAn/ � � � .Xi CAjC1/.Xi CBj / � � � .Xi CB2/

�
D

Y
16i<j6n

.Xi �Xj /
Y

26i6j6n

.Bi �Aj /:

Applying this formula with .n;Xi ; Ai ; Bi/ 7! .k; zi ; k � i C 1; ˇ C k � i C 1/ leads to

det
16i;j6k

�
.zi C 1/k�j .zi C ˇ C k � j C 1/j�1

�
D

Y
16i<j6k

.zi � zj /
Y

26i6j6k

.ˇ C j � i/:

The specialisation formula of Lemma 5.1.1 and some elementary manipulations then show that (5.1.6)

simplifies to one. Unfortunately, it does not seem to be as simple an exercise to show that the full

rational function without � D 0 is equal to one.

5.2 A generalisation of the An AFLT integral for 
 D 1

In this section we will put the results of the previous section together in order to prove an An AFLT-type

Selberg integral with nC 1 Schur functions in the integrand. The first of these functions is a complex

Schur function, so that the theorem generalises Theorem 1.4.1.

Theorem 5.2.1. For n a positive integer, let k1; : : : ; kn be nonnegative integers, ˛1; : : : ; ˛n; ˇ 2 C,

z 2 Ck1 and �.2/; : : : ; �.nC1/ 2 P , such that

Re.zi C ˛1 C � � � C ˛s/ > s � 1 for 1 6 s 6 n and 1 6 i 6 k1;

Re
�
�
.r/

kr�kr�1
C ˛r C � � � C ˛s

�
> s � r for 2 6 r 6 s 6 n:

Further let t .1/; : : : ; t .n/ be alphabets of cardinality k1; : : : ; kn, set �.1/i WD zi � k1C i for 1 6 i 6 k1
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and t .nC1/ WD 1 � ˇ. Then,Z
C
k1
�1;r1

�����C
kn
�n;rn

S .k1/
�
t .1/I z

� nC1Y
rD2

s�.r/
�
t .r/ � t .r�1/

� nY
rD1

krY
iD1

�
t
.r/
i

�˛r�1�
t
.r/
i � 1

�ˇr�1 (5.2.1)

�

nY
rD1

�2
�
t .r/
� n�1Y
rD1

��1
�
t .r/; t .rC1/

� dt .1/

.2� i/k1
: : :

dt .n/

.2� i/kn

D S .k1/.Œk1�I z/

nY
rD1

�
.�1/.

kr
2 /s�.rC1/ŒkrC1 � kr �

krY
iD1

i Š

�.krC1 � i C 1/

�

�

Y
16r<s6n

kr�kr�1Y
iD1

ks�ks�1Y
jD1

�
�
.r/
i � �

.s/
j C Ar;s C j � i

�
�

nY
rD1

kr�kr�1Y
iD1

�
�.�

.r/
i C Ar � i � n/

�.�
.r/
i C Ar;nC1 � i C 1/

Y
j>1

�
.r/
i � �

.nC1/
j C Ar;nC1 C j � i

�
.r/
i C Ar;nC1 C j � i

�
;

where ˇ1 D � � � D ˇn�1 WD 1, ˇn WD ˇ, k0 WD 0 and knC1 WD 1 � ˇ. In the above we may

take r1; : : : ; rn and �1; : : : ; �n to be arbitrary real numbers so long as r1 > � � � > rn > 1 and

� > �1 > � � � > �n > 0.

Before providing a proof of the theorem we note a few important special cases. Firstly, setting

�.1/ D � � � D �.nC1/ D 0 so that zi D k1 � i we obtain the evaluationZ
C
k1
�1;r1

�����C
kn
�n;rn

nY
rD1

�
�2
�
t .r/
� krY
iD1

�
t
.r/
i

�˛r�1�
t
.r/
i � 1

�ˇr�1� n�1Y
rD1

��1
�
t .r/; t .rC1/

� dt .1/

.2� i/k1
: : :

dt .n/

.2� i/kn

D

nY
rD1

�
.�1/.

kr
2 /

krY
iD1

i Š

�.krC1 � i C 1/

� Y
16r<s6nC1

kr�kr�1Y
iD1

�.Ar;s C ks � ks�1 � i C 1/

�.Ar;s � i C 1/
;

which is a complex variant of the ordinary An Selberg integral with 
 D 1 (in the notation of the

introduction this is IAn
k1;:::;kn

.1I˛1; : : : ; ˛n; ˇ/). If we set zi D �
.1/
i C k1 � i for some �.1/ 2 Pk1 and

�.2/ D � � � D �.n/ D 0 then (5.2.1) reduces to a complex version of Theorem 1.3.1 for 
 D 1. Still

fixing zi D �
.1/
i C k1 � i and leaving the remaining parameters arbitrary, the theorem reduces to the

integral of Theorem 1.4.1 of the introduction. In particular the domain of integration reduces to the

contour C k1;:::;kn in this case (1.4.1).

Unlike with our previous An Selberg integrals we do not impose any ordering on k1; : : : ; kn in the

theorem. However, due to the factor

nY
rD1

knY
iD1

1

�.krC1 � i C 1/

the integral vanishes unless krC1 � kr > 0 for 1 6 r 6 n� 1. In other words, unless k1 6 k2 6 : : : 6
kn. If we assume such an ordering then the factor

nY
rD2

s�.r/Œkr � kr�1�
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on the right-hand side vanishes unless l
�
�.r/

�
6 kr � kr�1 for each 2 6 r 6 n.

Proof of Theorem 5.2.1. Throughout the proof we denote the left-hand side of (5.2.1) by

L
k1;:::;kn
�.2/;:::;�.nC1/

.zI˛1; : : : ; ˛nIˇ/:

We proceed by induction on the rank n. The base case n D 1 corresponds to Theorem 5.1.5 with

zi 7! zi C ˛1 � 1 for all 1 6 i 6 k1 since

S .k1/
�
t .1/I z1 C ˛1 � 1; : : : ; zk1 C ˛1 � 1

�
D S .k1/

�
t .1/I z

� k1Y
iD1

�
t
.1/
i

�˛1�1
:

For the inductive step, assume that the Theorem holds for some n > 2. Then we may use

Theorem 5.1.3 with .k; `; x; y; �/ 7! .k1; k2; t
.1/; t .2/; �.2// and zi 7! zi C ˛1 � 1 for 1 6 i 6 k1 to

give

L
k1;:::;kn
�.2/;:::;�.nC1/

.zI˛1; : : : ; ˛nIˇ/

D

8<:k1Š.�1/.
k1
2 /L

k2;:::;kn
�.3/;:::;�.nC1/

.z0I˛2; : : : ; ˛nIˇ/ if l
�
�.2/

�
6 k2 � k1

0 otherwise;

where we define

z0 WD
�
z1 C ˛1 � 1; : : : ; zk1 C ˛1 � 1; �

.2/
1 C k2 � k1 � 1; : : : ; �

.2/

k2�k1

�
:

By the inductive hypothesis we know the value of

L
k2;:::;kn
�.3/;:::;�.nC1/

.z0I˛2; : : : ; ˛nIˇ/;

and so assuming l
�
�.2/

�
6 k2 � k1 we have

L
k1;:::;kn
�.2/;:::;�.nC1/

.zI˛1; : : : ; ˛n; ˇ/

D S .k2/
�
Œk2�I z

0
�
k1Š.�1/

.k12 /
nY
rD2

�
kr Š.�1/

.kr2 /s�.rC1/ŒkrC1 � kr �

krY
iD1

i Š

�.krC1 � i C 1/

�

�

nY
sD3

k2Y
iD1

ks�ks�1Y
jD1

�
z0i � �

.s/
j C ˛2 C � � � C ˛s�1 C ks�1 � ks � s C j C 2

�
�

Y
36r<s6n

kr�kr�1Y
iD1

ks�ks�1Y
jD1

�
�
.r/
i � �

.s/
j C Ar;s C j � i

�
�

k2Y
iD1

�
�.z0i C ˛2 C � � � C ˛n � nC 2/

�.z0i C ˛2 C � � � C ˛n C kn � knC1 � nC 2/

�

Y
j>1

z0i � �
.nC1/
j C ˛2 C � � � C ˛n C kn � knC1 C j � nC 1

z0i C ˛2 C � � � C ˛n C kn � knC1 C j � nC 1

�

�

nY
rD3

kr�kr�1Y
iD1

�
�.�

.r/
i C Ar � i � n/

�.�
.r/
i C Ar;nC1 � i C 1/

Y
j>1

�
.r/
i � �

.nC1/
j C Ar;nC1 C j � i

�
.r/
i C Ar;nC1 C j � i

�
:
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To massage this into the desired form we define �.1/i WD zi � k1 C i (note that �.1/ is not necessarily a

partition). This facilitates a great simplification of the above to

L
k1;:::;kn
�.2/;:::;�.nC1/

.zI˛1; : : : ; ˛n; ˇ/

D S .k1/
�
Œk1�I z

� nY
rD1

�
.�1/.

kr
2 /s�.rC1/ŒkrC1 � kr �

krY
iD1

i Š

�.krC1 � i C 1/

�

�

Y
16r<s6n

kr�kr�1Y
iD1

ks�ks�1Y
jD1

�
�
.r/
i � �

.s/
j C Ar;s C j � i

�
�

nY
rD1

kr�kr�1Y
iD1

�
�.�

.r/
i C Ar C r � i � n/

�.�
.r/
i C Ar;nC1 C r � i C 1/

Y
j>1

�
.r/
i � �

.nC1/
j C Ar;nC1 C j � i

�
.r/
i C Ar;nC1 C j � i

�
:

Earlier we assumed that l
�
�.2/

�
6 k2 � k1. However, the final expression holds regardless of the

length of �.2/ or the relative ordering between k1 and k2, as per our discussion of vanishing preceding

the proof.

5.3 A recursion for Theorem 5.2.1

To conclude this chapter we discuss a system of recurrence relations which have Theorem 1.4.1 as a so-

lution. The system is based on the inverse Pieri rule for Schur functions contained in Proposition 2.5.9.

For t .0/ WD 0, t .nC1/ WD 1 � ˇ a binomial element and t .1/; : : : ; t .n/ alphabets of cardinality

k1; : : : ; kn, define

J
�
�.1/; : : : ; �.nC1/

�
WD

� nC1Y
rD1

s�.r/
�
t .r/ � t .r�1/

��k1;:::;kn
˛1;:::;˛n;ˇ

; (5.3.1)

where �.1/; : : : ; �.nC1/ 2 P . Since the parameters k1; : : : ; kn, ˛1; : : : ; ˛n, ˇ are all fixed in the next

proposition we suppress these from the notation.

Proposition 5.3.1. Let m be any integer such that 1 6 m 6 nC 1, and �.1/; : : : ; �.nC1/ 2 P . Then

for d a nonnegative integer not exceeding the smallest part of �.m/,

J
�
�.1/; : : : ; �.m�1/;

�
�.m/; d

�
; �.mC1/; : : : ; �.nC1/

�
(5.3.2)

D .�1/d
X

.�.r//0�.�.r//0

16r6nC1

l.�.m//Dl.�.m//

 
ˇ � 1

d �
PnC1
rD1 j�

.r/=�.r/j

!
J
�
�.1/; : : : ; �.nC1/

�
:

Before we prove this proposition it should be noted that for n D 3 the above leads to an alternative

proof of Theorem 1.4.1 for n D 2. With the An AFLT integral, which tells us the value of J.�; 0n�1; �/,

as initial condition, (5.3.2) has a unique solution provided n D 2. For n > 3 assuming only the AFLT

does not allow for sufficiently many initial conditions, however as we will show below both sides of

the theorem are solutions to the system of recursions.
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Proof of Proposition 5.3.1. To simplify our notation we define Y .r/ WD t .r/� t .r�1/ for 1 6 r 6 nC2

where t .0/ D t .nC2/ WD 0 and t .nC1/ WD 1 � ˇ is a binomial element. For the fixed choice of m we

apply the inverse Pieri rule to the Schur function s.�.m/;d/ with .�; �/ 7! .�.m/; �.m//, which gives

J
�
�.1/; : : : ; �.m�1/;

�
�.m/; d

�
; �.mC1/; : : : ; �.nC1/

�
D

X
.�.m//0�.�.m//0

l.�.m//Dl.�.m//

.�1/j�
.m/=�.m/j

�
s�.m/

�
Y .m/

�
hd�j�.m/=�.m/j

�
Y .m/

� nC1Y
rD1
r¤m

s�.r/
�
Y .r/

��
;

where we have used the definition (5.3.1) but suppress the parameters on the right-hand side for

notational convenience. Since Y .1/ C � � � C Y .nC2/ D 0 we may apply Lemma 2.3.1 with .n; k/ 7!

.nC 2; d � j�.m/=�.m/j/ yielding

J
�
�.1/; : : : ; �.m�1/;

�
�.m/; d

�
; �.mC1/; : : : ; �.nC1/

�
D .�1/d

X
i1;:::;inC1>0

imD0

X
.�.m//0�.�.m//0

l.�.m//Dl.�.m//

ed�ji j�j�.m/=�.m/j
�
Y .nC2/

�

�

�
s�.m/

�
Y .m/

� nC1Y
rD1
r¤m

s�.r/
�
Y .r/

�
eir
�
Y .r/

��
;

where ji j WD i1 C � � � C inC1 and we recall that er WD 0 for r < 0, so that the sum is in fact finite. The

next step is to apply the e-Pieri rule (2.5.21b) with .�; �; k/ 7! .�.r/; �.r/; ir/ for each r ¤ m. This

leads to the expression

J
�
�.1/; : : : ; �.m�1/;

�
�.m/; d

�
; �.mC1/; : : : ; �.nC1/

�
D .�1/d

X
.�.r//0�.�.r//0

16r6nC1

l.�.m//Dl.�.m//

e
d�

PnC1
rD1 j�

.r/=�.r/j

�
Y .nC2/

� � nC1Y
rD1

s�.r/
�
Y .r/

��
:

All that is left is to note that

ek
�
Y .2/

�
D

 
ˇ � 1

k

!
and the proof is complete.

Proposition 5.3.2. With the same conditions as Proposition 5.3.1, the evaluation in Theorem 1.4.1 is

a solution to the system of recurrence relations (5.3.2).

Proof. Let u.1/; : : : ; u.nC1/ be infinite sequences of nonnegative integers such that ju.r/j WD u
.r/
1 C

u
.r/
2 C � � � is finite for each r , and define

K
�
u.1/; : : : ; u.nC1/

�
WD

nC1Y
rD1

Y
16i<j6`r

u
.r/
i � u

.r/
j C j � i

j � i

nC1Y
r;sD1

`rY
iD1

.Ar;s C ks � ks�1 � i C 1/u.r/
i

.Ar;s C `s � i C 1/u.r/
i

(5.3.3)

�

Y
16r<s6nC1

`rY
iD1

`sY
jD1

Ar;s C u
.r/
i � u

.s/
j C j � i

Ar;s C j � i
:
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Here `r for each r is an arbitrary nonnegative integer such that u.r/i D 0 for i > `r . It is not

hard to check that K.u.1/; : : : ; u.nC1// is independent of the choice of the `r . We also note that if

u
.r/
iC1 D u

.r/
i C 1 for some fixed 1 6 r 6 nC 1 and i > 1 then K.u.1/; : : : ; u.nC1// vanishes. Since

the right-hand side of (1.4.5) corresponds to K.�.1/; : : : ; �.nC1//, our task is to show that the system

of recursion relations (5.3.2) holds with J replaced by K .

Let �;� be a pair of partitions such that �=� is a vertical strip. Then � may be encoded in terms of

� and a finite subset I of the positive integers as follows: i 2 I if �i � �i D 1 and i 62 I if �i D �i .

Equivalently,

�i D

8<:�i C 1 if i 2 I ;

�i if i 62 I ;

for all i > 1. In what follows we will write the above partition � as �I . It should be noted, however,

that given a partition � and an arbitrary finite subset I of the positive integers, the sequence �I defined

by

.�I /i WD

8<:�i C 1 if i 2 I ;

�i if i 62 I ;

for all i > 1 is not necessarily a partition. More precisely, �I is not a partition if and only if there

exists an i > 1 such that �i D �iC1 and i 62 I but i C 1 2 I . By our earlier remark about the

vanishing of K , for such a �I ,

K
�
: : : ; �I ; : : :

�
D 0

since .�I /iC1 D .�I /i C 1. Consequently, we may rewrite (5.3.2) with J replaced by K as

K
�
�.1/; : : : ; �.m�1/;

�
�.m/; d

�
; �.mC1/; : : : ; �.nC1/

�
(5.3.4)

D .�1/d
X

Ir�f1;:::;Lrg
16r6nC1

 
ˇ � 1

d �
PnC1
rD1 jIr j

!
K
�
�
.1/
I1
; : : : ; �

.nC1/
InC1

�
;

where Lr WD l.�.r// C d �.r ¤ m/ with � the truth or indicator function. Here we note that

the replacement of Ir � f1; 2; : : : g for r ¤ m by Ir � f1; : : : ; l.�.r// C dg is justified since, for

nonvanishing of the summand, �.r/Ir must be a partition and jIr j 6 d . These two conditions combined

imply that no i 2 Ir can exceed l.�.r//C d . The condition that l.�.m// D l.�.m// in (5.3.2) of course

translates to Im � f1; : : : ; l.�.m//g.

Let u.1/; : : : ; u.nC1/ all be partitions. Then, due to the factor

nY
rD1

`rY
iD1

.Ar;r C kr � kr�1 � i C 1/u.r/
i

D

nY
rD1

`rY
iD1

.kr � kr�1 � i C 1/u.r/
i

(where `r may be chosen as `r D l.u.r//) in the numerator of (5.3.3), it follows that

K.u.1/; : : : ; u.nC1// D 0
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if there exists an r such l.u.r// > kr � kr�1. In (5.3.4) we may thus assume without loss of generality

that l.�.r// 6 kr � kr�1 for all 1 6 r 6 n C 1.2 Assuming these conditions on the lengths of

�.1/; : : : ; �.n/ we may divide both sides of (5.3.4) by K.�.1/; : : : ; �.nC1//. After some simplifications

this yields3

.�1/d
X

Ir�f1;:::;Lrg
16r6nC1

 
�knC1

d �
PnC1
rD1 jIr j

!
nC1Y
r;sD1

 Y
i2Ir

Ar;s C ks � ks�1 � i C 1C �
.r/
i

Ar;s C Ls � i C 1C �
.r/
i

(5.3.5)

�

Y
i2Ir

Y
j 62Is

Ar;s C �
.r/
i � �

.s/
j C j � i C 1

Ar;s C �
.r/
i � �

.s/
j C j � i

!

D

nC1Y
rD1

.Am;r C kr � kr�1 � lm/d

.Am;r C lr � lm C ır;m/d

nC1Y
rD1

lrY
iD1

Ar;m C lm � d � i C 1C �
.r/
i

Ar;m C lm � i C 1C �
.r/
i

;

where lr WD l.�.r// and where we have eliminated ˇ in favour of knC1. Since the above identity is

unchanged upon interchanging m with any other index between 1 and nC 1, we fix m D nC 1 in the

following.

Since �.r/i D 0 for i > lr , many terms in the summand of (5.3.5) are identically zero. To see this,

consider the factor

Y
i2Ir

Y
j 62Ir

Ar;r C �
.r/
i � �

.r/
j C j � i C 1

Ar;r C �
.r/
i � �

.r/
j C j � i

D

Y
i2Ir

Y
j 62Ir

�
.r/
i � �

.r/
j C j � i C 1

�
.r/
i � �

.r/
j C j � i

:

If the indices i and j both exceed lr then this vanishes for j D i�1. Hence, for the above expression to

be nonvanishing, the elements of Ir exceeding lr must form a progression of the form lrC1; : : : ; lrCjr

for some integer 0 6 jr 6 d . This leads to the rewriting of (5.3.5) as

.�1/d
X

j1;:::;jn>0

X
Ir�f1;:::;lrg
16r6nC1

 
�knC1

d � jj j �
PnC1
rD1 jIr j

!
SI1;:::;InC1 (5.3.6)

D

nC1Y
rD1

.AnC1;r C kr � kr�1 � lnC1/d

.AnC1;r C lr � lnC1 C ır;nC1/d

nC1Y
rD1

lrY
iD1

Ar;nC1 C lnC1 � d � i C 1C �
.r/
i

Ar;nC1 C lnC1 � i C 1C �
.r/
i

;

where jj j WD j1 C � � � C jn and

SI1;:::;InC1 WD

nC1Y
r;sD1

 
.�Ar;s � ks C ks�1 C lr/jr
.�Ar;s � ls � js C lr/jr

Y
i2Ir

Ar;s C ks � ks�1 � i C 1C �
.r/
i

Ar;s C ls C js � i C 1C �
.r/
i

�

Y
i 62Is

�Ar;s C lr � i C �
.s/
i

�Ar;s C lr C jr � i C �
.s/
i

Y
i2Ir

Y
j 62Is

Ar;s C �
.r/
i � �

.s/
j C j � i C 1

Ar;s C �
.r/
i � �

.s/
j C j � i

!
;

2The the left-hand side of (5.3.4) trivially vanishes if l.�.m// D km � km�1 and d > 0. However, the corresponding
vanishing of the right-hand side is not obvious and arises after cancellation of terms.

3To conveniently carry out these simplifications one may uniformly choose all `r arising in the various functions K as
`r D Lr C ır;m.
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with jnC1 WD 0. We will prove the rational function identity (5.3.6) for each �.r/ an arbitrary sequence

of lr indeterminates and each kr an indeterminate. To this end we replace

�
.r/
i 7! xl1C���Clr�1Ci C AnC1;r C i � 1 for 1 6 r 6 nC 1 and 1 6 i 6 lr ;

kr 7!

rX
sD1

.as C ls/ for 1 6 r 6 nC 1;

where the x1; : : : ; xl for l WD l1 C � � � C lnC1 and the a1; : : : ; anC1 are indeterminates. Given

Ir � f1; : : : ; lrg for all 1 6 r 6 nC 1, we define the set I � f1; : : : ; lg as

I WD

nC1[
rD1

.Ir C l1 C � � � C lr�1/;

where I C z WD fi C zji 2 I g. Defining a WD a1C � � � C anC1, this leads to the much simpler identityX
j1;:::;jn>0

X
I�f1;:::;lg

.�1/jI jCjj j
.�d/jI jCjj j

.1 � a � d � l/jI jCjj j

Y
i2I

Y
j 62I

xi � xj C 1

xi � xj

nC1Y
r;sD1

.br � bs � as/jr

.br � bs � js/jr

�

nC1Y
rD1

 Y
i2I

ar C br C xi

br C jr C xi

Y
i 62I

br C xi � 1

br C jr C xi � 1

!

D
.anC1/d

.aC l/d

nY
rD1

.ar C br/d

.br/d

lY
iD1

xi � d

xi
;

where we have also replaced Ar 7! lr � br for 1 6 r 6 n and fixed AnC1 D 0.4 The above identity is

the q ! 1 limit of Lemma 5.4.1 with ar 7! qar , br 7! qbr and xi 7! qxi . The proof of the lemma is

contained in the next section.

5.4 A summation formula for An basic hypergeometric series

Over the course of this thesis we have already implicitly met many basic hypergeometric functions and

series implicitly. We say that a series
P
n cn is a basic hypergeometric series if the ratio cnC1=cn is a

rational function of qn where q is usually some complex number such that jqj < 1. The summation we

are concerned with in this section is a particular basic hypergeometric summation of type A, meaning

it contains the factor Y
16i<j6n

�
xiq

ki � xjq
kj
�
;

which is nothing but the Vandermonde product on the alphabet .x1qk1; : : : ; xnqkn/. Indeed, the

summation which we will use below is the multivariate An q-Pfaff–Saalschütz summation due to

Milne [Mil97, Theorem 4.15] (see also [Sch, Equation (2.15)]),X
k1;:::;kn>0

.q�d I q/jkjq
jkj

.a1 � � � anbq1�d=cI q/jkj

Y
16r<s6n

xrq
kr � xsq

ks

xr � xs

nY
r;sD1

.asxr=xsI q/kr
.qxr=xsI q/kr

nY
rD1

.bxr I q/kr

.cxr I q/ki

D
.c=bI q/d

.c=a1 � � � anbI q/d

nY
rD1

.cxr=ar I q/d

.cxr I q/d
: (5.4.1)

4Since (5.3.6) only depends on differences of the Ar , there is no loss of generality in choosing AnC1 D 0.
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Since .q�d I q/jkj D 0 for jkj > d , the series on the left terminates. In the previous section we used a

slightly modified version of this sum, which now state.

Lemma 5.4.1. Let d; l; n be nonnegative integers and a1; : : : ; anC1, b1; : : : ; bn, x1; : : : ; xl indetermi-

nates. Then

X
k1;:::;kn>0

X
I�f1;:::;lg

.�1/jI jCjkjq.
jI j
2 /�.

jkj
2 /

.q�d I q/jI jCjkj

.q1�d�l=a1 � � � anC1I q/jI jCjkj

� q1�l

a1 � � � anC1

�jI j
(5.4.2)

�

Y
i2I

Y
j 62I

xj � qxi

xj � xi

nC1Y
rD1

�Y
i2I

1 � arbrxi

1 � qkrbrxi

Y
j 62I

1 � q�1brxj

1 � qkr�1brxj

nC1Y
sD1

.br=asbsI q/kr
.q�ksbr=bsI q/kr

�

D
qdl.anC1I q/d

.a1 � � � anC1ql I q/d

nY
rD1

.arbr I q/d

.br I q/d

lY
iD1

1 � q�dxi

1 � xi
;

where jkj WD k1 C � � � C kn, knC1 WD 0 and bnC1 WD 1.

Proof. In the identity (5.4.1) we first apply

Y
16r<s6n

xrq
kr � xsq

ks

xr � xs
D .�1/jkjq�.

jkjC1
2 /

nY
r;sD1

.qxr=xsI q/kr
.q�ksxr=xsI q/kr

;

which leads to

X
k1;:::;kn>0

.�1/jkjq�.
jkj
2 /

.q�d I q/jkj

.a1 � � � anbq1�d=cI q/jkj

nY
r;sD1

.asxr=xsI q/kr
.q�ksxr=xsI q/kr

nY
rD1

.bxr I q/kr

.cxr I q/kr

D
.c=bI q/d

.c=a1 � � � anbI q/d

nY
rD1

.cxr=ar I q/d

.cxr I q/d
;

which is (5.4.2) for l D 0 with br 7! cxr , ar 7! 1=ar for 1 6 r 6 n and anC1 7! c=b. To obtain

(5.4.2) for all l we scale n 7! nC l and split the set of nC l variables xr in two, relabeling so that

xr 7!

8<:br if 1 6 r 6 n;

xr�n if nC 1 6 r 6 nC l :

We wish to specialise ar 7! 1=q for n C 1 6 r 6 n C l . This ensures the summand vanishes

unless 0 6 knC1; : : : ; knCl 6 1. We encode each term in the sum over knC1; : : : ; knCl as a subset

I � f1; : : : ; lg where i 2 I if knCi D 1 and i 62 I if knCi D 0. This allows the sum over

knC1; : : : ; kkCd to be replaced by a sum over I . Making these changes and relabeling b 7! anC1
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(recall that the “old” anC1 has been specialised), the identity becomes

X
k1;:::;kn>0

X
I�f1;:::;lg

.�1/jI jCjkjq�.
jI jCjkj
2 / .q�d I q/jI jCjkj

.a1 � � � anC1q1�d�l=cI q/jI jCjkj

�

nY
r;sD1

.asbr=bsI q/kr
.q�ksbr=bsI q/kr

nY
rD1

�Y
i2I

1 � arxi=br

1 � q�krxi=br

Y
i 62I

1 � q�1br=xi

1 � qkr�1br=xi

�

�

Y
i2I

Y
j 62I

1 � q�1xi=xj

1 � xi=xj

nY
rD1

.anC1br I q/kr
.br I q/kr

Y
i2I

1 � anC1xi

1 � cxi

D
.c=anC1I q/d

.qlc=a1 � � � anC1I q/d

nY
rD1

.cbr=ar I q/d

.cbr I q/d

lY
iD1

1 � qdxi

1 � cxi
:

The claim now follows after the substitution

.ar ; c; xi/ 7! .1=ar ; 1; 1=xi/ or .br ; c; q/ 7! .1=br ; 1; 1=q/

and defining knC1 WD 0 and bnC1 WD 1.



Chapter 6

Further AFLT-type Selberg integrals

This chapter is devoted to several further AFLT-type Selberg integrals. We first discuss an AFLT-type

analogue of the Askey–Habsieger–Kadell integral, which takes the form of a multiple q-integral. Next

we introduce the elliptic analogue of the Selberg integral, and state without proof the elliptic analogue

of the AFLT integral obtained in [ARW]. Here the role of the Jack polynomials is played by a pair of

elliptic interpolation functions. As a limiting case, an AFLT-integral for Macdonald polynomials is

also obtained. The thesis concludes with a discussion of several open problems.

6.1 A q-analogue of the AFLT integral

In [Ask80] Askey conjectured several q-analogues of the Selberg integral (1.1.2). The first of his

conjectures, which takes the form of a multiple Jackson or q-integral, was proved independently by

Habsieger [Hab88] and Kadell [Kad88] and is now known as the Askey–Habsieger–Kadell integral.

In a similar vein, Jackson-type q-analogues of the Kadell and Hua–Kadell integrals were obtained

in [Kan96, Proposition 5.2] and [War05, Theorem 1.4] respectively. By a minor adaptation of the

proof of Theorem 1.3.1 in the case of A1 and positive integral 
 , we obtain a q-analogue of the AFLT

integral (1.2.4) which generalises all of the previously mentioned integral evaluations.1 Since (positive)

integral values of 
 are problematic for An with n > 2, our result is restricted to the rank-one case

only.

In the following we assume q to be real such that 0 < q < 1. Recall the 1-dimensional Jackson

integral (3.3.2). The k-dimensional Jackson-integral over Œ0; 1�k may then be defined asZ
Œ0;1�k

f .t1; : : : ; tk/ dqt1 � � � dqtk WD .1 � q/k
X

v1;:::;vk>0

f
�
qv1; : : : ; qvk

�
qv1C���Cvk ; (6.1.1)

where f W Rk �! C is a function such that the sum on the right is absolutely convergent. For

˛; ˇ 2 C n f0;�1;�2; : : :g such that Re.˛/ > 0 and 
 a positive integer, the Askey–Habsieger–Kadell
1Although closely related, our q-analogue of the AFLT integral is slightly different to [MMSS12, Equation (101)] by

Mironov et al. (or the integral arising in [IOY13, Equation (4.4.5)]) which is essentially our (6.1.3) below and which does
not include the Askey–Habsieger–Kadell integral as a special case.
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integral may be stated asZ
Œ0;1�k

kY
iD1

t˛�1i .qti I q/ˇ�1
Y

16i<j6k

t
2

j .q1�
 ti=tj I q/2
 dqt1 � � � dqtk

D q˛
.
k
2/C2


2.k3/
kY
iD1

�q.˛ C .i � 1/
/�q.ˇ C .i � 1/
/�q.1C i
/

�.˛ C ˇ C .2k � i � 1/
/�q.1C 
/
:

For k D 1 this reduces to the q-analogue of Euler’s beta integral (3.3.3). As previously remarked, one

may derive the Askey–Habsieger–Kadell integral from the Kaneko–Macdonald q-binomial theorem.

However, to prove our q-analogue of the AFLT integral we require the full Cauchy identity for

Macdonald polynomials (2.6.8).

Theorem 6.1.1. Let k be a positive integer and � 2 Pk and � 2 P . Then for 
 a positive integer and

˛; ˇ 2 C such that Re.˛/ > ��k and �ˇ 62 N there holdsZ
Œ0;1�k

P�.t I q; q

/P�

��
qˇ�
 t C

1 � qˇ�


1 � q


�
I q; q


�

�

kY
iD1

t˛�1i .qti I q/ˇ�1
Y

16i<j6k

t
2

j .q1�
 ti=tj I q/2
 dqt1 � � � dqtk

D q˛
.
k
2/C2


2.k3/P�

��
1 � qk


1 � q


�
I q; q


�
P�

��
1 � qˇC.k�1/


1 � q


�
I q; q


�
�

kY
iD1

�q.˛ C .k � i/
 C �i/�q.ˇ C .i � 1/
/�q.1C i
/

�.˛ C ˇ C .2k �m � i � 1/
 C �i/�q.1C 
/

�

kY
iD1

mY
jD1

�q.˛ C ˇ C .2k � i � j � 1/
 C �i C �j /

�q.˛ C ˇ C .2k � i � j /
 C �i C �j /
;

where m is an arbitrary integer such that m > l.�/.

The proof of the theorem uses the following simple lemma [War05, Lemma 3.1].

Lemma 6.1.2. Let 
 be a positive integer and

f .t1; : : : ; tk/
Y

16i<j6k

.1 � ti=tj /

a symmetric function such that f .t1; : : : ; tk/ vanishes if ti=tj 2 fq1�
 ; q2�
 ; : : : ; q
�1g for any

1 6 i < j 6 k. Then

.1 � q/k
X
�2Pk

f .t1; : : : ; tk/
Y

16i<j6k

.1 � ti=tj /

D
.1 � q
/k

.q
 I q
/k

Z
Œ0;1�k

f .t1; : : : ; tk/
Y

16i<j6k

.1 � q
 ti=tj /
dqt1
t1
� � �

dqtk
tk
;

where on the left ti WD q�iC.k�i/
 .
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Proof. Since ti WD q�iC.k�i/
 in the sum on the left-hand side of the lemma, the sum is essentially

over all sequences v D .v1; : : : ; vk/ of nonnegative integers of length at most k such that vj � vi > 


for i < j . Taking v to be such a sequence, we are free to replace vi 7! vi � .k � i/
 since if

0 6 vi � vj < 
 the summand will vanish. Indeed, for any i < j if 1 6 vi � vj < 
 the function f

will vanish by the assumption of the lemma, and if vi D vj then the product
Q
16i<j6k.1 � ti=tj /

gives the desired vanishing. In fact these vanishing conditions still hold for all 1 6 i ¤ j 6 k, and so

we may transform the sum on the left into

.1 � q/k

kŠ

X
v1;:::;vk>0

f .qv1; : : : ; qvk/
Y

16i<j6k

.1 � qvi�vj /:

To proceed we will need the identity

X
w2Sk

w

� Y
16i<j6k

xi � txj

xi � xj

�
D

.t I t /k

.1 � t /k
; (6.1.2)

for Xk D .x1; : : : ; xk/ a finite alphabet. To prove this, note that the denominator is the Vandermonde

product up to a sign, and thus

X
w2Sk

w

� Y
16i<j6k

xi � txj

xi � xj

�
D

1

�.Xk/

X
w2Sk

sgn.w/w
� Y
16i<j6k

.xi � txj /

�
:

From this, both numerator and denominator are polynomials of degree k � 1 which vanish for xi D xj .

Therefore the left-hand side is independent of Xk, and so we may choose Xk D .1; t; : : : ; tk�1/.

However in this case there is only one surviving term in the sum, corresponding to the permutation

which reverses the order of the word 12 � � � k, from which the evaluation follows.

With this established, choose xi D qvi and t D q
 in (6.1.2). Then we have

�
.1 � q/.1 � q
/

�k
kŠ.q
 I q
/k

X
v1;:::;vk>0

f .qv1; : : : ; qvk/
Y

16i<j6k

.1 � qvi�vj /
X
w2Sk

w

� Y
16i<j6k

qvi � qvjC


qvi � qvj

�

D

�
.1 � q/.1 � q
/

�k
kŠ.q
 I q
/k

X
v1;:::;vk>0

X
w2Sk

w

�
f .qv1; : : : ; qvk/

Y
16i<j6k

.1 � qvj�viC
/

�

D

�
.1 � q/.1 � q
/

�k
.q
 I q
/k

X
v1;:::;vk>0

f .qv1; : : : ; qvk/
Y

16i<j6k

.1 � qvj�viC
/;

where the last equality follows by the symmetry of the summand. This sum is precisely as in the

definition of the Jackson integral (6.1.1) after introducing qv1C���Cvk , and so the proof is complete.
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Proof of Theorem 6.1.1. Assume that 
 is a positive integer. For n D 1 the identity (4.3.4) states that

.1 � q/k
X
�

P�.t I q; q

/P�

��
qˇ�
 t C

1 � qˇ�


1 � q


�
I q; q


�
�
.t I q/

kY
iD1

t˛i .qti I q/ˇ�1 (6.1.3)

D q˛.
k
2/
C2.

k
3/


2

P�

��
1 � qk


1 � q


�
I q; q


�
P�

��
1 � qˇC.k�1/


1 � q


�
I q; q


�
�

kY
iD1

�q.˛1 C .k � i/
 C �i/�q.ˇ C .i � 1/
/�q.i
/

�q.˛1 C ˇ C .2k1 �m � i � 1/
 C �i/�q.
/

�

kY
iD1

mY
jD1

�q.˛1 C ˇ C .2k � i � j � 1/
 C �i C �j /

�q.˛1 C ˇ C .2k � i � j /
 C �i C �j /
:

Since

�
.t I q/ D
Y

16i<j6k

t
2

j .1 � ti=tj /.q

1�
 ti=tj I q/2
�1 D
Y

16i<j6k

.�ti tj /

q�.



2/.ti=tj I q/
.tj=ti I q/
 ;

the summand of (6.1.3) is symmetric in t . Moreover,�
.t I q/ vanishes if ti=tj 2 fq1�
 ; q2�
 ; : : : ; q
�1g

for 1 6 i < j 6 k due to the presence of the factor .q1�
 ti=tj I q/2
�1. Hence the claim follows by

Lemma 6.1.2 upon noting that

kY
iD1

�q.i
/

�q.
/
D
.1 � q
/k

.q
 I q
/k

kY
iD1

�q.1C i
/

�q.1C 
/
:

6.2 The elliptic AFLT integral

Here we will state without proof the elliptic analogue of the AFLT integral and an AFLT integral for

Macdonald polynomials. For more details we refer the reader to [ARW]. Throughout this section let

p; q 2 C be complex numbers such that jpj; jqj < 1, and we use n rather than k to denote the number

of integration variables.

6.2.1 Elliptic preliminaries

In the previous section we proved a q-extension of the AFLT integral. Much of the theory of q-

hypergeometric series and integrals extends naturally to the elliptic level. For an introduction to the

theory of elliptic hypergeometric functions see [GR04, Ros, Spi]. The primary building block of the

elliptic theory is the modified theta function

�.zI q; p/ WD .zIp/1.p=zIp/1;

where z 2 C� and p 2 C is such that jpj < 1. The elliptic shifted factorial is then given by

.aI q; p/n WD

n�1Y
iD1

�.aqi Ip/;
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so that .aI q; 0/n D .aI q/n, the ordinary q-shifted factorial. We also require the elliptic gamma

function [Rui97]

�.zIp; q/ WD

1Y
i;jD0

1 � piC1qjCi=z

1 � zpiqi
;

which by definition satisfies

�.zIp; q/ D
1

�.pq=zIp; q/
:

For the elliptic gamma function we adopt the usual plus-minus conventions

�.z˙Ip; q/ WD �.zIp; q/�.z�1Ip; q/

�.z˙w˙Ip; q/ WD �.zwIp; q/�.zw�1Ip; q/�.z�1wIp; q/�.z�1w�1Ip; q/:

We also have an elliptic generalisation of (2.6.21)

.bI q; t Ip/� WD
Y
s2�

�
�
bqa

0.s/t�l
0.s/
Ip
�
D

Y
i>1

.bt1�i I q; p/�i :

It is also convenient to define the following shorthand for products of elliptic shifted factorials:

�0�.ajb1; : : : ; bnI q; t Ip/ WD

nY
iD1

.bi I q; t Ip/�

.pqa=bi I q; t Ip/�
:

For � D .�.1/; �.2// 2 P 2 a bipartition we also use the notation

�0�.ajb1; : : : ; bnI q; t Ip/ WD �
0
�.1/
.ajb1; : : : ; bnI q; t Ip/�

0
�.2/
.ajb1; : : : ; bnI q; t Ip/:

The generalised hook polynomials (2.6.22) also admit elliptic analogues,

C�� .bI q; t Ip/ WD
Y
s2�

�
�
bqa�.s/t l�.s/Ip

�
(6.2.1a)

CC
�
.bI q; t Ip/ WD

Y
.i;j /2�

�
�
bq�iCj�1t2��

0
j
�i
Ip
�
; (6.2.1b)

so that, in particular, c�.q; t/ D C�� .t I q; t I 0/ and c0
�
.q; t/ D C�

�
.qI q; t I 0/.

6.2.2 The elliptic beta, Selberg, and AFLT integrals

We will now state the elliptic beta, Selberg, and AFLT integrals, and give some of the necessary

background in order to understand these formulas. The elliptic beta integral was discovered by

Spiridonov [Spi01], and may be stated asZ
T

Q6
rD1 �.trz

˙Ip; q/

�.z˙2Ip; q/

dz
2� iz

D
2

.pIp/1.qI q/1

Y
16r<s66

�.tr tsIp; q/; (6.2.2)

where jtr j < 1 for each 1 6 r 6 6 and the parameters satisfy t1 � � � t6 D pq. The reduction of this

integral to the Euler beta integral (1.1.3) is not entirely straightforward. Sending p ! 0 one obtains
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the Rahman integral [Rah86]. This is itself a generalisation of the well-known Askey–Wilson integral,

which reduces to the beta integral in the form (1.1.8) (this is worked out in [GR04, §6.1]).

To state our next formula we introduce the elliptic factor

�n WD
.pIp/n1.qI q/

n
1�

n.t Ip; q/

2nnŠ.2� i/n
:

Then the elliptic Selberg integral is an n-dimensional analogue of the integral (6.2.2),

Sn.t1; : : : ; t6I t Ip; q/ (6.2.3)

WD �n

Z
Tn

Y
16i<j6n

�.tz˙i z
˙
j Ip; q/

�.z˙i z
˙
j Ip; q/

nY
iD1

Q6
rD1 �.trz

˙
i Ip; q/

�.z˙2i Ip; q/

dz1
z1
� � �

dzn
zn

D

nY
iD1

�
�.t i Ip; q/

Y
16r<s66

�.t i�1tr tsIp; q/

�
;

where again jtr j < 1 and the balancing condition t2n�2t1 � � � t6 D pq holds. The above, which is

also referred to as the type II Cn elliptic beta integral, was conjectured by van Diejen and Spiridonov

in [vDS00, vDS01]. The first proof is due to Rains [Rai10], with subsequent alternative proofs being

found by Spiridonov [Spi07] and Ito and Noumi [IN17]. Again, the reduction to the classical case is

highly nontrivial; see [ARW, §6.1] for the details.

In order to lift (6.2.3) to an analogue of the AFLT integral, we need to introduce a family of

elliptic skew interpolation functions. It is these functions that will play the role of the pair of Jack

polynomials in the AFLT integral. Our treatment of these functions is quite terse, and we refer the reader

to [ARW, CG06, Rai06, Rai10, Rai12, RWb]. In the following we say that a function f .x1; : : : ; xn/

is BCn-symmetric if it is invariant under the action of the hyperoctahedral group Z=2Z o Sn, the

group of signed permutations on n letters.2 We begin with Rains’ BCn-symmetric elliptic interpolation

functions, which for � 2 Pn we denote by

R��.x1; : : : ; xnI a; bI q; t Ip/:

For any � 2 Pn such that � 6� � these satisfy the vanishing conditions

R��
�
ah�inIq;t I a; bI q; t Ip

�
D 0;

where h�inIq;t is the usual spectral vector (2.6.12). Suppressing the variables xi , the functions

R��.a; bI q; t Ip/ generalise the Okounkov BCn-symmetric interpolation Macdonald polynomials

P ��.q; t; s/ [Oko98]. While the P ��.q; t; s/ are inhomogeneous, they contain the ordinary Macdonald

polynomial P�.q; t/ as the homogeneous term of maximal degree j�j. Like the Macdonald polynomi-

als, the R�� satisfy an evaluation symmetry and have a nice principal specialisation formula, which

may be found in the aforementioned references.

2Here Z=2Z acts as xj 7! 1=xj .
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Using the elliptic interpolation functions we can define the elliptic binomial coefficients 
�

�

!
Œa;b�Iq;t Ip

WD
.pqaI q; t Ip/2�2

C�
�
.pqI q; t Ip/C�

�
.t I q; t Ip/CC

�
.aI q; t Ip/CC

�
.pqa=t I q; t Ip/

��0�.a=bjt
n; 1=bI q; t Ip/R��

�
t1�na1=2h�inIq;t I t

1�na1=2; ba�1=2I q; t Ip
�
;

where 2�2 is shorthand for the partition .2�1; 2�1; 2�2; 2�2; : : : / and n is an integer such that n >
l.�/; l.�/. This definition is independent of the choice of a1=2 and n. The elliptic binomial coefficients

vanish unless � � � and trivialise to 1 when � D 0 (but not when � D �). In fact we will use the

normalised elliptic binomial coefficients*
�

�

+
Œa;b�.v1;:::;vk/Iq;t Ip

WD
�0
�
.ajb; v1; : : : ; vkI q; t Ip/

�0�.a=bj1=b; v1; : : : ; vkI q; t Ip/

 
�

�

!
Œa;b�Iq;t Ip

:

Putting all of the above together we may define the elliptic skew interpolation functions by

R��=�.Œv1; : : : ; v2n�I a; bI q; t Ip/ WD
X
�

�0�.pq=b
2
jpq=bv1; : : : ; pq=bv2nI q; t Ip/

�

*
�

�

+
Œa=b;ab=pq�Iq;t Ip

*
�

�

+
Œpq=b2;pqV=ab�Iq;t Ip

;

where V WD v1 � � � v2n. Note that unlike the BCn-symmetric interpolation functions the skew interpo-

lation functions are S2n-symmetric. On the left the square brackets should be interpreted as a kind

of plethystic bracket, since in the p ! 0 limit the variables vi are related to the variables xi of the

BCn-symmetric interpolation functions via plethystic substitution (see [ARW, §6.2]).

For � D 0 the skew functions generalise the BCn-symmetric interpolation functions

R��=0.Œt
1=2x˙1 ; : : : ; t

1=2x˙n �I t
n�1=2a; t1=2bI q; t Ip/

D

8̂<̂
:
�0
�
.tn�1a=bjtnI q; t Ip/R�

�
.x1; : : : ; xnI a; bI q; t Ip/ for � 2 Pn;

0 otherwise;

where we adopt the convention

R��=�
�
Œuz˙1 ; : : : ; uz

˙
n ; v1; : : : ; v2m�I a; bI t Ip; q/

WD R��=�
�
Œuz1; uz

�1
1 ; : : : ; uzn; uz

�1
n ; v1; : : : ; v2m�I a; bI t Ip; q/:

Finally, we must extend all of the previous functions depending on partitions to bipartitions as

defined in Section 2.1. For � D .�.1/; �.2// and � D .�.1/; �.2// be bipartitions,

R��.a; bI t Ip; q/ WD R�
�.1/
.a; bI q; t Ip/R�

�.2/
.a; bIp; t I q/

R��=�.a; bI t Ip; q/ WD R�
�.1/=�.1/

.a; bI q; t Ip/R�
�.2/=�.2/

.a; bIp; t I q/:
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These definitions are extended to �0�.ajb1; : : : ; bkI t Ip; q/ and
˝
�

�

˛
Œa;b�.v1;:::;vk/It Ip;q

in the obvious way.

Finally, we extend the spectral vector (2.6.12) to bipartitions as

h�inIt Ip;q WD
�
q�

.1/
1 p�

.2/
1 tn�1; q�

.1/
2 p�

.2/
2 tn�2; : : : ; q�

.1/
n�1p�

.2/
n�1t; q�

.1/
n p�

.2/
n
�
:

We are now ready to state the elliptic AFLT integral [ARW, Theorem 1.4].

Theorem 6.2.1. Let n be a positive integer, p; q; t; t1; t2; t3; t4; t5; t6 2 C such that the elliptic bal-

ancing condition t2n�2t1 � � � t6 D pq holds and such that jpj; jqj < 1. Then, for � 2 P 2
n and

� 2 P 2,

�n

Z
C��

R��=0
�
Œt1=2z˙1 ; : : : ; t

1=2z˙n �I t
n�1=2t1; t

1=2t6I t Ip; q
�

�R��=0
�
Œt1=2z˙1 ; : : : ; t

1=2z˙n ; t
�1=2t3; t

�1=2t4�I t
n�3=2t2t3t4; t

1=2t5I t Ip; q
�

�

Y
16i<j6n

�.tz˙i z
˙
j Ip; q/

�.z˙i z
˙
j Ip; q/

nY
iD1

Q6
rD1 �.trz

˙
i Ip; q/

�.z˙2i Ip; q/

dz1
z1
� � �

dzn
zn

D

nY
iD1

�
�.t i Ip; q/

Y
16r<s66

�.t i�1tr tsIp; q/

�
��0�.t

n�1t1=t6jt
n; tn�1t1t2; t

n�1t1t3; t
n�1t1t4; t

n�1t1t5I t Ip; q/

��0�.t
n�2t2t3t4=t5jt

n�1t2t3; t
n�1t2t4; t

n�1t3t4I t Ip; q/

�
�0�.t

n�2t2t3t4=t5jt
n�2t1t2t3t4h�inIt Ip;q/

�0�.t
n�2t2t3t4=t5jtn�1t1t2t3t4h�inIt Ip;q/

;

where C�� is a deformation of Tn (with T the positively oriented unit circle) separating sequences of

poles of the integrand tending to zero from sequences of poles tending to infinity.

In [ARW], the proof of the theorem relies on an integral formula for the product of two non-skew

BCn-symmetric elliptic interpolation functions due to Rains [Rai10, Theorem 9.2]. By taking an

appropriate p ! 0 limit Theorem 6.2.1 reduces to the following AFLT integral for a pair of Macdonald

polynomials [ARW, Corollary 1.5].

Corollary 6.2.2. For � 2 Pn, � 2 P , and a; b; q; t 2 C such that jbj; jqj; jt j < 1,

1

nŠ.2� i/n

Z
Tn

P�.zI q; t/P�

�h
z C

t � b

1 � t

i
I q; t

�
�

nY
iD1

.a=zi ; qzi=aI q/1

.b=zi ; zi I q/1

Y
16i<j6n

.zi=zj ; zj=zi I q/1

.tzi=zj ; tzj=zi I q/1

dz1
z1
� � �

dzn
zn

D bj�jt j�jP�

�h1 � tn
1 � t

i
I q; t

�
P�

�h1 � btn�1
1 � t

i
I q; t

�
�

nY
iD1

.t; atn�m�iq�i ; at1�i=b; qt i�1b=aI q/1

.q; t i ; bt i�1; at1�iq�i=bI q/1

nY
iD1

mY
jD1

.atn�i�jC1q�iC�j I q/1

.atn�i�jq�iC�j I q/1
;

where m is an arbitrary integer such that m > l.�/.
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Alternatively, as shown in [ARW, Corollary 6.1], this formula be expressed as a generalisation of

the orthogonality of the Macdonald polynomials under the modified scalar product (2.6.37).





Chapter 7

Open problems

To conclude we discuss a number of open problems.

7.1 Generalising Theorem 1.4.1 for 
 ¤ 1

The main open problem is to generalise Theorem 1.4.1 to the case of Jack polynomials. Using the

reciprocity for Schur functions (2.5.8) this theorem can be rewritten as�� nY
rD1

s�.r/
�
t .r/ � t .r�1/

��
s�.nC1/

�
t .n/ C ˇ � 1

��k1;:::;kn
˛1;:::;˛n;ˇ

(7.1.1)

D

� nY
rD1

s�.r/Œkr � kr�1�

�
s�.nC1/Œkn C ˇ � 1�

nC1Y
r;sD1
r¤s

`rY
iD1

�
"r.Ar;s � ks�1 C ks/ � i C 1

�
�
.r/

i�
"r.Ar;s C "s`s/ � i C 1

�
�
.r/

i

�

Y
16r<s6nC1

`rY
iD1

`sY
jD1

.Ar;s � i C "sj C 1/�.r/
i
�"s�

.s/

j

.Ar;s � i C "s.j � 1/C 1/�.r/
i
�"s�

.s/

j

;

where `1; : : : ; `nC1 are arbitrary integers such that `r > l.�.r// for 1 6 r 6 nC1, "1 D � � � D "n D 1,

"nC1 D �1, k0 WD 0 and knC1 WD 1 � ˇ. It is not difficult to define a function, say

R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 
/;

such that for 
 D 1 it gives the right-hand side of (7.1.1) and such that for �.1/ D �, �.2/ D � � � D

�.n/ D 0 and �.nC1/ D � it yields the right-hand side of (1.3.6). To describe this function, we

generalise our earlier definition (1.4.4) of Ar and Ar;s to include 
 :

Ar WD ˛r C � � � C ˛n C .kr � kr�1 C r/
 and Ar;s WD Ar � As;

for 1 6 r; s 6 nC 1. Hence Ar;s D �Ar;s and

Ar;s D ˛r C � � � C ˛s�1 C .kr � kr�1 � ks C ks�1 C r � s/
 (7.1.2)
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for 1 6 r 6 s 6 nC 1. Finally, we define the 
 -shifted factorial indexed by a partition � by

.aI 
/� WD
Y
i>1

.aC .1 � i/
/�i :

Lemma 7.1.1. Let Ar;s be as in (7.1.2), where 0 D k0 6 k1 6 k2 6 � � � 6 kn are integers and

knC1 WD 1 � ˇ=
 . Set "1 D � � � D "n D 1 and "nC1 D �1, and define

R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 
/ (7.1.3)

WD

� nY
rD1

P
.1=
/

�.r/
Œkr � kr�1�

�
P
.1=
/

�.nC1/
Œkn C ˇ=
 � 1�

�

Y
16r<s6nC1

.�"sAr;s � "s.kr�1 � kr/
 I 
/�.s/

.�"sAr;s C "s`r
 I 
/�.s/

�

Y
16r<s6n

 
.Ar;s � .ks�1 � ks/
 I 
/�.r/

.1C Ar;s C ."s`s � 1/
 I 
/�.r/

`rY
iD1

`sY
jD1

.1C Ar;s C .j � i/
/�.r/
i
��

.s/

j

.1C Ar;s C .j � i � 1/
/�.r/
i
��

.s/

j

!

�

nY
rD1

 
.Ar;nC1 � .kn � knC1/
 I 
/�.r/

.Ar;nC1 � `nC1
 I 
/�.r/

`rY
iD1

`nC1Y
jD1

.Ar;nC1 � .i C j � 1/
/�.r/
i
C�

.nC1/

j

.Ar;nC1 � .i C j � 2/
/�.r/
i
C�

.nC1/

j

!
;

where `1; : : : ; `nC1 are arbitrary integers such that `r > l.�.r// and `1 6 k1. Then

R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 
/

is well-defined (i.e., independent of the choice of the `r ),

R
0;k2;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 
/ D

8̂<̂
:
R
k2;:::;kn
�.2/;:::;�.nC1/

.˛2; : : : ; ˛n; ˇI 
/ if �.1/ D 0;

0 otherwise

and

R
k1;:::;kn
�;0;:::;0„ƒ‚…
n�1 times

;�
.˛1; : : : ; ˛n; ˇI 
/ and R

k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 1/

agree with the right-hand side of the An AFLT integral (1.3.6) and the right-hand side of (7.1.1)

respectively. Moreover, when l.�.1// < k1 and k1; : : : ; kn > 1,

R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; ˛2; : : : ; ˛n; ˇI 
/ (7.1.4)

D R
k1�1;:::;kn�1

�.1/;:::;�.nC1/
.˛1 C 
; ˛2; : : : ; ˛n; ˇ C 
; 
/

nC1Y
sD1

.�"sA1;s C "sk1
 I 
/�.s/

.�"sA1;s C "s.k1 � 1/
 I 
/�.s/
:

We note that the assumption that l.�.1// < k1 is not actually a restriction since

R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 
/

depends on �.1/ C ˛1 only, where, for m a scalar, �Cm WD .�1 Cm;�2 Cm; : : : /. For n D 2 and

�.2/ D 0 the recursion (7.1.4) agrees with [FL, Equation (A.15)] (provided Œk2
�=Œ.k2 � 1/
� in the

latter is corrected to Œk2
��=Œ.k2� 1/
��). For n > 2 and �.2/ D � � � D �.n/ D 0, however, (7.1.4) and

the recursion at the bottom of page 36 of [FL] are inconsistent.
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Proof of Lemma 7.1.1. To see that the right-hand side of (7.1.3) is independent of the `r , fix a t such

that 1 6 t 6 nC 1. Then, assuming that �.t/
`t
D 0, it follows from elementary manipulations and the

use of
.a/�n

.b/�n
D
.1 � b/n

.1 � a/n

that the right-hand side of (7.1.3) reduces to the same expression with `t 7! `t � 1.

For (7.1.4), write

knC1 D knC1.ˇI 
/ and Ar;s D A
k1;:::;kn
r;s .˛1; : : : ; ˛n; ˇI 
/:

It is then readily checked that

knC1.ˇ C 
 I 
/ D knC1.ˇI 
/ � 1

Ak1�1;:::;kn�1r;s .˛1 C 
; ˛2; : : : ; ˛n; ˇ C 
 I 
/ D A
k1;:::;kn
r;s .˛1; : : : ; ˛n; ˇI 
/:

Hence, for l.�.1// 6 k1 � 1,

R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; ˛2; : : : ; ˛n; ˇI 
/

R
k1�1;:::;kn�1

�.1/;:::;�.nC1/
.˛1 C 
; ˛2; : : : ; ˛n; ˇ C 
; 
/

D
P
.1=
/

�.1/
Œk1�

P
.1=
/

�.1/
Œk1 � 1�

nC1Y
sD2

.�"sA1;s C "sk1
 I 
/�.s/

.�"sA1;s C "s.k1 � 1/
 I 
/�.s/
:

By the specialisation formula (2.6.26) the recursion (7.1.4) follows.

The remaining claims of the lemma are immediate and left to the reader.

An obvious guess would be that�� nY
rD1

P
.1=
/

�.r/

�
t .r/ � t .r�1/

��
P
.1=
/

�.nC1/

�
t .n/ C ˇ=
 � 1

��k1;:::;kn
˛1;:::;˛n;ˇ I


(7.1.5)

D R
k1;:::;kn
�.1/;:::;�.nC1/

.˛1; : : : ; ˛n; ˇI 
/;

but this is easily shown to be false unless �.2/ D � � � D �.n/ D 0. To do so, we introduce the generalised

hypergeometric function

rC1Fr

�
a1; : : : ; arC1

b1; : : : ; br
I z

�
D

1X
kD0

.a1; : : : ; arC1/k

.b1; : : : ; br/k

zk

kŠ
;

where we have used the usual condensed notation for products of shifted factorials. By a direct

computation using Theorem 1.3.1 and the Jack polynomial limit of (2.6.36) given by

P
.1=
/

.r/
Œx � y� D xr 2F1

�
�
;�r

1 � 
 � r
I
y

x

�
;

where 2F1 is the Gauss hypergeometric function [AAR99, Definition 2.1.5], it follows that for

k1 D � � � D kn D 1 and

�
�.1/; : : : ; �.n/; �.nC1/

�
D
�
.u1/; : : : ; .un/; �

�
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the left-hand side of (7.1.5) evaluates as a product of n � 1 terminating 3F2 series. Specifically,�� nY
rD1

P
.1=
/

.ur /

�
tr � tr�1

��
P .1=
/�

�
tn C ˇ=
 � 1

��1;:::;1
˛1�u1;:::;˛n�un;ˇ I


D P .1=
/� Œˇ=
�
.˛1 C � � � C ˛n C ˇ � n
 I 
/�

.˛1 C � � � C ˛n C ˇ � .n � 1/
 I 
/�

�

nY
rD1

.1 � ˛1 � � � � � ˛r C .r � 1/
/u1C���Cur
.1 � ˛1 � � � � � ˛r � ˇr C .r � ır;n/
/u1C���Cur

�

n�1Y
rD1

3F2

�
�
; ˛1 C � � � C ˛r � .r � 1/
;�urC1

1 � 
 � urC1; 1C ˛1 C � � � C ˛r � r

I 1

�
;

where t0 WD 0 and ˇ1 D � � � D ˇn�1 WD 1. For 
 D 1 the r th 3F2 series simplifies to ıurC1;0 in

accordance with the k1 D � � � D kn case of (7.1.1). We do not know how to modify the product of

Jack polynomials on the left of (7.1.5) so that equality holds.

7.2 A complex Schur function analogue of Theorem 4.4.1

Another open problem is to generalise the 
 D 1 case of (4.4.3) to include a product of n Schur

functions. For ˇn�1 C ˇn D 2, denote by ˝
O
˛k1;:::;kn
˛1;:::;˛n;ˇn�1;ˇn

the 
 D 1 case of the An Selberg average (4.4.2) (this again requires a complex integration contour).

Then the problem is to extend the method of Chapter 5 to prove that�� n�1Y
rD1

s�.r/
�
t .r/ � t .r�1/

��
s�.n/

�
t .n/

��k1;:::;kn
˛1;:::;˛n;ˇn�1;ˇn

‹
D

nY
rD1

Y
16i<j6`r

�
.r/
i � �

.r/
j C j � i

j � i

Y
16r<s6n�1

`rY
iD1

`sY
jD1

�
.r/
i � �

.s/
j C Ar;s C j � i

Ar;s C j � i

�

n�1Y
rD1

`rY
iD1

knY
jD1

Ar;nC1 � i � j C 1

�
.r/
i C �

.n/
j C Ar;nC1 � i � j C 1

�

n�1Y
r;sD1

`rY
iD1

.Ar;s � ks�1 C ks � i C 1/�.r/
i

.Ar;s C `s � i C 1/�.r/
i

n�1Y
rD1

`rY
iD1

.Ar;n � kn�1 C kn � i C 1/�.r/
i

.Ar;n C ˇn�1 � i/�.r/
i

�

n�1Y
rD2

knY
iD1

.Ar;nC1 C kr�1 � kr � i C 1/�.n/
i

.Ar;nC1 � `r � i C 1/�.n/
i

knY
iD1

.An;nC1 C kn�1 � kn � i C 1/�.n/
i

.An;nC1 C ˇn � i/�.n/
i

;

where t .0/ WD 0, k0 D knC1 WD 0, `1 D k1, `n D kn, `r for 2 6 r 6 n � 1 are arbitrary nonnegative

integers such that `r > l.�.r//, and the Ar;s are defined as in (1.4.4). The more general average�� nY
rD1

s�.r/
�
t .r/ � t .r�1/

��
s�.n/

�
t .n/

��k1;:::;kn
˛1;:::;˛n;ˇn�1;ˇn
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appears not to have a similarly simple evaluation. For example, for n D 2 and ˇ1 C ˇ2 D 
 C 1 it

follows that �
P
.1=
/

.u1/

�
t1
�
P
.1=
/

.u2/

�
t2 � t1

�
P
.1=
/

.u3/

�
t2
��1;1
˛1;˛2;ˇ1;ˇ2I


D
.˛1/u1.˛2/u2Cu3.˛1 C ˛2 � 
/u1Cu2Cu3

.˛1 C ˇ1 � 
/u1.˛2 C ˇ2 � 
/u2Cu3.˛1 C ˛2/u1Cu2Cu3

� 4F3

�
�
; ˛1 C u1;�˛2 C ˇ1 � u2 � u3;�u2

1 � 
 � u2; ˛1 C ˇ1 � 
 C u1; 1 � ˛2 � u2 � u3
I 1

�
:

For 
 D 1 this does not vanish when u2 D 0, but instead yields the non-uniform expressionD
s.u1/

�
t1
�
s.u2/

�
t2 � t1

�
s.u3/

�
t2
�E1;1
˛1;˛2;ˇ1;ˇ2

D

8̂̂̂<̂
ˆ̂:

.˛1/u1.˛2/u3.˛1 C ˛2 � 1/

.˛1 C ˇ1 � 1/u1.˛2 C ˇ2 � 1/.˛1 C ˛2 � 1C u1 C u3/
if u2 D 0;

.˛1/u1.˛2/u2Cu3�1.˛1 C ˛2 � 1/.ˇ1 � 1/

.˛1 C ˇ1 � 1/u1C1.˛2 C ˇ2 � 1/u2Cu3
if u2 > 1:

7.3 Elliptic An integrals

Both the ordinary Selberg integral (1.1.2) and AFLT integral (1.2.4) have elliptic analogues. Since

both of these integral formulas also admit extensions to An, it is natural to ask whether there exist An
analogues of the elliptic Selberg integral and the elliptic AFLT integral.
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