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1 Notation

Throughout, (X,d) will be a metric space, possibly compact, and 7' : X — X will be
a (piecewise) continuous map. The combination (X,T") defines dynamical systems by
means of iteration. The orbit of a point x € X is the set

orb(z) ={z,T(z), T o T(x),...,To---0T(x)=T"(z),---} = {T"(x) : n = 0},

T times

and if T is invertible, then orb(z) = {T™(z) : n € Z} where the negative iterates are
defined as 77" = (T™)". In other words, we consider n € N (or n € Z) as discrete
time, and 7™ (z) is the position the point x takes at time n.

Definition 1. We call x o fixed point if T'(x) = x; periodic if there is n > 1 such
that T"(x) = x; recurrent if x € orb(x).

In general chaotic dynamical systems most orbits are more complicated than periodic
(or quasi-periodic as the irrational rotation R, discussed below). The behaviour of such
orbits is hard to predict. Ergodic Theory is meant to help in predicting the behaviour
of typical orbits, where typical means: almost all points x for some (invariant) measure
L.

To define measures properly, we need a o-algebra B of “measurable” subsets. g-algebra
means that the collection B is closed under taking complements, countable unions and
countable intersections, and also that @, X € B. Then a measure u is a function
p o B — RT that is countably subadditive: p(U;A4;) < >, u(A); (with equality if the
sets A; are pairwise disjoint). To makeour lives a bit easier, in these notes, we let B be
the g-algebra of Borel sets; this is the small o-algebra that contains all open sets.

Example: For a subset A C X, define

for the indicator function 14, assuming for the moment that this limit exists. We
call this the visit frequency of x to the set A. We can compute

n—oo M n—oo 1

n—1 n—1
1 4 1 .
lim — E lyoT'z = lim —<E leT”lx—i-lAac—lA(T”x))
i=0 =0

n—1
1 .
= lim — < g lp-igo0T'w + 142 — 1A(T”a:)>

n—oo 1M
1=0

n—oo 1 4

n—1
1 .
= lim — E lp-1g 0Tz = v(T7H(A))
1=0
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That is, visit frequency measures, when well-defined, are invariant under the map.
This allows us to use invariant measure to make statistical predictions of what orbit do
“on average”.

Let By be the collection of subsets A € B such that u(A) = 0, that is: By are the null-
sets of u. We say that an event happens almost surely (a.s.) or p-almost everywhere
(p-a.e.) if it is true for all x € X \ A for some A € By.

A measure p on (X, T, B) is called

e non-singular if A € By implies T7!(A) € By.
e non-atomic if p({z}) = 0 for every x € X
e T-invariant if u(T7(A)) = p(A) for all A € B.

e finite if ;(X) < oco. In this case we can always rescale p so that u(X) =1, i.e.,
1 is a probability measure.

e o-finite if there is a countable collection X; such that X = U;X; and pu(X;) <1
for all 7. In principle, finite measures are also o-finite, but we would like to reserve
the term o-finite only for infinite measures (i.e., u(X) = oo).

Lemma 1. Let T : X — X be a continuous map on a compact space X. Then u is

T-invariant if and only if
[ fin=[ for an
b's b's

for every f € C(X). (Here C(X) is the space of all continuous functions on X,
equipped with the norm || ||oo-)

Proof. Assume that p is T-invariant and A € B is some measurable set. Then
[ ao du=p(r4) = ) = [ 14 de
X X

A similar expression works for linear combinations of indicator sets. Now if f is con-
tinuous, and € > 0 is arbitrary, then due to uniform continuity, there is a partition of
X into measurable sets A; and factors a; € R such that for g = >_;a;14;, we have
|f — gllo <e. Now

'/fonu—/fdu’ - ‘/(f—g)onu—/f—gdu

+Zaj/1Ajonu—Zaj/1Aj dyu
J J

2e
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Since ¢ is arbitrary, [ foT du= [ f dpu.

Conversely, for every closed set A and € > 0, we can find a function f € C(X) such
that f=1on Aand [|f —1a] du<ecaswellas [|f —14|0T dp <e. Then

(T A) — p(A)] = | / LyoT dy— / Ly dyl
— | [U-weTdu= [(7 1) dul < 22

Since ¢ is arbitrary, we get (T 1A) = u(A). Because the closed sets generate the Borel
o-algebra, this property carries over to all A € B. O

2 What are the invariant measures of the cat map?

The following example is called Arnol’d’s cat map.

Example: Let T : R? — R? be defined by

T <x> =M (x) for matrix M = (2 1) .
Y Y 1 1

Note that T is a bijection of R?, with 0 as single fixed point. Therefore the Dirac
measure 0 is T-invariant. However, also Lebesgue measure m is invariant because
(using coordinate transformation r = T (y))

m(T'A) = /TlAdm(x) = /Adet(M_l)dm(y) = /A detzM)dm(y) =m(A)

because det(M) = 1. This is a general fact: If 7 : R®™ — R™ is a bijection with Jacobian
J = |det(DT)| = 1, then Lebesgue measure is preserved. However, Lebesgue measure
is not a probability measure (it is o-finite). In the above case of the integer matrix with
determinant 1, T preserves (and is a bijection) on Z2. Therefore we can factor out over
7Z? and obtain a map on the two-torus T? = R?/Z?:

T : T2 > T?

(‘y”) — M (5) (mod 1)

This map is called Arnol’d’s cat-map, and it preserves Lebesgue measure, which on T2
is a probability measure.

A special case of the above is:



Proposition 1. If T : U C R — U is an isometry (or piecewise isometric bijection),
then T' preserves Lebesque measure.

Let M(X,T) denote the set of T-invariant Borel'! probability measures. In general,
there are always invariant measures.

Theorem 1 (Krylov-Bogol'ubov). If T : X — X is a continuous map on a nonempty
compact metric space X, then M(X,T) # &.

Proof. Let v be any probability measure and define Césaro means:

fay

n—

vn(A) = V(T A),

S
<.
I
=)

these are all probability measures. The collection of probability measures on a compact
metric space is known to be compact in the weak* topology, i.e., there is limit probability
measure g and a subsequence (n;);en such that for every continuous function ¢ : X — R:

/deunié/wd,uasz'%oo. (1)

On a metric space, we can, for any £ > 0 and closed set A, find a continuous function
a: X —[0,1] suchthat¢A( )=1ifx € A and

/ Yadp < p(A) + e and p(T71A) < / YaoTdu < (T PA) + ¢
X

Here we use outer regularity of the measure p: pu(A) = inf{u(G) : G O A is open}. We
take G D A so small that u(G) — u(A) < € and make sure that ¢4 = 0 for all z ¢ G.
Note that it is important that A is closed, because if there exists a € A \ A, then the
above property fails for p = 4.

By Lemma 1 and the definition of

(T (A) — ()] < \/moT in— [ s dﬂ‘ re

= hm‘/onTduni—/wA dvy,| +¢

1—00
nz—l
= hm— (/szoTJJrl dv — /onTJ dy)
=00 Ny | 4
< hm— /z/)AoT”Z dy—/z/;A dv| +
1—00 nz

< Jm sl +e =<

Lthat is, sets in the o-algebra of sets generated by the open subsets of X.
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Since € > 0 is arbitrary, u(T'(A)) = pu(A). The closed sets generate the Borel sets, so
w(T~1(A)) = u(A) for arbitrary Borel sets too. O

3 Ergodicity and unique ergodicity

Definition 2. A measure is called ergodic if T7'(A) = A (mod u) for some A € B
implies that p(A) =0 or u(A°) = 0.

Here mod p means “up to a set of u-measure zero. Here specifically, it means thatthe
symmetric difference has measure u(AAT1A) = 0.

Proposition 2. The following are equivalent:

(i) w is ergodic;

(ii) If v € L*(u) is T-invariant, i.e., v o T = p-a.e., then 1 is constant p-a.e.
Proof. (i) = (ii): Let ¥ : X — R be T-invariant p-a.e., but not constant. Thus
there exists a € R such that A := ¢ '((—o0,a]) and A° = 1"'((a,00)) both have
positive measure. By T-invariance, T"'A = A (mod p), and we have a contradiction
to ergodicity.

(ii) = (i): Let A be a set of positive measure such that T-'A = A. Let ¢» = 14 be

its indicator function; it is T-invariant because A is T-invariant. By (ii), ¢ is constant
p-a.e., but as ¥(x) = 0 for z € A¢, it follows that p(A°) = 0. O

The rotation R, : S' — S! is defined as R,(z) =z + « (mod 1).
Theorem 2 (Poincaré). If a € Q, then every orbit is periodic.

If a & Q, then every orbit is dense in S*. In fact, for every interval J and every x € S,
the wvisit frequency

v(J) := lim l#{O <i<n:R (v)eJ}=|J|.

n—oo M,

Proof. If a = g, then clearly
Ri(z) =z +qga (mod 1) :x+q§ (mod 1) =z+p (mod 1) =z.

Conversely, if R%(z) = z, then x = x + ga (mod 1), so qov = p for some integer p, and
o= § € Q.



Therefore, if a ¢ Q, then z cannot be periodic, so its orbit is infinite. Let € > 0. Since S*
is compact, there must be m < n such that 0 < 0 := d(RJ'(x), R2(z)) < €. Since R, is
an isometry, | RE" ™™ ()= RETVO=™) ()| = § for every k € Z, and {RE" ™™ (2) : k € 7}
is a collection of points such that every two neighbours are exactly § apart. Since € > 9
is arbitrary, this shows that orb(z) is dense, but we want to prove more.

Let J = [R™(z), R"(z)) and JF = RE™™(J5). Then for K = [1/§], {JF}E, is a

m)

cover S! of adjacent intervals, each of length 4, and RI™™™ i5 an isometry from J} to

Jit7 . Therefore the visit frequencies
o] : i k
v, = lim inf E#{O <i<n:R,(x) e J5}

are all the same for 0 < k < K, and together they add up to at most 1+ % This shows
for example that

1
= S
K+1

1 , 1
v, < T = limsup —#{0 < i <n: R (v) € JF} < I7d
n n
and these inequalities are independent of the point . Now an arbitrary interval .J
can be covered by ||J]/§]| + 2 such adjacent J¥, so

]| 1 1 3
< (2 — < — < =,
U<J)\(5 +2) = <(UIE+1D)+2) = <]+ =

A similar computation gives v(J) > |J| — 2. Now taking e — 0 (hence § — 0 and

K — 00), we find that the limit v(.J) indeed exists, and is equal to |J|. O

Definition 3. A transformation (X, T) is called uniquely ergodic if there is exactly
one invariant probability measure.

The above proof shows that Lebesgue measure is the only invariant measure if a ¢ Q,
so (S, R,) is uniquely ergodic. However, there is a missing step in the logic, in that
we didn’t show yet that Lebesgue measure is ergodic. This will be shown in Example 4
and also Theorem 10.

Questions: Does R, preserve a o-finite measure? Does R, preserve a non-atomic
o-finite measure?

Theorem 3. [Oztoby’s Theorem] Let X be a compact space andT : X — X continuous.
A transformation (X, T) is uniquely ergodic if and only if, for every continuous function,
the Birkhoff averages %Z?:_ol foT(z) converge uniformly to a constant function.

Remark 1. Fvery continuous map on a compact space has an invariant measure, as
we showed in Theorem 1. Theorem 10 later on shows that if there is only one invariant
measure, it has to be ergodic as well.



Proof. If 1 and v were two different ergodic measures, then we can find a continuous
function f : X — R such that [ fdu # [ fdv. Using the Ergodic Theorem for both

measures (with their own typical points z and y), we see that

nh_}rgloanoTk /fdu;é/fdl/:hm ZfoTk

so there is not even convergence to a constant function.

Conversely, we know by the Ergodic Theorem that lim,, = S o foTHx) = [ fdu is
constant u-a.e. But if the convergence is not uniform, then there is a sequenee (y;) C X
and (n;) C N, such that B := lim; Z"l_l o T*(y;) # [ fdp. Define probability

measures v; .= i ZZ:O Ok ;) ThlS sequence (v;) has a weak accumulation points v
which is shown to be T-invariant measures in the same way as in the proof of Theorem 1.
But v # p because [ fdv = B # [ fdu. Hence (X,T) cannot be uniquely ergodic. [

4 The Ergodic Theorem

Theorem 2 is an instance of a very general fact observed in ergodic theory:
Space Average = Time Average (for typical points).

This is expressed in the

Theorem 4 (Birkhoff Ergodic Theorem). Let i be a probability measure and ¢ € L*(p).
Then the ergodic average

* 13 1”_1 %
V') i= Jim 30 o T'w)

exists p-a.e., and Y* is T-invariant, i.e., Y* o T = * p-a.e. If in addition p is ergodic
then

w*z/Xw dp  p-ae. (2)

Remark 2. A point v € X satisfying (2) is called typical for p. To be precise, the set
of p-typical points also depends on 1, but for different functions 1,4, the (u,v)-typical
points and (u,v)-typical points differ only on a null-set.

Corollary 1. Lebesgue measure is the only R,-invariant probability measure.

Proof. Suppose R,, had two invariant measures, p and v. Then there must be an interval
J such that u(J) # v(J). Let ¢ = 1; be the indicator function; it will belongs to L' (1)

10



and L'(v). Apply Birkhoff’s Ergodic Theorem for some p-typical point o and v-typical
point y. Since their visit frequencies to J are the same, we have

1
w(J) = /w dp = limg#{() <i<n:R,(z) e J}
1
— lmS#{0<i<n: Ruy) €} = /w dv = v(J),
non
a contradiction to p and v being different. O

If 0.x129x5... is the decimal expansion of some x € [0, 1], you would expect that
"typically “, all digits 0,1,...,9 appear with the same frequency. In fact, so should all
blocks of N digits, that is: for every a; ...ax € {0,1,...,9}", the frequency

1
lim —#{OSi<nI.Ti+1...l'i+N:CL1...CLN}I107N.

n—oo 1

If a number = € [0, 1] has this property, it is called a normal number; they are in way

the most random numbers with the least special structure that one can hope for. Borel
proved in 1909:

Theorem 5. Lebesgue-a.e. x € [0,1] is normal. In fact, this results holds for every
base b € {2,3,4,...}.

Borel’s theorem predates Birkhoff’s theorem (1931), but this theorem gives a very short
way of proving Borel’s result.

Proof. Fix the base b € {2,3,4,...} and let T : [0,1] — [0, 1] be defined as T'(x) = bx
(mod 1). It has b branches with domains denoted [a], a € {0,...b — 1}. Lebesgue
measure p is invariant and ergodic (we prove that somewhere else). Take a;...ay €
{0,...,b—1}" arbitrary, and define the cylinder set [a; ...ay] = {z € [0,1] : T*"!(z) €
lak]}. That means that = € [a; ...ay] if its b-nary expansion starts with 0.a; ... ay.

The indicator function 1j,, 4y € L*(1), so by Theorem 4,

n—1

o1 k ' N
nh_{go n ;0 ligy..an) 0T (z) = /0 Liay.ay) dz =0

for p-a.e. x. This concludes the proof. m

Now that we know that almost every x € [0,1] is normal, it is tempting to find one
such number explicitly. That is not easy! The standard example is

r = 0.12345678910111213141516171819202122 . . .

11



This x is known as Champernowne’s number, but it doesn’t look random at all! Similar
normal numbers can be obtained by concatenating the primes 0.23571113... (Copeland
& Erdos, 1946) or the squares 0.149162536. .. (Besicovich, 1953).

Now we start with the proof of Theorem 4. The Koopman operator Uy : L*(u) —
L'(u) is defined as Upf = f o T. Clearly Uy is linear and positive, i.e., f > 0 implies
Urf > 0. For the next result, we write the ergodic sums as

n—1
Sh :Snf:ZfOT]’C and quadSy = 0.
k=0

Theorem 6 (Maximal Ergodic Theorem). Let (X,T,B,u) be a probability measure
preserving dynamical system. Take My = max{S, : 0 <n < N}. Then

fdu>0 for Ay ={x € X : My(z) > 0}.
An

Proof. Clearly My > S, for all 0 < n < N and by positivity of the Koopman operator,
also UrMy > UrS,. Add f on both sides: UrMy + f > UrS, + f = Spy1. For
r € v € Ay, this means

UrMy(z) + f(z) > max S,(x)

1<n<N

= max S,(z) since Sy = 0 and My(z) >0
0<n<N

Therefore f > My — UrMy on Ay, and

fdp > My dﬁb—/ UrMy du
AN AN AN

= / My dp — UrMy du because My = 0 outside Ay
X An

= /MN d,U,—/UTMN d,U, because UTMNZMNZO
X X

=0 by T-invariance of p.

This completes the proof. n

Remark 3. In fact, the only property of Ur we really need is that Ur is positive and
|\Ur|| = 1. This follows by T-invariance of u, because

HUTle:/XWTﬂ duz/xlf\onuz/X|f| dyi = | £

12



Lemma 2. Let (X,T,B, 1) be a probability measure preserving dynamical system, and
E C X a T-invariant subset. Let B, = {x € X : sup,+S,9(z) > a}. Then

fBamEg du > ap(Ba, NE).

Proof. If u(E) = 0 then there is nothing to prove. So assume that p(E) > 0 and let
pp = ﬁ,u] g be a new invariant (because F is a T-invariant set) probability mea-
sure. Take f = g — «a, so B, = UyAyx with the notation of Theorem 6. Note also
that Ay C Anyq for all N. Therefore for each € > 0 there exists N € N such that
Js. [ due > fAN fdug > —e. Since ¢ is arbitrary, [, f dpgp > 0. Adding a again we
have [ g durp = [5 f+a dug > app(Ba N E). Finally, multiply everything by u(E)
to get the required result. O]

Proof of Theorem 4. Define

1 1
¢ =limsup —S,¢ and ¢ = liminf —S5,1.

n—oo N n—oco N

Since |"T+1n+r15'n+1¢ — 1S oT| = L|f(z)] = 0 as n — oo, we have 1) o T = 1) and

similarly ¢ oT" = 1. We want to show that = Y pae.

Let
Bup = {z € X :0(2) < B0 < 4*(2)}

Then E, g is T-invariant, and
{z e X 1 (x) <¢*(2)} = U E,p.
o,feQ,f<a

This is a countable union, and therefore it suffices to show that p(E, 3) = 0 for every
pair of rationals 8 < a. Write B, := {z € X : sup, ~S,¢(z) > a} as in Lemma 2.
Since E, 3 = Eqp N By, this corollary gives

[ ovdi= [ vdnzapEan B = aplEe)
Ea,B EQ,BOBD‘

We repeat this argument replacing ¥, «, 8 by —1, —a, —3. Note that (—¢)* = —1b,
and (—1), = —¢*. This gives

| v sulEn),
Eap

Since 3 < a, this can only be true if j(E, ) = 0. Therefore ¢) = P = %, ie., the
limsup /liminf is actually a lim p-a.e.

The next step is to show that 1 € L'(;). Fatou’s Lemma (from Measure Theory)
states that

13



If (g,)nen are non-negative L'(u)-functions and g(x) = liminf, g, (z), then
g€ L'(p) and [y g dp <liminf, [, g, dp.

Here we apply this to g, = |£5,%|, which belong to L*(x) because (by T-invariance)
S 15Sutol dp < 33737 [y [1oT" dp = [ [9] dp < co. Hence [y [¢*] dyu < liminf,, [y 1] dp <
0.

Next, we need to show that [¢* du = [ du (so without absolute value signs). Take

k k41
Dip={r €X: - <0(a) < i

1.

Then Dy, is T-invariant, and Ugez Dy, = X. For ¢ > 0 small, Dy, N Bx _
Therefore Lemma 2 gives

n

= Dg .

€

k k
vdi= [ wdpz (= (D By = (& — (D).
Dk,n Dk7nﬁ357 n n n
Since ¢ is arbitrary, we have %,u(D;m) <[ b, ¥ dp. Therefore

. k+ 1 1
ka‘ n n Dk,n

Summing over all k € Z, we find fX V* dp < % + fX 1 du, and since n € N is arbitrary,
Jx ¥* dp < [ v dp, Applying the same argument to —i, we find [ . dp > [, 1 dp.
Hence [, ¥. = [ dp.

Finally, if p is ergodic, the T-invariant function ¥* has to be constant p-a.e., so ¢¥* =
[ dp. O

Theorem 7 (The LP Ergodic Theorem). Let (X, T, B, u) be a probability measure pre-
serving dynamical system. If u is ergodic, and ¢ € LP(u) for some 1 < p < oo then
there exists ¥* € LP(u) with ¢* o T = * p-a.e. such that

1
||ﬁSnw —¢*||, = 0 as n — oo.

This is a generalisation of Von Neumann’s L? version of the Ergodic Theorem, which
predates? Birkhoff’s Theorem, but nowadays, it is usually proved as a corollary of the
pointwise ergodic theorem, and that is also what we do in the proof below.

Znamed after George Birkhoff (1884-1944). There was a controversy on priority of the Ergodic
Theorem: John von Neumann was earlier in proving his L!-version, but Birkhoff delayed its publication
until after the appearance of his own paper.

14



Proof. First assume that 1 is bounded (and hence in LP(u). By Theorem 4, there is
¥* such that 15,9 (z) — ¢*(x) p-a.e., and * is bounded (and hence in LP(x) too). In
particular, [£5,1(z) — ¢*(z)[P — 0 p-a.e. By the Bounded Convergence Theorem,
we can swap the limit and the integral:

1 1 1/p
i 250 - vl = i ([ S - 0@ da)

n—o0

1 1/p
_ (/ lim |25, ¢b(z) — v (2)|? dﬂ) 0
Xn—>oo n
In particular, £5,7 is a Cauchy sequence in || ||, so for every € > 0 there is N = N(e, )
such that
£

1 1
— S — =S, 3
ISt~ Sty < & )
for all m,n > N.

Now if ¢ € LP(u) is unbounded, we want to show that =S5,¢ is a Cauchy sequence in
| ||, Let € > 0 be arbitrary, and take ¢) bounded such that ||¢ — 1|, < /4. Note
that by T-invariance, ||1S,¢ — 25,4||, < ||¢ — ¢||, for all n > 1. Therefore, using the
triangle inequality and (3) above,

1 1 1 1 1 1 1 1
=56 = ~Sublly < NS — —Sutblly + |—Smt) = —Sutllp + 1| -Sut = = Sutil

< 8—1—64—8—6
4 2 4

for all m,n > N(e,v). Hence 1S,¢ is Cauchy in || ||, and thus converges to ¢* =
lim,, %Snw. Since

n+1 1 1 1
n o+l n16(z) — ESM? oT(x)| = |E¢(I)’
for all z, it follows by taking the limit n — oo that ¢* = ¢* o T u-a.e. ]

5 Absolute continuity and invariant densities

Definition 4. A measure p is called absolutely continuous w.r.t. the measure v
(notation: p < v) if v(A) = 0 implies u(A) = 0. If both p < v and v < p, then p and
v are called equivalent.

Proposition 3. Suppose that < v are both T-invariant probability measures, with a
common o-algebra B of measurable sets. If v is ergodic, then p = v.

15



Proof. First we show that p is ergodic. Indeed, otherwise there is a T-invariant set A
such that pu(A) > 0 and p(A°) > 0. By ergodicity of v at least one of A or A° must
have v-measure 0, but this would contradict that u < v.

Now let A € B and let Y C X be the set of v-typical points. Then v(Y¢) = 0 and hence
w(Y) = 0. Applying Birkhoff’s Ergodic Theorem to p and v separately for ¢ = 14
and some p-typical y € Y, we get

p(A) =lim -3 w0 T(y) = w(4),

But A € B was arbitrary, so u = v. n

Theorem 8 (Radon-Nikodym). If u is a probability measure and p < v then there
z's a functz’on h E Ll( ) (called Radon-Nikodym derivative or density) such that
fA x) for every measurable set A.

Sometimes we use the notation: h =

dz/

Proposition 4. Let T : U C R" — U be (piecewise) differentiable, and p is absolutely
continuous w.r.t. Lebesgue. Then p is T-invariant if and only if its density h = 3¢
satisfies

h(y)
he) = T%:m [det DT(y)] 4)

for every x.

Proof. The T-invariance means that du(z) = du(T~*(z)), but we need to be aware
that 7! is multivalued. So it is more careful to split the space U into pieces U,
such that the restrictions T,, := T'|U,, are diffeomorphic (onto their images) and write
yp =T, (x) = T (x) N U,. Then we obtain (using the change of coordinates)

h(z) de = dp(x) = du(T™(2)) = Z dpo T, (x)

= > h(ya)| det(DT, ") (x)|dy, = Z dt| dyn,

and the statement follows.

Conversely, if (4) holds, then the above computation gives du(x) = du o T~*(z), which
is the required invariance. O]

Example: If T': [0,1] — [0, 1] is (countably) piecewise linear, and each branch T :
I, = [0,1] (on which T is affine) is onto, then 7" preserves Lebesgue measure. Indeed,
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the intervals [,, have pairwise disjoint interiors, and their lengths add up to 1. If s, is the
slope of T': I,, — [0, 1], then s,, = 1/|I,|. Therefore ) ==— DT o = > i => || =1

Example: The map T : R\ {0} = R, T(z) =  — 1 is called the Boole transfor-
mation. It is 2-to-1; the two preimages of x € R are y. = %(a: + V2?2 +4). Clearly

T'(z) =1+ %. A tedious computation shows that
1 1
T )]
22424 aVa?+4

Indeed, |T"(y+)| =1+ mmy /T (y+)| = ey and

1 1 224+ 2—avVaZ+4 22+ 2+ V22 + 4
T"(y-) " T"(y+)| 224+4—avr2+4 * 2244+ V22 +4
(22 4+ 2 — 2vVa2 + 4)(2? + 4 + 222 + 4)
(22 +4)2 —2%(22 + 4)
N (2% 4+ 24+ 2v22 + 4)(2® + 4 — 222 + 4)
(22 +4)% — 22(22 + 4)
(22 4+2)2 —22(2® 4+ 4) + 2(2® + 2) — 22v22 + 4 N

=1

4(z2 4 4)
(22 +2)% — 22(2® 4+ 4) + 2(2® + 2) + 2222 + 4
4(x2 +4)
AP +2)+8 )
4(z? 4 4) '

Therefore h(x) =1 is an invariant density, so Lebesgue measure is preserved.

Example: The Gaul map G : (0,1] — [0,1) is defined as G(z) = 1 — |1]. It has
an invariant density h(x) = 10;%. Here % is just the normalising factor (so that
fol h(z)dr = 1).
Let I, = (n+1, —] forn = 1,2,3,... be the domains of the branches of G, and for
€ (0,1), and y, := G (z) NI, = —. Also G'(y,) = y% Therefore
1
= |G (yn)| log2 =14y, log2 4~ 1+ H—n

1 Z 1 1
N log2n>1m—|—nx—|—n—|—1

1 1 1 . .
= Z - telescoping series
log2 4~ x+n x+n+l
1 1
= = h(z).
log2x +1 (z)
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Exercise 1. Show that for each integer n = 2, the interval map given by
0 S

wo=f !
o<

1 1
log2 14z

has invariant density

Theorem 9 (Folklore Theorem). If T : St — S' is a C* expanding circle map, then it
preserves a measure |4 equivalent to Lebesque, and p is ergodic.

Expanding here means that there is A > 1 such that |T"(x)| > X for all z € S*. The
above theorem can be proved in more generality, but in the stated version it conveys
the ideas more clearly.

Proof. First some estimates on derivatives. Using the Mean Value Theorem twice, we
obtain

) I ) Bt N o T )
S BN T ) S T )
)] Je—yl [T Tz — Ty
W W T

Since T is expanding, the denominators are > \ and since T is C? on a compact space,
also |T”(€)| is bounded. Therefore there is some K < sup [T”(£)|/A? such that

T ()] B
bgu%w|<fﬂT@) T(y)|-

The chain rule then gives:

|DT™(2)] |T"(T')|
1 log < KN T (x) — T
8 [y | Z o] Zl vl

Since T is a continuous expanding map of the circle, it wraps the circle d times around
itself, and for each n, there are d" pairwise disjoint intervals Z,, such that 7" : Z,, — S!
is onto, with slope at least A\". If we take z,y above in one such Z,, then |z — y| <
AT T™(x) — T™(y)| and in fact |T%(z) — T (y)| < A~"9|T"(z) — T"(y)|. Therefore we
obtain

DT” K
log {21 ()] KZA BT )~ T ()] < o) — 1) < log K

for some K’ € (1,00). This means that if A C Z, (so 7" : A — T™(A) is a bijection),

hen
' 1 m(A) o m(T"A) _ m(T"A) < K m(A)

Km(Z) Smz) ~ msh) SN miz) (5)
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where m is Lebesgue measure.

Now we construct the T-invariant measure y. Take B C B arbitrary, and set pu,(B) =
LS m(T~'B). Then by (5),
1
Em
We can take a weak® limit of the p,,’s; call it u. Then
1
Fm
and therefore ;1 and m are equivalent. The T-invariance of p proven in the same way
as in Theorem 1.

(B) < ja(B) < K'm(B).

(B) < u(B) < K'm(B),

Now for the ergodicity of i, we need the Lebesgue Density Theorem, which says that
if m(A) > 0, then for m-a.e. x € A, the limit

lim m(AN B.(x))

M T m(Be)

where B.(x) is the e-balls around z. Points x with this property are called (Lebesgue)
density points of A. (In fact, the above also holds, if B.(z) is just a one-sided e-
neighbourhood of x.)

Assume by contradiction that p is not ergodic. Take A € B a T-invariant set such that
1(A) > 0 and p(A°) > 0. By equivalence of p and m, also § := m(A°) > 0. Let = be
a density point of A, and Z,, be a neighbourhood of z such that 7" : Z, — S! is a
bijection. As n — oo, Z, — {x}, and therefore we can choose n so large (hence Z,, so
small) that

m(ANZ,)
— > 1-§/K".
iz Y
Therefore mgf(c;nz)n) < §/K’, and using (5),

m(I™(ANZ,) _ AN Z,)
m(T™(Z,)) m(Z)

Since T" : A°NZ, — A¢is a bijection, and m(T"Z,) = m(S') = 1, we get § = m(A°) <
0, a contraction. Therefore p is ergodic. O

< K'0/K' =0.

6 The Choquet Simplex and the Ergodic Decompo-
sition

Throughout this section, let T': X — X a continuous transformation of a compact
metric space. Recall that M(X) is the collection of probability measures defined on
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X; we saw in (1) that it is compact in the weak* topology. In general, X carries many
T-invariant measures. The set M(X,T) = {u € M(X) : p is T-invariant} is called
the Choquet simplex of 7. Let M., ,(X,T) be the subset of M(X,T) of ergodic
T-invariant measures.

Clearly M(X,T) = {u} if (X, T) is uniquely ergodic. The name “simplex” just reflects
the convexity of M(X,T): if py, uo € M(X,T), then also au; + (1 — a)us € M(X,T)
for every o € [0, 1].

Lemma 3. The Choquet simplex M(X,T) is a compact subset of M(X) w.r.t. weak*
topology.

Proof. Suppose {u,} € M(X,T), then by the compactness of M(X), see (1), there is
1 € M(X) and a subsequence (n;); such that for every continuous function f : X — R
such that [ fdu,, — [ fdu as i — oo. It remains to show that p is T-invariant, but
this simply follows from continuity of f o7 and

[rordn=tm [ for du, =t [ du, = [ 1 dn

Theorem 10. The ergodic measures are exactly the extremal points of the Choquet
simplez.

]

Proof. First assume that p is not ergodic. Hence there is a T-invariant set A such that
0 < u(A) < 1. Define

_BOA) gy MBAA

p(B) = -
1 p(A) p(X A\ A)
Then p = apy + (1 — a)us for a = p(A) € (0,1) so u is not an extremal point.

Conversely, suppose that p is ergodic, and pu = ap; + (1 — a)ug for some a € (0,1)
and py, e € M(X,T). Then py < p and also pe < p. Proposition 3 implies that
W1 = f2 = i, so the convex combination is trivial and p must be extremal. O]

The following fundamental theorem implies that for checking the properties of any
measure u € M(X,T), it suffices to verify the properties for ergodic measures:

Theorem 11 (Ergodic Decomposition). For every p € M(X,T), there is a measure v
on the spaces of ergodic measures such that v(Me,,(X,T)) =1 and

u(B)= [ m(B) dvm)
Merg(X,T)
for all Borel sets B.
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Definition 5. The simplex M(X,T) of T-invariant probability measures is called a
Poulsen simplex if it is not degenerate, but the extremal points (i.e. Mepo(X,T) lie
dense in M(X,T).

This definition shows what a enormous and complicated space the Choquet simplex
can be. And it is a reality for many dynamical systems, as we will demonstrate, as an
example, for the doubling map.

Proposition 5. The Choquet simplex of the doubling map T : S* — S, x — 22 mod 1,
18 a Poulsen smplez.

Proof. First note that an equidistribution on periodic orbits is an ergodic measure.
Therefore it suffices to show that the equidistributions lie dense in the Choquet simplex

M(S',T).

We claim that for every 6 > 0, there is N € N such that for every n € N and x € S!
there is y € S! such that

o |[TH(x) —Tk(y)| < ¢ for all 0 < k < n;

° T”*N(y) =.

To prove the claim. Take N so large that 2=V < § and n € N, z € S! arbitrary. Take y
in the same dyadic interval J of generation n+ N as x, so that T"*"(y) = y. Since T
maps J onto S! this is possible. Also |T%(x) — T*(y)| < |T*(J)| < |T™(J)| =27V < §
forall 0 < k <n.

With this claim, we argue as follows. Let © € M and m € N be arbitrary. Take x
a typical point for u, i.e., for every f € C(X), say with ||f|lec < m, 1imn%ZZ;é fo
TF(x) = [y fdu. We can find a finite collection f; € C(X) such that for every

f € C(X),||flle, there is f; such that | [ f;dp — [y fdu| <1/m.

Since f; is continuous, it is uniformly continuous on the compact space X. Hence we
can find § > 0 such that |x — y| < § implies |f;(z) — f;(y)| < 1/m for all j. For this
0 > 0, take N € N as in the claim.

Take n > Nm so large that for each f;, |: Sy foT*(x) — [ fdu| < £

Now find the n 4+ N-periodic point y close to = as in the claim. Let v = v, be the
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equidistribution on the orbit of y. Then we can compute

n+N-—1

1~ 1 1
[ rau= [ sl < RS T oy X el

1n—1 1 n+N-—1 9
< |= o TR(x) — o Tk =
< |n;fgo (@) = —x ];fgo W)+ —

1 ot N 3
-l oTk(x) = f.oTF — N filloo + =
n'gzof]o () — fjo (y)|+n+N||fg|| +

m
1231 3 4
< = 2=
- nkz_;m—f—m m

In this we can produce such equidistribution v, for each m € N, and the sequence (v,)
converges to u in the weak® topology. O]

IN

7 Poincaré Recurrence

Theorem 12 (Poincaré’s Recurrence Theorem). If (X, T, u) is a measure preserving
system with (X)) = 1, then for every measurable set U C X of positive measure, p-a.e.
x € U returns to U, i.e., there is n = n(x) such that T"(z) € U.

Proof of Theorem 12. Let U be an arbitrary measurable set of positive measure. As p
is invariant, u(7T~(U)) = u(U) > 0 for all i > 0. On the other hand, 1 = u(X) >
p(U;T~%(U)), so there must be overlap in the backward iterates of U, i.e., there are
0 <4 < jsuch that u(T-(U)NT7(U)) > 0. Take the j-th iterate and find u(77~*(U)N
U) > (T HU)NT(U)) > 0. This means that a positive measure part of the set U
returns to itself after n := j — ¢ iterates.

For the part U’ of U that didn’t return after n steps, assuming U’ has positive measure,
we repeat the argument. That is, there is n’ such that (7" (U’) N U’) > 0 and then
also (T (U")NU) > 0.

Repeating this argument, we can exhaust the set U up to a set of measure zero, and
this proves the theorem. O

Definition 6. (i) A system (X,T,B,u) is called conservative if for every set A € B
with w(A) > 0, there is n > 1 such that u(T™(A) N A) > 0. The Poincaré Recurrence
Theorem thus states that probability measure preserving systems are conservative.

(ii) The system is called dissipative otherwise, and it is called totally dissipative if for
every set A € B, u(T"(A)NA) =0 for every n > 1.

(1ii) We call the transformation T recurrent w.r.t. pu if B \ UjenT “(B) has zero
measure for every B € B. In fact, this is equivalent to i being conservative.

22



Define the first return time to a set Y as
v =min{n > 1:T"(x) € Y}.
The next result quantifies the expected value of the first return time.

Lemma 4 (Kac Lemma). Let (X,T) preserve an ergodic measure pr. Take Y C X
measurable such that 0 < u(Y') <1, and let T =1y : Y — N be the first return time to

Y. Then
[ 7= 3" kuvi) = ()

k>1

for Yy ={yeY :7(y) = k}.

Proof. First set A = {y € Y : T/(y) ¢ Y forall j > 1}. Then T(A)N A = ( for
all j > 1, so by the Poincaré Recurrence Theorem if pu(X) = 1, or by the assumed
conservativity if  is infinite, u(4) = 0. But then also U, T/ (4) = {z € X ;
Ti(z) € Y finitely often} has zero measure. This shows that p-a.e. z € X enters Y
infinitely often.

Next define Lp = Y, Ly = T-Y(Y) \ Y and recursively L; 1 = T(L;) \ Y. In other
words: .

Li={ze€ X :T/(z) €Y and T"(x) ¢ Y for 0 < k < j}.
Clearly all the L;s are pairwise disjoint, and by the previous paragraph, ijo n(Lj) =
u(X).
Furthermore, T7'(L;) is the disjoint union of L;,; and Y; ;1 where we recall that Y;,1 =
{y € Y : 7(y) = j+1}. By T-invariance of p it follows that p(L;) = p(Ljt1) + pu(Yj41)-
Therefore

Z ku(Yr) = Z (k+Dp(Yia) = Z(k + D) (u(Ly) — p(Li41))
k=1 k=0 k=0
= > nlLi) + kp(Ly) = (k+ Dp(Lyia)
k=0 telesco;;s to 0
= Y (L) =
k=0
This proves Kac’ Lemma. O

7.1 Induced transformations

Kac’s Lemma effectively combines a measure preserving system (X, f) to the first return
mapped to a subset Y C X.
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Proposition 6. Let (X,B,T, 1) be a non-singular dynamical system and 'Y € B a set
with u(Y) > 0. Let F =TT be the first return map to 'Y .

If w is T-invariant, then v(A) = w(ANY) is F-invariant. Conversely, if v is

m(Y
F-invariant, and
A= / 7(z)dr < 00, (6)
Y
then
AZ UT(A)H{y €Y 7(y) = 7) (7)

1s a T-invariant probability measure. Moreover u is ergodic for T if and only if v is
ergodic for F.

Proof. Let A C Y be measurable. We can write T7(A) as disjoint union F~'(A) =
Uj>1Y; NT77(A), where Y; = {y € Y : 7(y) = j}. Using the notation of the previous
proof, we compute
p(A) = (LN A) = (LN THA)) + (¥ NT1(A))
= p(LaNT*(A) + u(YaN T (A) + p(YinT7H(A))

= Y uY;NTT(A) = p(F(A)).

Jj=1
After scaling by 1/u(Y), we get v(A) = v(F~1(A)).

Conversely, note that u(X) = £ z;’olu({y eY:7(y) > 1}) = %Z;; jgv{y € Y :
7(y) = j}) = t J 7 dv = 1. For the invariance, we compute

I (4) = Z ") N {r(y) > j})

>I'—

- KZ U {r(y) 2+ 1) + T N {r(y) = )

- 2 AN {ry) = 3) + T ITHA) A () = 31)
—%V<T1<A> N {rly) > 1))
= (A) + (T (A) — T A) = (),

where the last equality is by F-invariance of v.
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Now for ergodicity, first assume that p is ergodic and A C Y is F-invariant. Then
A" = U2 T/ (A) is T-invariant, so u(A’) € {0,1}. If u(A’) = 0 then pu(A) = v(A) =0
and if u(A’) = 1, then p(A) = u(Y) and hence v(A) = 1. Finally, if v is ergodic, and
A" is T-invariant, then A := A’NY is F-invariant, and therefore v(A) € {0,1}. Since
T is non-singular, it follows from (7) that u(A’) € {0, 1}. O

As an illustration, we take the quadratic map f(z) = 4z(1 — x). It is not uniformly
expanding, so we cannot apply the Folklore Theorem 9 to find an absolutely continuous
probability measure p. Therefore we take Y = [1 — p, p] for the fixed point p = % of
f. and consider the first return map F' : Y — Y. Note that the critical point ¢ = %
(i.e., the point where the derivative is zero) never returns to Y. Indeed, f(c¢) = 1 and
f2(1) = 0 is fixed under f. This is essential for F' to have a chance to be uniformly

expanding.

Without proofs, we mention the properties of F"

I is defined for Lebesgue-a.e. y € Y.

If y € Y has return time 7(y) = n, then there is a neighborhood U, of = such that
F:U, — Y°is a C® difftomorphism and |F’| > 2.

F has infinitely many branches (so it is not piecewise C? in the strict sense), and
F" is not bounded. However, there is a constant C' such that

1!
M <(C wherever defined.

[F"(y)? —

The Lebesgue measure of {y € Y : 7(y) = n} is exponentially small in n.

These conditions are sufficient to get the conclusion of the Folklore Theorem 9, so we
have an F-invariant measure v and in fact, its density % is bounded and bounded away
from zero. This means that v({y € Y : 7(y) = n}) is exponentially small in n as well, so
that the normalizing constant A from (6) is finite. Hence, we conclude that f preserves
an ergodic absolutely continuous measure p, satisfying the formula (7).

For the above example, it is not essential that f is a quadratic map; any C? unimodal
map [ : [0,1] — [0,1] with f2(¢) = 0 fixed and f”(c) # 0 can be treated in the same
way. For the quadratic map, however, the density of y is known precisely:

dp 1

dr — my/z(1—x)
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8 The Koopman operator

Given a probability measure preserving dynamical system (X, B, i, T'), we can take the
space of complex-valued square- integrable observables L?*(p). This is a Hilbert space,
equipped with inner product (f,g) = [ f X x) dp.

The Koopman operator Ur : L*() — LQ(,u) is defined as Urf = foT. By T-invariance
of u, it is a unitary operator. Indeed

<UTf,UTg>=LfoT<x>-goT<x> dM:/X(f'?)OT@) duz/xf-adu=<f,g>,

and therefore UjUp = UpUj. = I. This has several consequences, common to all unitary
operators. First of all, the spectrum o(Ur) of Ur is a closed subset of the unit circle.

Secondly, we can give a (continuous) decomposition of Ur in orthogonal projections,
called the spectral decomposition. For a fixed eigenfunction ¢ (with eigenvalue
A€ S, we let ITy : L?(u) — L*(u) be the orthogonal projection onto the span of .
More generally, if S C o(Ur), we define IIg as the orthogonal projection on the largest
closed subspace V' such that Ur|y has spectrum contained in S. As any orthogonal
projection, we have the properties:

1% = TIg (Il is idempotent);

IT5 = IIg (Ils is self-adjoint);

[Igllg =0if SNS =
The kernel N (Ilg) equals the orthogonal complement, V+, of V.

Theorem 13 (Spectral Decomposition of Unitary Operators). There is a measure vy
on St such that

UT = / )\H,\de()\),
(Ur)

and vr(X) # 0 if and only if \ is an eigenvalue of Ur. Using the above properties of
orthogonal projections, we also get

Ul = / AN dvp ().
(Ur)

9 The Perron-Frobenius operator

Definition 7. The Perron-Frobenius operator of a transformation T : X — X is
the dual of the Koopman operator:

/XPTf-gdMZ/Xf-UngMZ/Xf-gonM- (8)
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Note that, although Ur is independent of the measure, Pr is not. Often it will be
important to specify the measure explicitly, and this measure need not be invariant.

The following basic properties are straighforward to check.

Proposition 7. The Perron-Frobenius operator has the following properties:

1. Pr is linear;

2. Pr is positive: f > 0 implies Prf > 0.
3. [Prf dp= [ [ dp.

4. Ppi = (Pr)*.

Lemma 5. Let T : [0,1] — [0,1] be a piecewise C' interval map. Then the Perron-
Frobenius operator Pr w.r.t. Lebesque measure A has the pointwise formula

Prf(z Z | T 9)

yeT—1

Proof. Let 0 = ap < a; < --- < ayx = 1 be such that T is C' monotone on each
(a;_1,a;). Let y; = T~ (x) N (a;_1,a;). We obtain

T 1
Pef)e) = 5 [ Pesds =5 [ (Pr) - 10ds

1
= i/f-l[o,gc]ons:i/ fds
dx 110,z]
= —/ fds+ —/ fds

\(al 1,a3) increasing |(0‘1 1,a7) decreaimg

xET((al 1,a;)) JCET((‘M 1,0;))

+ _/ f ds

T((ai—1,a; )C[O x

_ Z f(yi) i Z _f(%’) +0

1. "
Tl(a;_1,a;) ereasing T (yl) Tl(a;_1,a;) decreasing T (?/z)
€T ((ai-1,a:)) z€T((aj—1,a:))
S f (i)
i T ()]
as required. 0

There is also a Perron-Frobenius operator with respect to p < A instead of Lebesgue
measure:
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Lemma 6. If du = hdX\, then the operator

Prof =70 (10)

acts as the Perron-Frobenius operator on (X, B, T, u).

Viewed differently, if A > 0 is a fixed function of Pr (w.r.t. Lebesgue) then du = h dA
is an invariant measure. Conversely, if Pr ), is the Perron-Frobenius w.r.t. an invariant
measure, then the constant function 1 ois a fixed point of Pr,.

Proof. Let A be any p-measurable set and f € L'([0, 1], ). Then

/APT#fdM:/AthA:/APT(f-h)dA:/TlAf-hdA:/TlAf dp.

Because A is arbitrary, this proves the lemma. O]

Example 1. Let T : [0,1] — [0,1] be given by T(z) = z. Then Prl = 2- Lo 1,
Pl =4 Lig1y and in general Ppl = 2" - 1jgz-n. Therefore Ppl tends to 0 on (0,1]
pointwise, which leads to no probability density. (In the sense of distributions, the limit
is the Dirac measure 6y.) We see here that iterating Pr is unstable if T is contracting
(hence expanding in backward direction). Conversely, expanding maps have a stabilizing
effect on the Perron-Frobenius operator. Let T : [0,1] — [0,1] be given by T'(z) = 2x
(mod 1). Then by (9), Prf(z) = 5 (f(%£)+ f(1£2)), and as we iterate further Pf
converges uniformly to a constant function.

10 The Lasota-Yorke inquality for BV

Definition 8. Let g : [a,b] — R. The variation of g is defined to be

Var[a,b] g = Supz |g($z) - g(aji—l)‘v (11)

=1

where the supremum runs over all finite partitions generated by points a = xo < 1 <
-+ < x, =b. Note that Var is a seminorm (Var f = Var(f + C) for every constant
).

The variation measures the oscillation of a function. Obviously Var is homogeneous
and subadditive in the sense that
Varj,y t - g = |t|Varyg for every t € R. (12)
Var(ap (g1 + g2) < Varpgi + Varpgs. (13)
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Furthermore
sup g — inf g < Var,y) g, (14)

and equality is assumed for monotone functions.
Definition 9. The space
BV([(I,b]) = {g : [CL, b] — Ra Var[a,b]g < OO}

equipped with the norm ||g||pv = Varjyg + f: lg| dx is called the space of functions of
bounded variation.

It is not hard to show that functions of bounded variation are integrable; in fact they
are even Riemann integrable. On the other hand, any C'* function on [a, b] has bounded
variation. If g, is monotone, then Varp, ;g1 © g2 < Varjing g, supgs)¢1- In a sense BV([a, b])
is also closed under taking products. Suppose g; € BV([a,b]) and g; € C'([a,b]). Then

b
Varjs 9102 < sup |ga| Varia g1 + / 191(5)g5(s)ds. (15)

Proof of (15): Use the equality

n

Z ‘aibi - aiflbifl‘ = Z |bi(ai - aifl) + aifl(bi - bifl)‘
i=1

i=1

and the Mean Value Theorem to obtain

Var[a,b}9192 = Sup Z |91(l’z‘)92($i) — 0 (%‘—1)92(%—1”
i=1

= SUPZ Ugz(zi)llgr(z:i) — gr(zioo)| + |91 (zi1)||ga(w:) — gal(wi1)[}

< sup |ga|Varp g1 + sup Z g1 (1) g5(&) i — i1
i=1

b
< sup\gzlvar[a,b]gl-ir/ |91(5)g5(5)ds,

because the second term is just the Riemann sum approximating the integral. O]
In particular, taking g; = 1, we obtain for C'! functions

b
Var, ) ¢ S/ g’ (s)|ds. (16)

Let us now proceed to Lasota and Yorke’s result:
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Theorem 14 (Lasota-Yorke). Suppose that T : [0,1] — [0,1] is piecewise C* and
piecewise expanding. Then T has an absolutely continuous invariant probability measure
whose density has bounded variation.

Proof. The main technical step is to establish the Lasota-Yorke?® inequality: there
are p € (0,1) and L > 0 such that

Vary 1 Prg < pVarp g + Ll|g| 1, (17)

for all f € BV. By iteration, it follows that the sequence Varjy ;P71 < l%p for every

n, and because fol P71 =1, the densities P;1 are also bounded. This is also true for

the Césaro means {+ SN 1P”} and by Helly’s Theorem (see e.g. [5, Theorem 2.3.9])
there must be a Weak* accumulation point which is an invariant density with bounded
variation.

To prove (17) we need another formula on variations. If 0 < a < b < 1 and g €
BV([0,1]), then

< Varpyg + |g(a)] + [9(b)]
< Varpyg + |g(a) — g(c)| +1g9(b) — g(c)| + 2[g(c)]|
< 2Var g + 2|g(c)|,

Varjo 119 Ly

for any ¢ € [a,b]. We can choose ¢ such that [g(c)| < 7= f lg(s)|ds, and therefore

) b
Varp 119 liay < 2Var, g + m/ lg(s)|ds. (18)

Let p := sup2/|T’|. By assumption p € (0,2), but by taking an iterate of 7' we can
assume that p < 1. Take 0 = ag < a; < --- < ay = 1 such that T is C? expanding on
each [a; 1, a;]. In particular, it follows that

[T"(x)]

() = o

(19)

< K
de T'(z)| — |T"()|"
for some constant K. (In the points a; this holds for the one-sided derivatives.)
Let g € BV(][0, 1]) be a probability density. We calculate

B 9(2)  ~= g(TMz)Nair, )
(Prg)(z) = Z ) ; (T (2) 1 ;

z€T 1z [ai_h al])|

where T~ (z)N[a;_1, a;] indicates the appropriate branch of the inverse 7. To compute

the variation we have to take sums of densities ‘T/ defined on disjoint intervals [a;_1, a;].

3The attribution is correct, but was preceded by Doeblin & Fortet and Ionescu-Tulcea & Marinescu,
who used it for more general spaces than BV.
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To extend these densities to [0, 1], we need to add indicator functions. Then, using
inequality (18),

N
g
Var[o,l]PTg = ZVar[O’HW 1[%71’%]
i=1

< Qi\/&r i_i_gi;/ai l9(s]) ds
= T4 [a;—1,ai] T'] L a; — a;y 1T7(s)]

Using the product formulas (15) and (19) we obtain

N N N
9
QZvar[aifl’ai] T” < pzvar[aiflyai}g + 22/ ’g(S)

i=1

< pVary, 1]g+2KZ/ 0 8)|

ai—1

Therefore

N i
1 @i (] S
varlio IIQ—F 0 'g . a; — Q;— ai—1 2 S

Taking L = p(K + max; ;——), we obtain the Lasota-Yorke inequality (17). O

Remark 4. The proof works exclusively with densities of bounded variation. Therefore,
the result can be extended immediately to: For any function g € BV ([0,1]), we have

L N1
Y Plg—yg.
N n=0

Lliglly

2.t By (14), g* is a bounded density,

The convergence is in L'(X) and Varg9* <
and the convergence is actually uniform.

Remark 5. Lasota and Yorke [16] state that the result can be easily extended to ex-
panding maps with countably many branches T : I; — T'(I;) where [0,1] = U;I; modulo
nullsets. In the above proof this would cause L to be infinite. This can be mended by
assuming that T has the Markov property and every branch has a definite height, i.e.,
there exists n > 0 such that |T(I;)| > n for alli. Indeed, we can estimate the problematic
term

1
: |7€/(S)”ds < suplg| Zw,— (for some &; € I;)

| il (5)
|f|
< sup\gu<z|

< suplg| 2,
1

where it is assumed that the distortion T|;, is bounded by K for all i. We were more
precise on these extra assumptions in the Folklore Theorem 9.
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11 Bernoulli shifts

Let (3,0, 1) be a Bernoulli shift, say with alphabet A = {1,2,..., N}. Here ¥ = A%
(two-sided) or ¥ = A (one-sided), and yu is a stationary product measure with
probability vector (pi,...,py). Write

Z[k+1,k+N}(&1 .. .CLN) = {l’ S Tt - LN = A7 - . .aN}

for the cylinder set of length N. If C' = Zj11 445 and C' = Zjj41 45 are two cylinders
fixing coordinates on disjoint integer intervals (i.e., [k + 1,k + R N[+ 1,1+ 5] = @),
then clearly u(C' N C") = pu(C)u(C’). This just reflects the independence of disjoint
events in a sequence of Bernoulli trials.

Definition 10. Two measure preserving dynamical systems (X, B, T, n) and (Y,C, S, v)
are called isomorphic if there are X' € B, Y' € C and ¢ : Y' — X' such that

o u(X"=1,vY")=1;

e ¢:Y' — X' is a bi-measurable bijection;

e ¢ is measure preserving: v(¢~(B)) = u(B) for all B € B.
¢ poS=Too.

Example 2. The doubling map T : [0,1] — [0, 1] with Lebesque measure is isomorphic
t the one-sided (3, %)-Bemoulli shift (X, B,o,n). The isomorphisim is the coding map
Y — X', where Y = [0,1] \ { dyadic rationals in (0,1)} because these dyadic
rationals map to % und some iterate of T, and at % the coding map is not well defined.
Note that X' = {0, 1} \ {v10°°,001% : v is a finite word in the alphabet {0,1}}.

Example 3. Let (p1,...,pn) be some probability vector with all p; > 0. Then the one-
sided (p1,...,pn)-Bernoulli shift is isomorphic to ([0, 1], B, T, Leb) where T : [0,1] —
[0,1] has N linear branches of slope 1/p;. The one-sided (p1,. .., pn)-Bernoulli shift is
also isomorphic to ([0,1],B,S,v) where S(x) = Nx (mod 1). But here v is another

measure that gives [%, %] the mass p;, and [% + J}v;;v % + ﬁ] the mass p;p;, etc.

Clearly invertible systems cannot be isomorphic to non-invertible systems. But there
is a construction to make a non-invertible system invertible, namely by passing to the
natural extension.

Definition 11. Let (X, B, pu,T) be a measure preserving dynamical system. A system
(Y,C, S,v) is a natural extension of (X, B, u,T) if there are X' € B, Y' € C and
¢:Y' — X' such that

o u(X) =1, v(Y)=1;
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e S:Y' =Y’ isinvertible;

e ¢:Y' — X' is a measurable surjection;

o ¢ is measure preserving: v(¢~Y(B)) = u(B) for all B € B;
¢ $0S=Tog.

Any two natural extensions can be shown to be isomorphic, so it makes sense to speak
of the natural extension. Sometimes natural extensions have explicit formulas (such as
the baker transformation being the natural extension of the doubling map). There is
also a general construction: Set

Y = {(Ii)i>0 . T(.Ti+1) =x; € X for all ¢ > 0}

with S(xg, z1,...) = T(x0), o, x1, . ... Then S is invertible (with the left shift o = S1)
and
l/(A(), Al, AQ, .. ) = 1nf,u(Az) for (A(), A17 AQ “e ) C S,

is S-invariant. Now defining ¢(xg, z1,z9,...) := xy makes the diagram commute: T o
¢ =¢oS. Also ¢ is measure preserving because, for each A € B,

¢~ (A) = (A, T (A), T(A), T(A),...)

and clearly v(A, T71(A), T72(A),T3(A),...) = u(A) because u(T~(A)) = u(A) for
every ¢ by T-invariance of p.

Definition 12. Let (X, B, u,T) be a measure preserving dynamical system.

1. If T s invertible, then the system is called Bernoulli if it is isomorphic to a
Bernoulli shift.

2. If T is non-invertible, then the system is called one-sided Bernoulli if it is
isomorphic to a one-sided Bernoulli shift.

3. If T is non-invertible, then the system is called Bernoulli if its natural extension
1s isomorphic to a one-sided Bernoulli shift.

The third Bernoulli property is quite general, even though the isomorphism ¢ may be
very difficult to find explicitly. Expanding circle maps that satisfy the conditions of
Theorem 9 are also Bernoulli, i.e., have a Bernoulli natural extension, see [17]. Being
one-sided Bernoulli, on the other hand quite, is special. If T : [0,1] — [0,1] has
N linear surjective branches I;, = 1,..., N, then Lebesgue measure m is invariant,
and ([0, 1], B,m,T) is isomorphic to the one-sided Bernoulli system with probability
vector (|1, ..., |In]). If T is piecewise C'* but not piecewise linear, then it has to be
C?-conjugate to a piecewise linear expanding map to be one-sided Bernoulli, see [7].
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12 Mixing and weak mixing
Whereas Bernoulli trials are totally independent, mixing refers to an asymptotic in-
dependence:

Definition 13. A probability measure preserving dynamical systems (X,B,u,T) is
mixing (or strong mixing) if

uw(T~"(A)N B) = u(A)u(B) as n — oo (20)
for every A, B € B.

Proposition 8. A probability preserving dynamical systems (X,B,T, p) is mizing if
and only if

[ for@) 5@ du— [ 5@ dn- [ 56 duasn s oo 1)
X X X
for all f,g € L*(1), or written z'n the notation of the Koopman operator Urf = foT
and inner product (f, g) fX x) dp:

(Urf,9) = (£, 1)(1,9) as n = oo. (22)

Proof. The “if”-direction follows by taking indicator functions f = 14 and ¢ = 15. For
the “only if”-direction, general f,g € L?(u) can be approximated by linear combinations
of indicator functions. O

Definition 14. A probability measure preserving dynamical systems (X,B,u,T) is
weak mixing if in average

3 T A) N B) — i A)(B)] 5 0 as 0 o (23)
for every A, B € B.

We can express ergodicity in analogy of (20) and (23):

Lemma 7. A probability preserving dynamical system (X, B, T, u) is ergodic if and only
of

1 n—1 '

= ZM(T_Z(A) NB) — u(A)u(B) — 0 as n — oo,

n

=0
for all A, B € B. (Compared to (23), note the absence of absolute value bars.)
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Proof. Assume that T is ergodic, so by Birkhoff’s Ergodic Theorem =3 '1 40T ‘(z) —
w(A) for p-a.e. x. Multiplying by 1p gives

- Z 1yo0Tx)1g(x) = w(A)lp(z) p-ae.

Integrating over z (using the Dominated Convergence Theorem to swap limit and in-

tegral), gives lim,, + %" fX lyoTz)1p(x) du = u(A)u(B).

Conversely, assume that A = T7'A and take B = A. Then we obtain u(A)
LS U u(T(4)) — p(AY?, hence ju(A) € {0,1}.

Theorem 15. We have the implications:

oo

Bernoulli = mizing = weak mizing = ergodic = recurrent.
None of the reverse implications holds in general.

Proof. Bernoulli = mixing holds for any pair of cylinder sets C', C" because p(o™"(C)N
C) = uw(C)u(C") for n sufficiently large. The property carries over to all measurable
sets by the Kolmogorov Extension Theorem.

Mixing = weak mixing is immediate from the definition.

Weak mixing = ergodic: Let A = T7(A) be a measurable T-invariant set. Then by
weak mixing p(A) = L3 u(T=(A) N A) — p(A)u(A) = p(A?). This means that
w(A)=0or 1.

Ergodic = recurrent. If B € B has positive measure, then A := U;enT4(B) is T-
invariant up to a set of measure 0, see the Poincaré Recurrence Theorem. By ergodicity,
1(A) =1, and this is the definition of recurrence, see Definition 6. [

We say that a subset £ C NU{0} has density zero if lim, ~#(EN{0,...,n—1}) = 0.

Lemma 8 Let (a;)i=0 be a bounded mon-negative sequence of real numbers. Then
lim,, =D 0 a; = 0 if and only if there is a sequence E of zero density in NU {0} such
that hmEngoo a, = 0.

Proof. «<: Assume that limgy,_,o a,, = 0 and for € > 0, take N such that a, < ¢ for
all EZn > N. Also let A =supa,. Then

n—1 n—1 n—1
1 1 1
0 < - a; = — a; + — g a;
=0 EZi=0 E3i=0
NA+ (n— N)

N

1
€+AE#(EQ{0,...,n—1})—>s,
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as n — 0o. Since € > 0 is arbitrary, lim,, * ) S Ya; = 0.

=: Let E, = {n : a, > -}. Then clearly By C E, C E3 C ... and each E,, has
density 0 because

Now take 0 = Ny < Ny < N, < ... such that #(E,, N {0,...,n —1}) < & for every
n> Nyt Let E = Uy, (Bp N {Np_1, ..., Ny — 1}).

Then, taking m = m(n) maximal such that N,,_; < n,
1
— # (En{0,...,n—1})
n

< %#(Em_l {0, Ny —1}) + %#(Em ANy, = 1))

1 1
< N #(Em_lﬁ{O,...,Nm_l—1})+;#(Emﬂ{0,...,n—1})
m—1
1 1
< —+——>0
m—1
as n — oo. O

Corollary 2. For a non-negative sequence (an)nso of real numbers, lim,, 1 ZZ 0 @ =0

if and only if lim,, = >/ fa2=0.

Proof. By the previous lemma, lim,, 111 ZZ o a; = 0 if and only if limEign_mo a, = 0 for
a set I of zero density. But the latter is clearly equivalent to lim gz, oo a2 = 0 for the
same set £. Applying the lemma again, we have lim,, 1 Z" ! a? = 0. O]

Example 4. Let R, : S' — S' be an irrational circle rotation; it preserves Lebesque
measure. We claim that R, is not mixing or weak mixing, but it is ergodic. To see
why R, is not mixing, take an interval A of length %‘. There are infinitely many n
such that R,;"(A) N A = @, so liminf, u(R™"(A) N A) = 0 # (3)%. However, R, has
a non-constant eigenfunction v : St — C defined as 1(x) = €™ because 1 o Ry(x) =
erilete) — g2micq), (1), Therefore R, is not weak miving, see Theorem 16 below. To
prove ergodicity, we show that every T-invariant function ¢ € L*(m) must be constant.
Indeed, write (x) =3, ., a,€®™™ as a Fourier series. The T-invariance implies that
a,e*™m = a, for all n € Z. Since a ¢ Q, this means that a, = 0 for all n # 0, so
U(x) = ag is indeed constant.

Theorem 16. Let (X, B, 1, T) be a probability measure preserving dynamical system.
Then the following are equivalent:

1. (X,B,u,T) is weak mixing;
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2. lim, Z;:ol [(foTi g)— (f,1){1,9)| =0 for all L*(u) functions f,g;

3. limpnyoo W(T""AN B) = p(A)u(B) for all A,B € B and a subset E of zero
density;

T x T is weak mixing;
T x S is ergodic on (X,Y) for every ergodic system (Y,C,v,S);

T x T is ergodic;

NS S

The Koopman operator Ur has no measurable eigenfunctions other than constants.

Proof. 2. = 1. Take f =14, g = 1p.
1. & 3. Use Lemma 8 for a; = [u(T"(A) N B) — p(A)u(B)].

3. = 4. For every A, B,C, D € B, there are subsets E; and F, of N of zero density
such that

lim p(T"(A) N B) = p(A)p(B)| = lim p(T"(C) A D) — p(C)u(D)] = 0.

E1#n—oc0 EsZFn—o0
The union £ = F, U E, still has density 0, and
0< dim [pxp (TxT)(AXC)N (B x D)) = px (A x B) - px p(C x D
= lim |u(T™"(A) 0 B) - u(T(C) N D) = p(A)p(B)p(C) (D)

EZn—
S piim p(TTHA)NB) - (T N D) = p(C)pu(D))
+ lim p(C)u(D) - |p(T7(A) N B) — p(A)u(B)| = 0.

EZ#n—o0

4. = 5. If T x T is weakly mixing, then so is T itself. Suppose (Y,C, v, .S) is an ergodic
system, then, for A, B € B and C, D € C we have

% z_: 1 (T-1(A) N B)w(S~/(C) N D)
= 13 wAmBs)n D)

0

n—

-
I

(W(T~(A) N B) = p(A)u(B))v(S~(C) N D).

=0

+
S|

By ergodicity of S (see Lemma 7), S v(STHC)ND) — u(C)pu(D), so the first term
in the above expression tends to pu(A)u(B)u(C)u(D). The second term is majorised by
%z;:ol (T~ (A) N B) — u(A)u(B)], which tends to 0 because T is weak mixing.
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5. = 6. By assumption 7" x S is ergodic for the trivial map S : {0} — {0}. Therefore
T itself is ergodic, and hence T' x T is ergodic.

6. = 7. Suppose f is an eigenfunction with eigenvalue A. The Koopman operator is
an isometry (by T-invariance of the measure), so (f, f) = (Urf,Urf) = (A, Af) =
IAP(f, f), and |A] = 1. Write ¢(2,y) = f() f(y). Then

Yo (T xT)(x,y) =¢(Tx,Ty) = f(Tx)f(Ty) = |\*¢(z,y) = ¥(z,y),

so ¢ is T' x T-invariant. By ergodicity of T' x T', 1 must be constant p x p-a.e. But
then also f must be constant p-a.e.

7. = 2. This is the hardest step; it relies on spectral theory of unitary operators. If
¥ is an eigenfunction of Up, then by assumption, ¢ is constant, so the eigenvalue is
1. Let V = span (¢) and II; is the orthogonal projection onto V; clearly V4 = {f €
L*(u) : [ f dp = 0}. One can derive that the spectral measure vy cannot have any
atoms except possibly at I1;.

Now take f € V+ and g € L?(p) arbitrary. Using the Spectral Theorem 13, we have

n—1 2

[(Urf, o) =

1=0

NI\ f, g) dvr(X)

o(Ur)

_ —Z / V(IS g) dur(Y) [ WIS g) dur()

o(Ur)

| / o N (LT ] o) dor(e

_ / / s SONE (T, 6T, F ) dur(A) dvg ()

- //U U 71111_—(/\,\@ <H>\f,g>deT()\) dvr(k),

where in the final line we used that the diagonal {A = k} has vy X vp-measure zero,
because v is non-atomic (except possibly the atom II; at A = 1, but then II; f = 0).
Now n(;/\'i is bounded (use I’'Hopital’s rule) and tends to 0 for A # &, so by the
Bounded Convergence Theorem, we have

Using Corollary 2, we derive that also lim, SV (URf, g)] = 0 (i.e., without the
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square). Finally, if f € L?(p) is arbitrary, then f — (f,1) € V+. We find

n—1

0 =t~ SRS~ (£ 1))
=0
=l = SRS — (.1, 9)
= tim - S UR0) — (.1 {Lg)

=0

and so property 2. is verified. O

13 Cutting and Stacking

The purpose of cutting and stacking is to create invertible maps of the interval
that preserve Lebesgue measure, and have further good properties such as “unique
ergodicity”, “not weak mixing”, or rather the opposite “weak mixing but not strong
mixing”. Famous examples due to Kakutani and to Chacon achieve this, and we will
present them here.

The procedure is as follows:

e Cut the unit interval into several intervals, say A, B, C, ... (these will become the
stacks), and a remaining interval S.

e Cut each interval into parts (a fixed finite number for each stack), and also cut
of some intervals from S.

e Pile the parts of the stacks and the cut-off pieces of S on top of the stacks,
according to some fixed rule. By choosing the parts in the previous step of the
correct size, we can ensure that all intervals in each separate stack have the same
size; they can therefore be neatly aligned vertically.

e Map every point on a level of a stack directly to the level above. Then every
point has a well-defined image (except for points at the top levels in a stack and
points in the remaindeer of S), and also a well-defined preimage (except for points
at a bottom level in a stack and points in the remainder of S). Where defined,
Lebesgue measure is preserved.

e Repeat the process, now slicing vertically through whole stacks and stacking whole
stacks on top of other stacks, possibly putting some intervals of S in between.
Wherever the map was defined at a previous step, the definition remains the
same.
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o Keep repeating. Eventually, the measure of points where the map is not defined
tends to zero. In the end, assuming that the interval S will be entirely spent, there
will only be one point for each stack without image and one points in each stack
without preimage. We can take an arbitrary bijection between them to define the
map everywhere.

e The resulting transformation of the interval is invertible and preserves Lebesgue
measure. The number of stacks used is called the rank of the transformation.

Example 5 (Kakutani). Take one stack, so start with A = [0,1]. Cut it in half and
put the right half on top of the left half. Repeat this procedure. Let us call the result
limit map T : [0,1] — [0, 1] the Kakutani map. The resulting formula is:

T(@=qv-3+} el Dy
(2 — (1—5%) + 57 frel—am1—5ir),n>1,

see Figure 1. If x € [0,1) is written in base 2, i.e.,

z = 0.b1bobs . . . bie{0,1}, =) b2

then T acts as the adding machine or odometer: add 0.1 with carry. That is, if
k= min{i > 1 : b = 0}, then T(0.bybobs...) = 0.001bys1bgso.... If k = o0, so
x =0.111111..., then T(x) = 0.0000. ...

Proposition 9. The Kakutani map T : [0, 1] — [0, 1] of cutting and stacking is uniquely
ergodic, but not weakly mixing.

Proof. The map T permutes the dyadic intervals cyclically. For example 7'((0, %)) =
(3,1)) and T((3,1)) = (0,3). Therefore, f(z) = Lio,1y = L1 1) is an eigenfunction for
eigenvalue —1. Using four intervals, we can construct (complex-valued) eigenfunctions
for eigenvalues 44. In generality, all the numbers e?™™/2" m n € N are eigenvalues,
and the corresponding eigenfunctions span L?(m). This property is called pure point

spectrum. In any case, T' is not weakly mixing.

Now for unique ergodicity, we use the fact again that 7' permutes the dyadic intervals
cyclically. Call these intervals D; y = [5%, ]2%1) for N € Nand j = {0,1,...,2Y — 1},
and if = € [0, 1), we indicate the dyadic interval containing it by D; y(x). Let

TN('CI;) = SuptEDj,N(m) f(t>7
fN(x) = infteD]-,N(x) f(t),
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Figure 1: The Kakutani map 7" : [0,1] — [0, 1] resulting from cutting and stacking.

be step-functions that we can use to compute the Riemann integral of f. That is:

2N 1 2N _1

[ nts)s = 5 > w0 10) > [ s> [ 1605 o5 >, 10

tGDJ N

For continuous (or more generally Riemann integrable) functions, [ fadr— i S Ndx —0
as N — oo, and their common limit is called the Riemann integral of f.

According to Theorem 3, we need to show that %Zf\i_ol f o T'x) converges uniformly
to a constant (for each continuous function f) to show that 7" is uniquely ergodic, i.e.,
Lebesgue measure is the unique invariant measure.

Let f :[0,1] — R be continuous and £ > 0 be given. By uniform continuity, we can
find N such that max;(sup,cp, , f(t) —infiep, , f(t)) < e. Write n = m2N +r. Any
orbit x will visit all intervals D; y cyclically before returning close to itself, and hence
visit each D; y exactly m times in the first m2" iterates. Therefore

n—1
1 i
a2 foT@) < ey § i sup 10+l

teD; N
2N —1
1 THfHoo

< — t

S v S SO F vy

— /fzv Yds + ——— Al — /TN(S)dS

m2N 4 r

as m — oo. A similar computation gives - LN foTi(x) > [ f xr)dr. Ase — 0
(and hence N — o0), we get convergence to the 1ntegral f f ds 1ndependently of the
initial point z. O

41



Example 6 (Chacon). Take one stack and one stack: Ay =[0,3) and S =[2,1). Cut
Aq is three equal parts and cut [%, g) from S. Pile the middle interval [%, 1) on the left,

9
then the cut-off piece [%, %) of S, and then remaining interval [%, %) The stack can now

be coded upward as Ay = AgAgSAg.

Repeat this procedure: cut the stack wvertically in three stacks (of width % ), cut an
interval [%, %) from S, and pile them on top of one another: middle stack on left, then

the cut-off piece of S, and then the remaining third of the stack. The stack can now be
coded upward as Ay = A1 A1SA;.

/

, b

Figure 2: The Chacon map 7 : [0, 1] — [0, 1] resulting from cutting and stacking.

Proposition 10. The Chacon map T : [0,1] — [0, 1] of cutting and stacking is uniquely
ergodic, weakly mixing but not strongly mizing.

Sketch of Proof. First some observations on the symbolic pattern that emerges of the
Chacon cutting and stacking. When stacking intervals, their labels follow the following
pattern

AgAoSAg AgAgSAg S AgAoSAg Ao AgSAg AgAgSAg S AgAgSAg S AgAoSAg AgAoSAg S AgAoS Ao
Aq Aq Aq Aq Aq Aq Aq Aq Aq

Ao Asg Ao

Az

This pattern is the same at every level; we could have started with A,,, grouped together
as A,y1 = A, ASA,, ete. At step n in the construction of the tower, the width of the
stack is w,, = %(3_(”“) and the length of the the word 4, is [, = 3(3"™ —1).

The frequency of each block o%(A,) is almost the same in every block huge block B,
regardless where taken in the infinite string. This observation leads to unique ergodicity
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(similar although a bit more involved as in the case of the Kakutani map), but we will
skip the details.

Instead, we focus on the weak mixing. Clearly the word A, appears in triples, and
also as A,A,A,SA,A,A,. To explain the idea behind the proof, pretend that an
eigenfunction (with eigenvalue ™) were constant on any set E whose code is A, (or
oF A, for some 0 < k < I,,, where o denotes the left-shift). Such sets E are intervals of
width w,,. Then

f o Tln|E — 627ri)\lnf|E and f o T2ln+1|E — eZwiAlnflE'

2miN, 627ri)\(2ln +1

This gives 1 = e ), s0o A =0, and the eigenvalue is 1 after all.

The rigorous argument is as follows. Suppose that f(x) = e*™”@) were an eigenfunction
for eigenvalue e*™ and a measurable function ¥ : S' — R. By Lusin’s Theorem, we can
find a subset F' C S! of Lebesgue measure > 1 — ¢ such that 9 is uniformly continuous
on F. Choose ¢ > 0 arbitrary, and take N so large that the variation of ¥ is less
that € on any set of the form E N F, where points in £ have code starting as o*(Ay),
0 < k < ly. Sets of this type fill a set £* with mass at least half of the unit interval.

Because of the frequent occurrence of AyAnyAnSANAnAy, a definite proportion of E*
is covered by set £ with the property that such that 7?1 NTWWE N E # &, because
they have codes of length [y that reappear after both [y and 2[5 + 1 shifts. For x in
this intersection,

PoT* 1 (z) = (Iy + DA+ 9o TW(x) (mod 1)
Yo T (z) =IxnA+9J(x) (mod 1)

where all three point x, 7' (z), T?'¥*!(z) belong to the same copy E. Subtracting the
two equations gives

Amod 1 =14 oT* ¥ z) — o TW () +9(x) — 9o T (z) < 2¢.

But ¢ is arbitrary, so A = 0 mod 1 and the eigenvalue is 1.

Now for the strong mixing, consider once more the sets £ = Ej, of points whose
codes starts as the k-th cyclic permutation of A, for some 0 < k < [,, that is: the
first [, symbols of o*(A4,A,). Their measure is u(E) = w,, and for different k, they
are disjoint. Furthermore, the only [,-block appearing are cyclic permutations of A,
or cyclic permutations with pieces of S inserted somewhere. At least half of these
appearances are of the first type, so M(UZ":_OlEk,n) > % for each n.

The basic idea is that u(ENT " E) > 3 u(E) because at least a third of the appearances
of A, is followed by another A,. But zu(E) > pu(E)?, as one would expect for mixing.
Of course, mixing only says that lim; u(Y N T7YE)) = u(Y)? only for sets Y not
depending on {.
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However, let Y, = [m/8,(m+ 1)/8] C [0,1], m = 0,...,7 be the eight dyadic intervals
of length 1/8. For each n, at least one Y,, is covered for at least half by sets E of the
above type, say a set Z C Y;, of measure p(Z) > 3u(Y,,)) such that Z C UpEy,. That
means that

PV N T () 2 w(ZOT(2)) > 2u(Z) > V) > Vi)

6
Let Y be one of the Y,,’s for which the above holds for infinitely many n. Then
limsup,, (Y, N T (Y,,)) > u(Y)?, contradicting strong mixing. O

14 Toral automorphisms

The best known example of a toral automorphism (that is, an invertible linear map on
the torus T" = S! x - - - x S!) is the Arnol’d cat map. This map T : T? — T? is defined
as

To(z,y) = C(z) (mod 1) for the matrix C' = (? 1) :

The name come from the illustration in Arnol’d’s book [3] showing how the head of a
cat, drawn on a torus, is distorted by the action of the map*. Properties of T, are:

e (' preserves the integer lattice, so T is well-defined an continuous.

e det(C) = 1, so Lebesgue measure m is preserved (both by C' and T¢). Also C
and T are invertible, and C~! is still an integer matrix.

e The eigenvalues of C are Ay = (3 & +/5)/2, and the corresponding eigenspaces
E. are spanned (—1,(v/5 +1)/2)7 and (1, (v/5 — 1)/2)7. These are orthogonal
(naturally, since C' is symmetric), and have irrational slopes, so they wrap densely
in the torus.

e Every rational point in T? is periodic under T' (as their denominators cannot
increase, so T' acts here as an invertible map on a finite set). This gives many
invaraint measures: the equidistribution on each periodic orbit. Therefore T is
not uniquely ergodic.

The properties are common to all maps T}, provided they satisfy the following defini-
tion.

Definition 15. A toral automorphism T : T¢ — T? is an invertible linear map on the
(d-dimensional) torus T. Each such T is of the form Ty(z) = Az (mod 1), where the
matriz A satisfies:

4Arnol’d didn’t seem to like cats, but see the applet https://www.jasondavies.com/catmap/ how
the cat survives
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e A is an integer matriz with det(A) = £1;

e the eigenvalues of A are not on the unit circle; this property is called hyperbol-
icity.

Somewhat easier to treat that the cat map is Ty for A = (} (1)), which is an orientation
reversing matrix with A> = C. The map T4 has a Markov partition, that is a

partition {R;}¥, for sets such that

1. The R; have disjoint interiors and U; R; = T¢;

2. If To(R;) N R; # @, then T4(R;) stretches across R; in the unstable direction
(i.e., the direction spanned by the unstable eigenspaces of A).

3. If T,'(R;)) N R; # @, then T '(R;) stretches across R; in the stable direction
(i.e., the direction spanned by the stable eigenspaces of A).

In fact, every hyperbolic toral automorphism has a Markov partition, but in general
they are fiendishly difficult to find explicitly. In the case of A, a Markov partition of
three rectangles R; for ¢+ = 1,2, 3 can be constructed, see Figure 3.

R1 R2
Ry

R3 R3
Ry

Figure 3: The Markov partition for the toral automorphism 74. The arrows indicate
the stable and unstable directions at (0, 0).

The corresponding transition matrix is

1 i Tu(R)NR; £ o

011
B=11 0 1| where B;; = )

Note that the characteristic polynomial of B is

det(B—A)=-X 42 +1=—-A+1DA = A—1)=—(\+1)det(A — \I).
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so B has the eigenvalues of A (no coincidence!), together with A = —1. The transition
matrix B generates a subshift of finite type:

ZB = {(mi)iEZ Tx; € {1’273}7B33il‘i+1 =1Vie Z},

equipped with the left-shift o. That is, X g contains only sequences in which each x;x;
indicate transitions from Markov partition elements that are allowed by the map T'4.

It can be shown that (T9, B, T, Leb) is isomorphic to the shift space (X5,C, o, ) where
M([wkxk’-i-l e xn]) = mkakuk+1HIk+lxk+2 s Hwn—wm
for m; = Leb(R;), i =1,...,d}, and weighted transition matrix IT where

 Leb(Ta(Ri) N Ry)
A Leb(R;)

is the relative mass that T4 transports from R; to R;.

Finally C the o-algebra of set generated by allowed cylinder sets.

Theorem 17. For every hyperbolic toral automorphism, Lebesgue measure s ergodic
and mizing.

Proof. We only give the proof for dimension 2. The higher dimensional case goes
similarly. Consider the Fourier modes (also called characters)

2mi(ma+ny)

X(m,n) - T2 — Ca X (m,n) (l’,y) =€ .

These form an orthogonal system (w.r.t. (¢, 1) = [ pd)\), spanning L*(\) for Lebesgue
measure A. We have

) — e?wi(am—l—cn)a:—&-(bm—i—dn)y) —

UTAX(m,n) (ZL', y) = X(m,n) OTA<x7 y) = Xm,n(xa Yy XAt (m,n) ($a y)

In other words, Ur, maps the character with index (m,n) to the character with index
At(m,n), where A' is the transpose matrix.

For the proof of ergodicity, assume that ¢ is a Ts-invariant L?-function. Write it as
Fourier series:

QO(JI,y) = Z Qp(m,n)X(m,n)(xay>a

m,ne”

where the Fourier coefficients ¢,,, — 0 as |m| + |n| — co By Ts-invariance, we have

90(.%', y) =po TA(xa y) = Z P(m,n) X At(m,n) (iL‘, y)a

m,nEL

and hence Q) = Qat(mn) for all m,n. For (m,n) = (0,0) this is not a problem, but
this only produces constant functions. If (m, n) # (0,0), then the A‘-orbit of (m, n), so
infinitely many equal Fourier coefficients

Pmn) = PAYmn) = P(AY2(mn) = PA)3(mn) = P(AYI(mn) - - -
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As the Fourier coefficients converge to zero as |m| + |n| — oo, they all must be equal
to zero, and hence ¢ is a constant function. This proves ergodicity.

For the proof of mixing, we need a lemma, which we give without proof.

Lemma 9. A transformation (X, T, p) is mizing if and only if for all ¢, in a complete
orthogonal system spanning L*(u), we have

/XSOOTN d,u—>/ z)dp - /w

To use this lemma on ¢ = X () and ¥ = x,), we compute

as N — 0.

/X(m,n)OTN(x)X(k,l)(iﬂ) d)‘:/X(At)N(mm)X(k,l)(x) dA.
X X

If (m,n) = (0,0), then (A)N(m,n) = (0,0) = (m,n) for all N. Hence, the integral
is non-zero only if (k,l) = (0,0), but then the integral equals 1, which is the same
as [y X(0,0) A\ [x X00) () dX. If (k,1) = (0,0), then the integral is zero, but so is

fXX(oo d)\fXXoo ) dA.

If (m,n) # (0,0), then, regardless what (k,l) is, there is N such that (AH)M(m,n) #
(k,1) for all M > N. Therefore

/ X(mmy © TM (@) x ey (2) AN = 0 = / X (m,n) d/\/ X (k1) () dA.
X X X

The lemma therefore guarantees mixing. O

15 Topological entropy and topological pressure

Topological entropy was first defined in 1965 by Adler et al. [1], but the form that
Bowen [4] and Dinaburg [10] redressed it in is commonly used nowadays.

We will start by start giving the original definition, because the idea of joints of covers
easily relates to joints of partitions as used in measure-theoretic entropy. After that, we
will give Bowen’s approach, since it readily generalises to topological pressure as well.

15.1 The original definition

Let (X,d,T) be a continuous map on compact metric space (X, d). We say that U =
{U;} is an open e-cover if all U; are open sets of diamter < ¢ and X C |J, U;. Naturally,
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compactness of X guarantees that for every open cover, we can select a finite subcover.
Thus, let N (U) the the minimal possible cardinality of subcovers of U. We say that
U refines V (notation U > V) if evey U € U is contained in a V- € V. If U > V then
NU) = NV).

Given two cover U and V, the joint
Uvy: ={Unv:UeUu,v eV}

is an open cover again, and one can verify that N(U V V) < N(U)N (V). Since T is
continuous, T~ 1(U) is an open cover as well, although in this case it need not be an
e-cover; However, U V T~} (U) is an e-cover, and it refines T~ (U).

Define the topological entropy as

n—1
1 A
htop(T) = lim sup lim — log N (U™) for U" := \/ T (U), (24)
=0

e=0 ¢y nn

where the supremum is taken over all open e-covers U. Because N (UVYV) < N(U)N(V),
the sequence log N (") is subadditive, so the limit lim,, 1 log V' (U") exists. We have
the following properties:

Lemma 10. ® Nyop(TF) = khyop(T) fork > 0. If T is invertible, then also hy,(T™) =
hiop(T).

o If (Y, S) is semiconjugate to (X, T), then hiyp,(S) < hiop(T'). In particular, conju-
gate systems (on compact spaces!) have the same entropy.

Proof. ]

15.2 Topological entropy of interval maps

If X = [0,1] with the usual Euclidean metric, then there are various shortcuts to
compute the entropy of a continuous map T : [0,1] — [0,1]. Let us call any maximal
interval on which 7" is monotone a lap; the number of laps is denoted as ¢(T"). Also, the
variation of T is defined as

Var(T) = sup Z T (z:) — T(wi1)l,

0<zp<... zy<N i1

where the supremum runs over all finite collections of points in [0, 1]. The following
result is due to Misurewicz & Szlenk [19].
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Proposition 11. Let T : [0,1] — [0, 1] have finitely many laps. Then

1
hiop(T) = lim —logl(T™)

n—oo N

1
= limsup — log #{clusters of n-periodic points}

n—oo N
1
= max{0, lim —log Var(T™)}.
n—oo N

where two n-periodic points are in the same cluster if they belong to the same lap of T™.

Remark 6. The identity map has one branch, consisting of (uncountaly many) fized
point, that form one cluster. The map x — x + (x/10)?*sin(7/x) mod 1 has also one
branch, but with countably many fized point, forming one cluster. For an expanding
map, every branch can contain only one fixed point.

Proof. Since the variation of a monotone function is given by sup 7' —inf 7', and due to
the definition of “cluster” of n-periodic points, the inequalities

#{clusters of n-periodic points}, Var(1T") < ¢(T™")

are immediate. For a lap I of T, let v := |T™(I)| be its height. We state without proof
(cf. [6, Chapter 9]):

For every § > 0, there is v > 0 such that
#{J:Jisalap of T, [T™(J)| >~} > 1—6)"UT,).

This means that Var(T™) > v(1 — 6)"¢(T™), and therefore

(25)

1 1 1
—26 + lim — log /(T™) < lim — log Var(7T™) < lim — log ¢(T™).
n n n n n n
Since 0 is arbitrary, both above quantities are all equal.

Making the further assumption (without proof®) that there is K = K(v) such that
UK, T'(J) = X for every interval of length |J| > v, we also find that

#{clusters of n + i-periodic points,0 < i < K} > (1 —6)"4(T™).
This implies that

1 1
—2§ + lim — log 4(T") < limsup — max. log #{clusters of n + i-periodic points}
non non

so also lim,, £ log ((T™) = limsup,,_, ., + log #{clusters of n-periodic points}

If € > 0 is so small that the width of every lap is greater than 2e, then for every e-
cover U, every subcover of U™ has at least one element in each lap of T™. Therefore
((T™) < N(U™) for every e-cover, so lim,, £ log £(T™) < hyep(T). O

5In fact, it is not entirely true if T has an invariant subset attracting an open neighbourhood.

But it suffices to restrict T to its nonwandering set, that is, the set Q(T) = {x € X : = €
Un>1T"(U)) for every neighbourhood U > x}, because hiop(T) = hiop(T|o(r))-
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15.3 Bowen’s approach

Let T be map of a compact metric space (X, d). If my eyesight is not so good, I cannot
distinguish two points x,y € X if they are at a distance d(z,y) < € from one another. I
may still be able to distinguish there orbits, if d(T*x, T*y) > e for some k > 0. Hence,
if I'm willing to wait n — 1 iterations, I can distinguish x and y if

dp(x,y) = max{d(T*z, T"y) : 0 < k < n} > e.

If this holds, then = and y are said to be (n,¢)-separated. Among all the subsets of
X of which all points are mutually (n, €)-separated, choose one, say E,(¢), of maximal
cardinality. Then s, (¢) := #E,(¢) is the maximal number of n-orbits I can distinguish
with e-poor eyesight.

The topological entropy is defined as the limit (as € — 0) of the exponential growth-
rate of s, (¢):

1
hiop(T') = lim lim sup — log s, (). (26)

€20 pso T

Note that s,(e1) = sn(e2) if €1 < &9, so limsup,, 1 log s,(¢) is a decreasing function in
e, and the limit as ¢ — 0 indeed exists.

Instead of (n,e)-separated sets, we can also work with (n,e)-spanning sets, that is,
sets that contain, for every z € X, a y such that d,(z,y) < . Note that, due to its
maximality, F,(¢) is always (n,¢)-spanning, and no proper subset of E,(¢) is (n,¢)-
spanning. Fach y € E,(¢) must have a point of an (n,e/2)-spanning set within an
£/2-ball (in d,-metric) around it, and by the triangle inequality, this €/2-ball is disjoint
from e/2-ball centred around all other points in E,(¢). Therefore, if r,(c) denotes the
minimal cardinality among all (n, €)-spanning sets, then

rn(e) < sp(e) < 1u(e/2). (27)

Thus we can equally well define

1
hiop(T) = lim lim sup - log 7, (). (28)

=0 poeo

Examples: Consider the S-transformation 7 : [0,) — [0,1),  — [z (mod 1) for
some (3 > 1. Take ¢ < 1/(23?), and G,, = {Bi” : 0 < k< p"}. Then G, is (n,e)-
separating, so s,(¢) = f". On the other hand, G, = {%6 D 0< k< pB/(2)} is
(n, e)-spanning, so r,(g) < 8"/(2¢). Therefore

1
log 5 = limsup — log 8" < hyp(T3) < limsup log "/(2¢) = log B.
n n n

Circle rotations, or in general isometries, 7" have zero topological entropy. Indeed,
if F(e) is an e-separated set (or e-spanning set), it will also be (n,¢)-separated (or
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(n,e)-spanning) for every n > 1. Hence s,(¢) and r,(¢) are bounded in n, and their
exponential growth rates are equal to zero.

Finally, let (X, o) be the full shifts on N symbols. Let € > 0 be arbitrary, and take m
such that 27™ < . If we select a point from each n + m-cylinder, this gives an (n, ¢)-
spanning set, whereas selecting a point from each n-cylinder gives an (n,¢)-separated
set. Therefore

1 1
log N =limsup —log N" < limsup —log s, () < hyp(1p)
n n n

n

1
< limsup —log7,(g) < limsuplog N"™™ = log N.

n n

Proposition 12. For a continuous map T on a compact metric space (X, d), the three
definitions (24), (26) and (28) give the same outcome.

Proof. The equality of the limits (26) and (28) follows directly from (27).

If U is an e-cover, every A € U™ can contain at most one point in an (n,e)-separated
set, s0 s(n,e) < N'(U™), whence limsup,, + log s(n, ) < lim, + log N'(U™).

Finally, in a compact metric space, every open cover U has a number (called its Lebesgue
number) such that for every x € X, there is U € U such that Bs(x) C U. Clearly § < ¢
if U is an e-cover. Now if an open e-cover U has Lebesgue number §, and F is an
(n, d)-spanning set of cardinality #E = r(n,d), then X C Uyer Ny T (Bs(T'x)).
Since each Bs(T"(z)) is contained in some U € U, we have N (U") < r(n,d). Since
0 —0ase—0,also

1 1
lim lim — log N (U™) < (lsim lim sup — log r(n, 4).
n

e—>0 n n —0 n

15.4 Topological pressure

The topological pressure Py, (T, 1) combines entropy with a potential function ¢ : X —
R. By definition, h,(T) = Piop(T, %) if ¢(x) = 0. Denote the n-th ergodic sum of v
by

n—1

Spp(x) =D 1o TH(x).

k=0
Next set

Ko (T, p,e) =sup{>_,cpeo*® : Eis (n,e)-separated},
L,(T,,e) =inf{} oY@ . Eis (n,e)-spanning}.
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For reasonable choices of potentials, the quantities lim._,o limsup,,_, % log K,,(T, 1, )
and lim._,o limsup,,_,, = log L,(T, 1, ¢) are the same, and this quantity is called the
topological pressure. To give an example of an unreasonable potential, take X, be
a dense T-invariant subset of X such that X \ X is also dense. Let

(100 ifx € X,
W‘”)_{o if z ¢ X.

Then L, (T,,¢) = rp(e) whilst K, (T, v, ¢e) = e'%s,(¢), and their exponential growth
rates differ by a factor 100. Hence, some amount of continuity of v is necessary to make
it work.

Lemma 11. Ife > 0 is such that d(x,y) < e implies that | (z) — Y (y)| < §/2, then
K (T,1,2) < Lo(T,0,2/2) < Ko(To0,2/2).

Exercise 2. Prove Lemma 11. In fact, the second inequality holds regardless of what
Y 1s.

Theorem 18. If T : X — X and ¢ : X — R are continuous on a compact metric
space, then the topological pressure is well-defined by

1 1
Piop(T, 1)) := lim lim sup — log K,,(T, ¢, ¢) = lim lim sup — log L, (7', ¢, €).

e=0 500 T e=0 pnosso N

Exercise 3. Show that Py,,(T®, Spi)) = R+ Poy(T, ).

16 Measure-theoretic entropy

Entropy is a measure for the complexity of a dynamical system (X, 7). In the previous
sections, we related this (or rather topological entropy) to the exponential growth rate
of the cardinality of P, = Z;(l) T~*P for some partition of the space X. In this
section, we look at the measure theoretic entropy h,(7") of an T-invariant measure f,
and this amounts to, instead of just counting P,, taking a particular weighted sum of the
elements Z,, € P,. However, if the mass of i is equally distributed over the all the Z,, €
P.., then the outcome of this sum is largest; then p would be the measure of maximal
entropy. In “good” systems (X, 7') is indeed the supremum over the measure theoretic
entropies of all the T-invariant probability measures. This is called the Variational

Principle:
hiop(T) = sup{h,(T) : p is T-invariant probability measure}. (30)

In this section, rather than presenting more philosophy what entropy should signify, let
us first give the mathematical definition.
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Define
0:10,1] = R ¢(z) = —zlogz

with ¢(0) := lim, o p(z) = 0. Clearly ¢'(z) = —(1+logx) so ¢(x) assume its maximum
at 1/e and p(1/e) = 1/e. Also ¢"(z) = —1/x < 0, so that ¢ is strictly concave:

ap(z) + Pe(y) < plax+pfy)  forallat+f=1,0,620, (31)
with equality if and only if x = y.

Theorem 19 (Jensen’s Inequality). For every strictly concave function f : [0,00) — R,
and all o; >0, 1" a; =1 and z; € [0,00) we have

> aif(x) < O i), (32)
i=1 i=1
with equality if and only if all the x; are the same.

Proof. We prove this by induction on n. For n = 2 it is simply (31). So assume that
n+1
= 1

(32) holds for some n, and we treat the case n + 1. Assume o; > 0 and > 7 o
and write B =" | ;.
n+1

n o
f(z o) = f(B Z E% + Q1 Tnt1)
i=1 i=1

n

> BF(Y, Fo) +anaf(enn) by (31)
=1
> B Z %f(xz) + a1 f(zpi1) by (32) for n
=1

n+1

= Z Oéz‘f(l’i)

as required. Equality also carries over by induction, because if z; are all equal for
1 < i< n, (31) only preserves equality if 2,41 = > "1 Fa; = 21. O

Applying Jensen’s inequality to ¢(z) = —xlog z, we obtain:

Corollary 3. For py+---+p, =1, p; > 0, then Y ., ¢(p;) < logn with equality if

and only if all p; are equal, i.e., p; = %

Proof. Take a; = %, then by Theorem 19,
IRS - 1 1.1
- Z o(pi) = Z aip(pi) < @(Z —p;) = QO(E) == log n.
i=1 i=1 ‘
Now multiply by n. [
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Corollary 4. For real numbers a; and py+--++p, =1, p; >0, Y. pi(a; —logp;) <
log > 77 | % with equality if and only if p; = €% /> " €% for each i.

Proof. Write Z = )" e%. Put a; = e%/Z (so > a; = 1) and x; = p;Z /e (so
>or, a;z; = 1) in Theorem 19. Then

- "~ et (2 piZ
(a4 —log Z —logp) = — 1
;P(a og 0g pi) ; = (eal og eai)
S L S B
= e%i — Z e ‘

Rearranging gives > | p;(a; — logp;) < log Z, with equality only if z; = p;Z/e% are
all the same. But as )" aya; = 1 and also )" | a; = 1, this means that z; =1, i.e.,
pi=e"i/Z. O

Exercise 4. Reprove Corollaries 3 and 4 using Lagrange multipliers.

Given a finite partition P of a probability space (X, i), let

Hu(P) =Y @(u(P)) = =Y u(P)log(u(P)), (33)
PeP PeP
where we can ignore the partition elements with p(P) = 0 because ¢(0) = 0. For a
T-invariant probability measure p on (X, B,T), and a partition P, define the entropy
of u w.r.t. P as

n—1

h(T,P) = lim 1H \/T “P). (34)

n—oo N
Finally, the measure theoretic entropy of u is
h,(T) = sup{h,(T,P) : P is a finite partition of X}. (35)

Naturally, this raises the questions:

Does the limit exist in (34)7
How can one possibly consider all partitions of X7

We come to this later; first we want to argue that entropy is a characteristic of a
measure preserving system. That is, two measure preserving systems (X, B, T, i) and
(Y,C, S, v) that are isomorphic, i.e., there are full-measured sets Xy C X, Yy C Y and
a bi-measurable invertible measure-preserving map m : Xg — Yj (called isomorphism)
such that the diagram

<X07 Bu ,LL) i> (X07 B7/J’)
md Ay

(Yo,C.v) - (Yo,C.v)
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commutes, then h,(T) = h,(S). This holds, because the bi-measurable measure-
preserving map m preserves all the quantities involved in (33)-(35), including the class
of partitions for both systems.

A major class of systems where this is very important are the Bernoulli shifts. These
are the standard probability space to measure a sequence of i.i.d. events each with
outcomes in {0,..., N — 1} with probabilities po, ..., py_1 respectively. That is: X =
{0,...,N — 1} or {0,...,N — 1}%, o is the left-shift, and p the Bernoulli measure
that assigns to every cylinder set [z, ... z,] the mass

n

p([zm .. xy]) = H p(xy) where p(xy) = p; if 2 = 4.

k=m

For such a Bernoulli shift, the entropy is

h#(g) = - Zpi log p;, (36)

so two Bernoulli shifts (X, p, p,,) and (X', p/, p,y) can only be isomorphic if — >, p; log p;
— > . pilog(p;). The famous theorem of Ornstein showed that entropy is a complete in-
variant for Bernoulli shifts:

Theorem 20 (Ornstein 1974 [21], cf. page 105 of [24]). Two two-sided Bernoulli shifts
(X, p, pp) and (X', p', ) are isomorphic if and only if —) . p;logp; = — >, pilogp;.

The isomorphism between these Bernoulli shifts is usually extremely complicated. A
more (although still complicated) way of constructing these isomorphisms was given by
Keane & Smorodinski in 1979, see [13].

is 1somorphic to py1 111 1y,

Exercise 5. Conclude that the Bernoulli shift (L1 1 1y 18 isomorphic to fii 1111
somorhic to pu1 1111

1
but that no Bernoulli measure on four symbols can be'i

W k=
~

878787872

575757575

For one-sided Bernoulli shifts, Ornstein’s theorem does not hold. If the number of sym-
bols are different, then the one-sided Bernoulli shifts can definitely not be isomorphic.

Let us go back to the definition of entropy, and try to answer the outstanding questions.

Definition 16. We call a real sequence (a,),>1 subadditive if
Uman < Ay + @y for allm,n € N.

Theorem 21. If (ay)n>1 is subadditive, then lim, %= = inf,., %.
Proof. Every integer n can be written uniquely as n =i-r+j for 0 < j < r. Therefore

. ap . Q.
limsup — = lim sup ———— - = —.
n—oo N i—soo LT T ) i—00 7/'7"‘|‘] r



This holds for all » € N, so we obtain

. a .. (07% . (079 . (o8
inf — < liminf = < limsup — < inf —,
ror n n n n rr

as required. O

16.1 Conditional Entropy

Definition 17. Motivated by the conditional measure pu(P|Q) = ’”?g?), we define
conditional entropy of a measure p as

H,(P|Q) = Zu Q;) Z“ QQJ (f(gﬁj), (37)

where i runs over all elements Pi € P and j runs over all elements Q; € Q.

Before trying to interpret this notion, let us first list some properties that follow directly
from the definition and Jensen’s inequality:

Proposition 13. Given measures p, j; and two partitions P and Q, we have
1. Hy(PV Q) < Hy(P)+ H,(Q);
2. H,(Q)=H,(P)+ H,Q | P), whence h,(T,Q) = h,(T,P)+ H,(Q | P).
3. Z?:l piHMz‘( ) HZ" 1 Dilki (P) whenever Z?zl p1=1,p =20,

Proof. Direct computation gives

H,(PVQ) = => > uPNnQ)logu(PNQ)

PeP QeQ

= =Y S wPnQlog B ST ST (PN Q) log u(P)
PeP QeQ PeP QeQ

- H(Q|P)—Zu(P)logu(P)= H,(Q | P)+ Hu(P),

pPep

and this proves the first part of 2. The second part of 2. then follows from the definition.
Using Jensen’s inequality, we get

H(Q|P) = =Y Y wp PﬂQ)logMPﬂQ)

PeP QeQ H(p)
w(PNQ
= X S e
QeQ PcP
< S A uP ) = ¥ @) = H,(Q)
QeQ  PeP QeQ
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Together with 2. we obtain H,(PV Q) < H,(P) + H,(Q). O

Subadditivity is the key to the convergence in (34). Call a,, = H,(\/;—3 T~*P). Then

m-+n—1
min = H,( \/ T P) use Proposition 13, part 1.
k=0

m—1 m+n—1

< Hy( \/ T*P) + H,( \/ T P) use T-invariance of j
k=0 k=m
m—1 n—1

= H,(\/ T7P)+ H,(\/ T"P)
k=0 k=0

= Qa + a,.

Therefore H,(\/;—, T~*P) is subadditive, and the existence of the limit of LH,( P TP
follows.

Proposition 14. Entropy has the following properties:

1. The identity map has entropy 0;
2. hy(T%) = R h,(T) and for invertible systems h,(T~%) = R - h,(T).

Proof. Statement 1. follows simply because \/Z;é T—*P = P if T is the identity map,
so the cardinality of \/Z;(l) T~*P doesn’t increase with n.

For statement 2. set Q = \/f:_o1 T—-3P. Then for R > 1,

R-h,(T,P) = lim R-—H,(\/ T7P)

= h’H(TRa Q)
Taking the supremum over all P or Q has the same effect. O]
To give some more intuition about condition entropies, observe that for some arbitrary
partition P of X, the definition of condition entropy (37) gives
H(P{2,X})=H(P) and H(P|P)=0.

In general, the finer the partition w.r.t. which we take conditional entropy, the smaller
the entropy. That is, if P and Q, Q' are partitions of X such that Q refines Q’, then

H(Q|P) = H(Q|P) but H(P|Q) < H(P|Q).
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Corollary 5. If P is a finite (or countable) partition, then lim,, o H(P| V-, 'TIP) =
WP, T).

Proof. Using Proposition 13 part 2. and invariance of the measure repeatedly, we find

n—1 n—1 n—1 n—1
H,(\/ T7P) = H,(\/T7PVvP)=H,(P|\/T7P)+H,(\ T'P)
=0 =1 =1 7=l
n—1 . n—2 .
= H,(P|\/T7P)+H,(\/ T7P)
j=1 J=0
n—1 n—2 n—3
= H,(P|\/ T7P)+ H,(PI\/ T7P)+ H,(\] T7P)
j=1 Jj=1 j=0

n—1 k
= Y H,(PI\/T7P)
k=0 j=1

Since \/ | P refines \/ P if k > k', the summands H,(P| \/k | T=9P) are decreasing
in k. Now divide by n and take n — oo:

n—1 k—1 n—1
1
J — _ J — J
h(P,T) = lim ~H, \/T P) glgonZH P|\/1T P) = lim H,( 7?|\/1T P)
J J
as required. O

Also, if P and Q are almost the same, in the sense that the measures of the symmetric
difference p(PAQ) is small for all P € P, Q € Q, then H(P|Q) is small too. The
following lemma quantifies this.

Lemma 12. For every € > 0 there is 6 > 0 such that if P = {Py,...,P.} and Q =
{Q1,...,Q.} are two finite partitions with Y, (P,AQ;) < 0, then H(P|Q) < /2
and H(Q|P) < /2 (so that H(P|Q) + H(Q|P) < /2).

Proof. Let € > 0 be arbitrary and choose § € (0, 1) such that —r(r — 1)dlogd — (1 —
d)log(l —0d) < 5. Let A={PiNQ;}iz; U(U_NQ;). Then PV Q= QV.Aand
P,NQ; CU,_PyAQy. Therefore (using the assumption of the lemma)

WPNQ) <6 i#j and (U PNQ)>1—0.
We compute H(A) = —r(r — 1)dlogd — (1 — 0)log(1 — ) < ¢/2. Finally, H(Q) +

H(P|IQ) = HPV Q) = HQVA) < HQ)+ H(A) so that H(P|Q) < ¢/2. The
symmetric statement H(Q|P) < ¢/2 follows likewise. O
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16.2 Generators and the Kolmogorov-Sinai Theorem

The next theorem is the key to really computing entropy, as it shows that a single
well-chosen partition P suffices to compute the entropy as h, (1) = h, (T, P).

Theorem 22 (Kolmogorov-Sinai). Let (X, B, T, 1) be a measure-preserving dynamical
system. If partition P is such that

\/;’;0 TP generates B if T' is non-invertible,
/T *P generates B if T is invertible,

j=—o0

then h,(T) = h,(T,P).

We haven’t explained properly what “generates B means, but the idea you should
have in mind is that (up to measure 0), every two points in X should be in different
elements of \/}—, T~*P (if T is non-invertible), or of \/}_' T~*P (if T is invertible)
for some sufficiently large n. The partition B = {X} fails miserably here, because
\/?an T—#P = P for all n and no two points are ever separated in P. A more subtle
example can be created for the doubling map T5 : S' — S, Th(z) = 22 (mod 1). The
partition P = {[0, %), [%, 1)}. is separating every two points, because if = # y, say
2+l < |z —y| < 27", then there is k < n such that Thx and Tyy belong to different
partition elements.

On the other hand, @ = {[,2),[0,1) U [3,1)} does not separate points. Indeed, if
= 1—ux, then T¥(y) = 1 —T¥(x) for all k > 0, so x and y belong to the same partition

element, T5(y) and Ty (x) will also belong to the same partition element!

In this case, P can be used to compute h,(7"), while Q in principle cannot (although
here, for all Bernoulli measure y = j1,1—p, we have h,(1%) = h,(T,P) = h,(T, Q)).

The existence of finite generating partition is guaranteed by a theorem due to Krieger

[15].

Theorem 23. Let (X, B, u) be a Lebesgue space (i.e., it is isomorphic to ([0, 1], Leb) L
countable set). If T is an invertible measure-preserving transformation, then there is a
finite generator A = {A;,..., A} and 1) <n < (™) 41,

We will not prove Krieger’s Theorem here, but we will prove Theorem 22.

Proof of Theorem 22. Let A be the generating partition. Then h,(T, A) < h,(T) be-
cause the right hand side is the supremum over all partitions. For the other inequality,
take an arbitrary finite partition P. By Proposition 13, part 2, we have

k—1 k-1
h(T,P) < h (T, \/ T7A)+HP | \/ T7A).

i=—k i=—k
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Since T' is invertible and preserves pu we have

k—1 2k—1
ho(T, \/ T7A) = hu(T,\/ T"A)
i=—k =0
k—1

= lim H \/Tﬂ \/T@A

n—oo N k
1=

n+2k: 1

= lim H \/TJA

n—oo N

2]{} 1 n+2k 1
— tim 2 i \/ T~ A) = h,(T, A).

n—oo N nooon 4+ 2/{3

Since P = {Py,...,P.} is finite and A is generating, for any € >, we can choose k
sufficiently large and a finite partition {Ay,..., A} C \/2_7,c T~ A such that Lemma 12
applies. This togther gives

h(T,P) < hy(T, A) +¢/2.

Since ¢ was arbitrary, we have the required inequality h,(T,P) < h,(T,A) and the
theorem follows. m

We finish this section with computing the entropy for a Bernoulli shift on two symbols,
i.e., we will prove (36) for two-letter alphabets and any probability u([0]) =: p € [0, 1].
The space is thus X = {0,1}"° and each # € X represents an infinite sequence of
coin-flips with an unfair coin that gives head probability p (if head has the symbol 0).
Recall from probability theory

P(k heads in n flips) = (Z)pk(l —p)" "

“/n 3
<k)pk(1 —p)" k—1.
k=0

so by full probability:

Here (Z) = Wlk), are the binomial coefficients, and we can compute
n\ __ n! - (n—1)! o n—1
{ k(k) = Dk~ Dk ”(k;_1) (39)
ny __ n! (n—1)! n—1
(n—k)() = k-1 — "KHn—k-1! — =n(".")
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This gives all the ingredients necessary for the computation.

n—1 1
H,(\/ o7*P) = — > ullwo,. ... zaz1))log pu([zo, - .., 201])
k=0 Z0yer ey Ty —1=0
1 n—1 n—1
= — > J]ep)log ] ez
Z0,...,Zn—1=0 j=0 7=0

3 () mys -

In the first sum, the term k& = 0 gives zero, as does the term k& = n for the second sum.
Thus we leave out these terms and rearrange by (38):

I
I
i
<3
09
i
-
VR
S
oy
—_
SN—
i
B
L
—
[
S
i
=

I
|
]
o
o
]
(7=
3
R
> 3
—_ =
N———
]
B
L
—
=
i
ES

= n(—plogp—(1—p)log(l—p)).
The partition P = {[0], [1]} is generating, so by Theorem 22,

n—1

1 _
hyu(0) = hy(0,P) = lim EHM(\/ o "P) = —plogp — (1 —p)log(1l - p)
k=0

as required.

17 The Variational Principle

The Variational Principle claims that topological entropy (or pressure) is achieved by
taking the supremum of the measure-theoretic entropies over all invariant probability
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measures. But in the course of these notes, topological entropy has seen various defini-
tions. Even sup{h,(T") : p is a T-invariant probability measure} is sometimes used as
definition of topological entropy. So it is time to be more definite.

We will do this by immediately passing to topological pressure, which we will base on
the definition in terms of (n,d)-spanning sets and/or (n, €)-separated sets. Topological
entropy then simply emerges as hioy(T") = Piop(T',0).

Theorem 24 (The Variational Principle). Let (X,d) be a compact metric space, T :
X — X a continuous map and ¢ : X — R as continuous potential. Then

Piop(T', %) = sup{h,(T / W dp :opois a T-invariant probability measure}.  (39)

Remark 7. By the ergodic decomposition, every T-invariant probability measure can
be written as convex combination (sometimes in the form of an integral) of ergodic
T-invariant probability measures. Therefore, it suffices to take the supremum over all
ergodic T-invariant probability measures.

Proof. First we show that for every T-invariant probability measure, h,(T)+ [ ¥ dp <
P,y (T,1)). Let P ={Fy,..., Py_1} be an arbitrary partition with N > 2 (if P ={X},
then h,(T,P) = 0 and there is not much to prove). Let n > 0 be arbitrary, and choose
€ > 0 so that eNlog N < n.

By “regularity of y”, there are compact sets Q; C P; such that pu(P; \ Q;) < ¢ for each
0<i<N. Take Qy = X \ UY,'Q;. Then Q = {Qq,...,Qn} is a new partition of X,
with u(Qn) < Ne. Furthermore

u(PmQj):{O ifi 7 j < N.

w(Q;) 1 ifi=75<N.
whereas ZN ! %Q)N) = 1. Therefore the conditional entropy
N N-1

w10 = S Y e (M5

— 0 i j<N
Z 1PN Q) log 1PN Q)
i—0 (@) 1(@n)
w(Qn)log N by Corollary 3
eNlog N < 7.

I
=
Q
z

)

NN

Choose 0 < § < %mino<i<j<N d(Q;, Q;) so that
d(z,y) < 6 implies [¢(z) — ¥(y)| <e. (40)
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Here we use uniform continuity of ¢ on the compact space X. Fix n and let E,,(d) be an
(n, §)-spanning set. For Z € Q,, := \/}_2 T7*Q, let a(Z) = sup{S,¢(z) : = € Z}. For
each such Z, also choose z; € Z such that S, (zz) = a(Z) (again we use continuity
of ¢ here), and yz € E,(d) such that d,(rz,yz) < J. Hence

a(Z) —ne < SpY(yz) < a(Z) + ne.
This gives
Q)+ [ St dn< 3 w(2)(a(Z) ~logu(2) <log 30 @ (41)

Z€Qn Z€Qn

by Corollary 4.

Each d-ball intersects the closure of at most two elements of Q. Hence, for each y €
E,(0), the cardinality #{Z € Q,, : yz = y} < 2". Therefore

Z e(4)—ne < Z eSn¥vz) L on Z S ()
ZEQn ZeQn yEEn((S)

Take the logarithm and rearrange to

log Z e %) < n(e +1og?2) + log Z eSne¥)
Z€Q, YEER(9)

By T-invariance of 1 we have [ S,9 du=n [ du. Therefore
1 1 1
L@+ [ wdn < S+ [ S du
n X n n Jx

1
< —log Z (%)
no e,

1
< 5—|—log2—|—nlog E e )
yEEL(5)

Taking the limit n — oo and recalling that F,(d) is an arbitrary (n,d)-spanning set,
gives

HAT,Q)+ [ ¥ dn << +log2+ Pup(T.0).
X
By Proposition 13, part 2., and recalling that € < 7, we get

hu(Ta P) +/ P dp = H#(T, Q) + HM(P‘Q> +/ Y dp < 21+ log2 + Ptop(T> ¢)
X X

We can apply the same reasoning to 7% and Sg1 instead of T' and ). This gives

R- (hu(T,PH/Xw du>

h (TR, P) + / Sri) dp
X

< 2+ 1log2 + P, (TR, Sgy)
= 277 + 1Og2 + R- ]Dtop(Ta ¢>



Divide by R and take R — oo to find h,(T,P) + [ ¢ du < Pop(T,1p). Finally take
the supremum over all partitions P.

Now the other direction, we will work with (n, ¢)-separated sets. After choosing € > 0
arbitrary, we need to find a T-invariant probability measure p such that

1
h,(T) +/ v dp > limsupﬁ log K,,(T, 0, ¢) := P(T,v,¢).
X

n—o0

Let E,(¢) be an (n,e)-separated set such that

log Y ¥ >log K, (T,1,e) — 1. (42)
YyEE, ()
Define A,, as weighted sum of Dirac measures:

1
An = z Z esnw(y)dy,

yEFEy(€)

where Z, = Zye En(e) e3%() is the normalising constant. Take a new probability mea-
sure
1 n—1
_ 1 —k
Iy = - Z A, oT
k=0
Therefore
1 n—1 1 n—1 1
- —ky _ — k() — oSnt(y)
/X@bdun = nZ/X@Z)d(AnoT )_nz > oT (y) ™"
k=0 k=0 yeEy(e)
1 L g L
= — Sph(y)=e™W = — | Sy dA,. (43)
n Z n Jx
yEEL(e)

Since the space of probability measures on X is compact in the weak* topology, we can
find a sequence (n;);>1 such that for every continuous function f: X — R

/fd,unj—>/fd,u as j — 00.
X X

Choose a partition P = {Fp,..., Py_1} with diam(F;) < ¢ and p(9F;) = 0 for all
0<i< N. Since Z € P, := \/}_) T~*P contains at most one element of an (n, ¢)-
separated set, we have

Hy, (P) + / S ddn = 3 Au({y}) (Sub(y) — log An({))

X YEEn(e)

= log Z ¢S = Jog Z,,.
yEEL(e)
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by Corollary 4 (the part that gives equality).

Take 0 < ¢ < n arbitrary, and for 0 < j < ¢, let we split

n—1 a;j—1qg—1
\/T*P = (\/ q\/ T‘(Tq+j+i)73> v\/ TP
k=0

r=0 =0 lev;
a;—1
- (\/ (et \/T ZP) v\ TP,
9%

where V; :={0,1,...,7—1}U{a;jq¢+7j,a;g+7+1,...,n—1} has at most 2¢ elements.
Therefore, for j fixed, and using Proposition 13, part 2.,
log Z, = / Spt dA,,

a;—1

—(rq+ - !
ZHAn qf\/TP+HA (V 77'P) + /XsnwdAn

levj

N

a;j—1 q—1

ZHA oT—(ra+) \/T "P) +2qlogN—|—/ Spth dA,,,

N

because \/levj T-'P has at most N?¢ elements and using Corollary 3. Summing the

above inequality over j =0,...,q — 1, gives
g—laj—1 q—1
qlogZ, < > > Ha,or—rrs(\/ T7'P) +2¢° 10gN+q/ S, dA,
7=0 r=0 =0
1 =
< n Zn HA, o+ \/OT “P) + 24 10gN+q/XSnz/J dA,.

Proposition 13, part 3., allows us to swap the weighted average and the operation H:

q—1

qlog 2, <nH,, (\/ T7'P) + 2¢*log N + ¢ / Soab dA,,.
X

i=0
Dividing by n and recalling (42) for the left hand side, and (43) to replace A, by py,
we find

q 7 < 2¢
Log Ko(T, b, e) — + T —1 N din.
~log Ku(T ) — un\/ P) + —log +Q/wu

=0

Because p(0F;) = 0 for all 4, we can replace n by n; and take the weak limit as j — oo.
This gives

4P(T.0.2) \/T%P v [ vdn
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Finally divide by ¢ and let ¢ — oc:

P(T, 4, 2) < hy(T) + /X ¥ d.

This concludes the proof. O

18 Measures of maximal entropy

As we remarked before, the variational principle applied to ¢ = 0 gives
hiop(f) = sup{h,(f) : 1 is an ergodic f-invariant probability measure}.

If h,(f) = hip(f), then we call ;1 a measure of maximal entropy, and if there is
a unique measure of maximal entropy, then we call the system (X, f) intrinsically
ergodic. Clearly, uniquely ergodic systems of finite entropy are intrinsically ergodic.
In fact, intrinsic ergodicity is very common. Every [-transformation is intrinsically
ergodic; more generally, every piecewise monotone piecewise continuous topologically
transitive interval map is. We will not prove this in these notes, but in the rest of this
section, we discuss the situationofor subshifts of finite type.

18.1 Subshifts of finite type

To each directed graph (G, —), say with vertices {1,..., N} one can assign a transition
matriz A = (am)%:l where for each ¢, j, A;; counts the number of edges from vertex
i to vertex j. We call G irreducible if there exists a path (of some length) from each
vertex to each vertex. It is called aperiodic if for each i, there is m € N such that
there is a path from i to j of length n for every n > m. In terms of the transmatrix,
this translates to: A is irreducible if for every i, j there is n such that A7, > 0, and A
is aperiodic if in addition there is n such that A}, > 0 for all 4, j.

The set of (bi)infinite strings
Ya={(zi)icz s €{1,... N}, Ap, p,,, >0 forallicZ}

is shift-invariant and closed in the standard product topology of {1,..., N}Z. Hence it
is a subshift. 1t is called subshift of finite type (SFT) because of the finite collection of
fobidden words (namely the pairs ij such that A; ; = 0) that fully determines 4.

It is easy to see that the word-complexity

pn(Xa) = #{zo...x,_1 subword appearing in ¥4}
= #{paths of length n — 1 in G} = ZAZJ-.

ihj
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Because the partition into n-cylinders forms an open 27 "-cover of ¥ 4, we can derive

) 1
hiop(0ls,) = T}l_{{)lo - log pp(X4) = log A,

where A is the leading eigenvalue of the transition matrix A. That A has a unique,
positive, leading eigenvalue follows from the following theorem.

Theorem 25 (Perron-Frobenius). Let A be a nonnegative N x N-matriz such that
A™ > 0 for some m € N. Then A has a unique (up to scaling) eigenvector with all
entries > 0. The corresponding eigenvalue is positive, has multiplicity one, and is
larger than the absolute value of every other eigenvalues of A.

Proof. Let C' = R%)) be the one-sided cone of nonegative vectors. Since A is nonegative,
AC C C, and because A™ > 0, A™"C < C° U {0}, by which we mean that every
nonzero vector in C' is mapped into the interior of C' by A™. Define the simplex
S ={x € C:|z|| = 1} spanned by the unit vectors ey, and let the map f : S — S be
defined by f(z) = Az/||Ax||. Since A™ > 0, it is impossible that Az =0 for x € S, so f
is well-defined. Although nonlinear, the map f is convex, meaning that it sends convex
subsets of S to convex subsets, and extremal points to extremal points. Applying this
to I, := N7_, f*(9), we conclude that (II,,),>o is a nested sequence of convex sets with
f"(e;), © = 1,... N as extremal points. This carries over to the limit I := (" II, as
well; note that II is contained in the interior of S because A™ > 0. We can select a
subsequence (n;) such that " (e;) — p; are the extremal points of II. This is a finite
set, invariant under f, so there is M such that each p; is fixed by f* and therefore
an eigenvector of AM associated to a positive eigenvalue. By reordering the p;, we can
assume that the corresponding eigenvalues of AM are \; > Xy > ... > \y.

1. If Ay = A1 and p; # po, then we can find v = ayp; + agps € OC. This is also an
eigenvector of AM so A¥My € 9C for all k, but this contradicts that A™C € C°.

2. If Ay < Ay, then take v = py —ep; € C (for ¢ > 0 sufficiently small), and note
that A*My = \sp, — eAip; cannot be contained in C for all k. This contradicts
again the invariance of C'. Hence, all p; coincide, and it is the unique fixed point

of f.

3. To show that A; has multiplicity one, assume by contradiction that there is a
generalised eigenvector v € S with A™v = A\ + p;. Then also A¥My = Ny +
k)\gkfl)pl. Take w = p; — ev € C for some small € > 0. Then A*w = A'f’l()\l —
ek)p1 — eAfv which cannot be contained in C for large k. This again contradicts
that A™C' C C for all m.

4. Finally, suppose that p is some eigenvalue, not necessarily associated with an
eigenvector in S, such that |u| > A;. There is a AM-invariant subspace V' (possibly
of dimension two if 4 € C\ R) such that AM : V' — V is the composition of an
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isometry and a dilatation by a factor |u|. In particular, there is a subsequence (k;)
such that ||~ A%y — v for every v € V. Take v € V so that w := v+p; € 9C.
If || = A1, then |p|=% A*Myw — w, contradicting that A™C C C° for al m. If
\n] = Ap, then |u|=% A*My — v, again contradicting that A™C C C° U {0}.
Hence all other eigenvectors of AM are strictly smaller than ;.

The proof now follows by taking A\ = )\1/ M. n

18.2 Parry measure

For the full shift (X,0) with ¥ = {0,. — 1} or ¥ = {0,..., N — 1}%, we have
hiop(0) = log N, and the (3,..., v)- Bernoulh measure [ 1ndeed achleves this maxi-
mum: h,(0) = hyp(o). Hence pis a (and in this case unique) measure of maximal
entropy. The intuition to have here is that for a measure to achieve maximal entropy,
it should distribute its mass as evenly over the space as possible. But how does this
work for subshifts, where it is not immediately obvious how to distribute mass evenly?

For subshifts of finite type, Parry [22] demonstrated how to construct the measure of
maximal entropy, which is now called after him. Let (X4, o) be a subshift of finite type
on alphabet {0, ..., N — 1} with transition matrix A = (A;;)N_0, so # = (z,,) € 5y, if
and only if A, ..., =1 for all n. Let us assume that A is aperiodic and irreducible.
Then by the Perron-Frobenius Theorem for matrices, there is a unique real eigenvalue,
of multiplicity one, which is larger in absolute value than every other eigenvalue, and
hiop(0) = log A. Furthermore, by irreducibility of A, the left and right eigenvectors u =
(ug, ..., uy_1) and v = (vg,...,vy_1)7 associated to A are unique up to a multiplicative

factor, and they can be chosen to be strictly positive. We will scale them such that

N-1
E U;V; = 1.
=0

Now define the Parry measure by

bi = ZUZ:M(UD?
pig = ot =wlli) | ),

so p;; indicates the conditional probability that z,4; = j knowing that z,, = ¢. There-
fore p([ig]) = p([é)p([ij] | [¢]) = pipij- It is stationary (i.e., shift-invariant) but not
quite a product measure: p([ip, - .. 0n]) = Din, * Pimsimes = Pin_1,in-

Theorem 26. The Parry measure p is the unique measure of maximal entropy for a
subshift of finite type with aperiodic irreducible transition matriz.
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Proof. In this proof, we will only show that h,,(c) = hp(0) = log A, and skip the (more
complicated) uniqueness part.

The definitions of the masses of 1-cylinders and 2-cylinders are compatible, because
(since v is a right eigenvector)

N—-1

Vs )\vl ,
Z M([Z] Zplpl,] Di Z )\’; L= )\U =Pp; = ,U,([Z])
Jj=0 t ¢

Summing over ¢, we get Zﬁgl w([i]) = Zi]\;l w;v; = 1, due to our scaling.

To show that p is shift-invariant, we take any cylinder set Z = [i,, .. .14,] and compute

plo'7) — Z_mum...n -3 B, )

=0 Pir,

o 2 : U; Uz 7 zmvzm
; )\U'L uzmvzm

)\Uim

— Uiliin _ 7 — u(2).
Z A =)

This invariance carries over to all sets in the o-algebra B generated by the cylinder sets.

Based on the interpretation of conditional probabilities, the identity

N-1 N-1
: pimpimyim+1 t .pinflain = plm and § pimpimyim+l o 'pinfl,in = pln (44>
Im1ro in=0 (2 T ip—1=0
g1 =1 Aig g =1

follows because the left hand side indicates the total probability of starting in state i,
and reach some state after n —m steps, respectively start at some state and reach state
n after n — m steps.

To compute h,(c), we will confine ourselves to the partition P of 1-cylinder sets; this
partition is generating, so this restriction is justified by Theorem 22.

N-1

HM(\}a—kP) = — Y pllio. - in-1))log p(fig .. -in-1])

iQseeri_1=0
Aigipg

=1
= - Z PioPioir =~ * Diny i (108 Piy +108 Digiy + -+ + 108 i, _50,_,)

iQsereripy—1=0
=1

U lh+1
_ N—1
= - sz‘o log pi, — (n — 1) Z Pipij 1og pij,
10=0 ,j7=0
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by (44) used repeatedly. Hence

n—1
hu,(o) = nll_}IIolonH \/0ka
N-1
= - Zpipi,j log pi,j
i,j=0
N-1
A
= _Z Y ’jv] (log A; j + logv; — logv; —log \).
1,5=0

The first term in the brackets is zero because A;; € {0,1}. The second term (summing
first over ¢) simplifies to

N-1
AU;V;

3 logv; = ; u;jv; log vy,

=0

.

whereas the third term (summing first over j) simplifies to

N-1

UZ‘)\’UZ‘ —
3 logv; = Z u;v; log v;.

i=0
Hence these two terms cancel each other. The remaining term is

N-1 N-1

3 g - 3

=0

Ui)\UZ'

N-1
log A =) " wu;v;log A = log \.
i=0

O

Remark 8. There are systems without maximising measure, for example among the
“shifts of finite type” on infinite alphabets. To give an example (without proof, see [8]),
if N is the alphabet, and the infinite transition matriv A = (A, ;)i jen is given by

_ 1 afi=a
A”_{O ifj <i—1,

then hip(0) = log4, but there is no measure of mazimal entropy.

Exercise 6. Find the maximal measure for the Fibonacci subshift of finite type. What
is the limit frequency of the symbol zero in u-typical sequences x?
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19 The Shannon-McMillan-Breiman Theorem

Before starting with this theorem, we make a small digression into conditional expec-
tations. Given a measure preserving system (X, B, u,T), some measurable function
f: X — R and some c-algebra C (possibly C = B, possibly C coarser than B), we can
define the conditional expectation E,(f|C) as the unique C-measurable function f

such that
[ Fau= | fan
c c

for all C € C. Recall that C-measurable means that f~!([t,c0)) € C for all t € R,
and therefore f must be constant on all atoms of C, i.e., on all sets A € C such that
A" € C can only be a subset of A if u(A’) =0 or u(A\ A’) = 0. Note that conditional
expectation is a function, and (unlike expectation or conditional probability) not a
number. It is the function f such that for each atom A,

- 1
f(z) = m/Afd,u for p-a.e. x € A. (45)

The finer the o-algebra C, the more f looks like f. This is expressed in the following
version of the

Theorem 27 (Martingale Convergence Theorem). If (C),, is a sequence of o-algebras
such that C, 1 refines C, and C = lim,,_,, C, := \/ZO:1 C,, then

E.(f|C.) = E.(f|C) p-a.e. asn — oo.
Proof. For the proof of this, see e.g. [?] O

The main result of this section says that, given a partition P, the n-cylinder of p-a.e.
point x scales as (P, (z)) ~ e~ nh(P.T)

Theorem 28 (Shannon-McMillan-Breiman). Let (X, B, u,T) be a measure-preserving
transformation and P a (countable or finite) partition with H(P) < oo Let P, =
Vizo " TI(P) and Pn(z) the element of P, containing x. Then

1
— lim —log u(Pn(x)) = L(P,T) p-a.e.

n—oo N

Before we start with the proof, we recall the information function

Ip(z) = —log u(P(x)) = — Y _ 1p(x)log u(P),
PeP
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with respect to which we have H(P) = E(Ip). Inserting this in the definition of the
entropy, we obtain

h(P,T) = lim lH(Pn) = lim 1 Ip, (x)dp. (46)

n—oo N, n—oo N [y

The Shannon-McMillan-Breiman Theorem says that in fact the integrand converges to
h(P,T) p-a.e.

Similarly to conditional entropy, we define the conditional information function

PN
Ip|Q Z Z 1me log %
PeP QeQ H
Comparing this to the definition of conditional entropy, we get
ne
/ngdu— ) wPnQ)log ((Q)) H,(P|Q). (47)
PeP QeQ H

One can check (using Proposition 13 and the definition) that

Ipyg = Ip + Igp. (48)

Because of (45) and 1plg = 1png we have

—logE,(1p)|Q) = —logE.() 1p|Q) = logz /Qledu

PeP QEQ pPeP
P ﬂ
= log Z Z 1me Q) / 1P dlj, = [p‘Q(LU)
PeP QeQ Q

Proof of Theorem 28. Write gx(z) = Ip‘vk 17— ip(x) for k> 2 and g;(x) = Ip. Then by
(48)

Lnipeip() = Lnoigeip(@) + Ipyn-ip-sp(2)
= Lyn2pip(Tx) + gn(2)
= Lyn-2pp(Ta) + Ip|\/;}:—12Tfj'p(Tx) + gu(z)
= Lyspip(T2) + o1 (T2) + gu(2)

= (T @)+ + 9o (T(2)) + gula Zgn -i(T7z).
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Let g = lim,, o gn, which exists p-a.e. and belongs to L'(u) because of the Martingale
Convergence Theorem. We write the previous equality as

—_
>_A

n— n—

1 oT72) + =3 (gas — 9)(T72).

E[\/;:OIT*J'P<$> =

S|

<
I

o
<.
Il

o

Since p is ergodic, the first sum converges p-a.e. to fX g dp, which is equal to H,(P| ViZ,
T—9P) by (47), which in turn is equal to h(P,T) by Corollary 5.

For the second sum, we define

Gy =sup|gr —¢g| and ¢* =supg,.
k>n n>1

Then 0 < Gy < g+g* and g+ g* € L'(p); this is because [ g, du = H,(P|VZ L P) is
decreasing in n. Moreover, Gy — 0 p-a.e., so by the Dominated Convergence Theorem

lim oo fX Gydu = fX limy oo Gy dp = 0. Now for any N > 1 and n > N we split
the second sum:

,_.

n— n—N-—1 n—1

1 : 1 1
~ 2 (gn—y —9)(T"2) = — > (go-i—9) +- > (gnj —9)(Tx)
=0 =0 j=n—N
1 n—N-—1 1 n—1
s - Gn(T*x) + - Y (90— 9)(T2).
k=0 j=n—N

First take the limit n — oco. The the second sum tends to zero, and by the Ergodic
Theorem, the first sum tends to f « Gn dp. Finally, taking N — oo gives - 1 Z] 0 (gn i
g)(T?z) — 0, and hence I 'r_tiolT_JfP( x) = h(P,T) p-a.e., as required. m

20 Equilibrium states and Gibbs measures

20.1 Introductory example of the Ising model

This extended example is meant to give a feel for many of the ingredients in thermody-
namic formalism. It is centred around a simplified Ising model, which can be computed
completely.

We take the configuration space 2 = {—1,+1}Z, that is the space of all bi-infinite
sequences of +1’s and —1’s. This give a rough model of ferro-magnetic atoms arranged
on a line, having spin either upwards (41) or downwards (—1). If all spins are upwards
(or all downwards), then the material is fully magnetized, but usually the heat in the
material means that atom rotate directing their spin in all directions over time, which
we discretize to either up or down.
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Of course, infinitely many atoms is unrealistic, and hence a configuration space {—1, +1}[_”’"]
would be better (where [—n, n| is our notation of the integer interval {—n, —n+1,... ,n—
1,m}), but for simplicity, let us look at the infinite line for the moment.

A probability measure p indicates how likely it is to find a particular configuration,
or rather a particular ensemble of configurations. For example, the fully magnetized
states are expressed by the measures:

5. (A) = 1 if A (oo, +1,+1,+1,+1,...)
YT 0 i AF (LR L L)

and §_ with the analogous definition. For these two measures, only one configuration
is likely to occur. Usually a single configuration occurs with probability zero, and we
have to look at ensembles instead. Define cylinder sets

Cn(w) ={w' € Q:w)=uw; for i€ [m,n|}

as the set of all configurations that agree with configuration w on sites ¢ for m <17 < n.
Its length is n — m + 1. Another notation would be Cy, (W) = [WinWm1 - - - Wa.

The Bernoulli measure (stationary product measure) p, is defined as®

o ([Wrnmtt - - - wp]) = Hp(wi), where p(+1) = p and p(—1) =1 —p.

i=m

There is a Bernoulli measure p, for each p € [0,1] and py = 04, o = J_. However,
for p € (0,1), every single configuration has measure 0. The Law of Large Numbers
implies that the set of configurations in which the frequency of +1’s is anything else
than p has zero measure.

Since physical problem is translation invariant. Define the left-shift as
o(w); = wit1.

Translation invariance of a measure then means shift-invariance: pu(A) = p(o(A)) for
each ensemble A C ). Many probability measures on () are not translation invariant,
but fortunately, the examples p, above are.

Another example of shift-invariant measures are the Gibbs measures, associated to some
potential function ¢ : 2 — R; the integral fQ Y dp is called the (potential) energy of
L.

Definition 18. A measure p is a Gibbs measure w.r.t. potential function ¢ : Q2 — R
if there are constants C' > 0 and P € R such that for all cylinder sets C,,,, and all
w € Crm,

l U(Cmm)
¢S apy, (oo —P) =& (49)

6This measure extends uniquely to all measurable sets by Kolmogorov’s Extension Theorem.
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The number P is called the pressure; in this setting it is a sort of normalizing constant,
adjusting the exponential decrease of the denominator to the exponential decrease of the
numerator’

If we choose the potential to be

B log p if wg = +1
w(w)_{logl—p ifwg=—-1"

then the Bernoulli measure p, is actually a Gibbs measure, with pressure P = 0 and
“distortion constant” C' = 1. Indeed,

1(Cron (w)) = H p(w;) = H /') = eXp(Z P(o'(w))),

and (49) follows.

The next ingredient is entropy. We postpone the precise definition, except for to say
that there are different kinds. The system itself can have topological entropy h,,(o)
which is independent of the measure, while each shift-invariant measure p has its metric
entropy or rather measure theoretical entropy h,(0). For the Bernoulli measure
Iy, the measure theoretical entropy is

hyy(0) = —(plogp + (1 — p)log(1 — p))
is the minus the expectation of .

Exercise 7. For ¢ : [0,1] — R defined as p(z) = — (xlogx + (1 — x)log(1l — x)), we
can write h,, (o) = @(p). Compute the limits lim, o p(x) and lim,_,; ¢(z). Conclude
that 6, and 0_ have zero entropy. (This agrees with the idea that entropy is suppose to
measure disorder.) Where does ¢ assume its mazimum? What does this suggest about
the measure of maximal entropy?

Exercise 8. Compute its first and second derivative. Is ¢ (strictly) concave?

Let us fix the potential
0 if wg=+41
s ={ ] (50)

if Wo = —1.
The potential energy E(u) = fQ 1 dp becomes smaller for measures that favours con-
figurations w where many entries are +1. We can think of 1) as representing a fixed
external magnetic field; the better the atoms align themselves to this field, the smaller
the potential energy of their configuration. In extremo, F(d,) = 0, but the entropy of
04 is zero, so we don’t maximise entropy with this choice.

"This is the definition for one-dimensional lattices. For a d-dimensional lattice, we need to add an
extra factor (n —m + 1)47! in the lower and upper bounds in (49).
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Pressure can also be defined by the Variational Principle. We introduce a weighing
parameter € R between energy and entropy content of the measure. The physical
interpretation of 8 = 1/T, where T stands for the absolute temperature (i.e., degrees
Kelvin normalised in some way), and thus it makes only physical sense to take g €
(0, 00), but we will frequently look at limit case f — 0 and § — oc.

Now let the (Variational) Pressure be
P(B) = sup{h,(o) — ﬁ/@/} dp : pis a shift-invariant probability measure}  (51)

A shift-invariant probability measure p is called equilibrium state or equilibrium
measure, if it assume the pressure in (51).

For the limit case T' — o0, i.e., § — 0, the potential energy plays no role, and we are
just maximising entropy. For the limit case T' — 0, i.e., f — o0, the potential energy
becomes all important, so in our example we expect d, to be the limit equilibrium state.
The physical interpretation of this statement is: as the temperature decreases to zero
for some fixed external magnetic field (and also as the external magnetic field grows to
infinity), the material becomes totally magnetized.

The question is now: do we find total magnetization (i.e., the measure 0, as equilibrium
state) also for some positive temperature (or finite external magnetic field)?

For each fixed measure, the function 3 — h,(c)+ 8 [ dp is a straight line with slope
— [ % dp (non-positive because our potential ¢ is non-negative) and abscissa h, (o). If
we look at (51) again, we can view the pressure function 3 +— P(/3) as the envelope of
all these straight lines. From this it follows immediately that g +— P(5) is continuous
and convex (and non-increasing due to 1 being non-negative).

Once full magnetization is obtained, increasing 3 further will not change the equilibrium
state anymore. Indeed, there is no measure that favours w; = +1 more than ;. So if
there is a finite 3y such that ¢, is equilibrium state, then P(8) = 0 for all g > f,. We
can call this a freezing phase transition, because at this parameter, the equilibrium
state doesn’t change anymore (as if the system is frozen in one configuration). The
right-hand slope of the pressure function at 3y is 0; how abrupt this phase transition
is depends also on the left slope at 5y which might be different from 0, but always > 0
because of convexity.

Let us now do the computation if there really is a phase transition at a finite fj.
For simplicity (and without justification at the moment) we will only compute the
supremum in (51) over the Bernoulli measures j,. So then (51) simplifies to

P(B) = Sl[lopl] — (plogp + (1 —p)log(l —p)) — B(1 —p) =: Slﬁ)pl] F(pp, B)

The quantity F'(u,, () is called the free energy of the measure j,. In our simplified
case, it is a smooth curve in p, so to find the supremum (= maximum), we simply
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compute the derivative and put it equal to 0:

0

0= a—pF(up, B) = —(logp —log(1 — p)) + 6.

This is equivalent to log ﬁ =0, i.e.,

ef 1
= s 1—p:
14 €8 1+ e€f

p

Substituting in P(/3), we find that the pressure is

P(ﬁ>:_<eﬁleﬁ+ll 1)—B1

1+ef Og1+eﬁ 1+ef Og1+eﬁ 1+ef

eﬁ+1l e’ N 1 | 1 1 | eP 5 1

l+ef gl—i—eﬁl l+ef gl—l—eﬁ 1+eP gl—i—eﬁj 1+e€P
_ og & B s
= - og — —

1+e€f 1+e? 1+e€f
—0 as [ — oo

= log(l1+4 e ) =log2 iff=0

~ —f as 3 — —oo

So the pressure function is smooth (even real analytic) and never reaches the line § =0
for any finite 5. Hence, there is no phase transition.

Exercise 9. Verify that for potential (50), p, is indeed a Gibbs measure. For which
value of the pressure? Here it is important to incorporate the factor —( in the potential,

50 Yg(w) =0 if wp = 1 and Ys(w) = —F if wg = —1.

In the proper Ising model, the potential also contains also a local interaction term
between nearest neighbors:

Y(w) = Z Jwiwi11 + Vet (w),

where J < 0, so neighboring atomic magnets with the same spin have lower joint en-
ergy than neighboring atoms with opposite spin. The term .. (w) still stands for the
external magnetic field, and can be taken as ¢ in (50). This gives a problem for the
infinite lattice, because here all configurations have a divergent sum ) . Jw;w; 1. Ising’s
solution to this problem lies in first dealing with a large lattice [—n, n], so the configu-
ration space is {—1,+1}7"" and considering the Gibbs measures and/or equilibrium
states projected to fixed finite lattice [—m,m] (these projections are called marginal
measures), and then letting n tend to infinity. Such limits are called thermodynamic
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limits. If there is no external magnetic field (i.e., e,y = 0), then as 5 — 0o, n — oo,
there are two ergodic thermodynamic limits, namely 6, and 6_. There is no preference
from one over the other; this preference would arise if the is an external magnetic field
of definite direction. However, no such magnetization takes place for a finite 3. For this
reason, Ising dismissed the model as a good explanation for magnetization of iron (and
other substances). However, as was found much later, on higher dimensional lattices,
the Ising model does produce phase transitions and magnetization at finite values of 3
(i.e., positive temperature).

20.2 The Griffith-Ruelle Theorem

Let (X, 0) now be a one-sided or two-sided subshift of finite type. Throughout we will
assume that the transition matrix is aperiodic and irreducible, so the Perron-Frobenius
Theorem applies in its full force. Let ¢ : ¥ — R be a potential function, which we will
assume to be Holder continuous, i.e., there is C' > 0 and ¥ € (0, 1) such that if x; and
yr agree for |k| < n, then [¢(x) —(y)| < CI". The Holder property can be applied to
ergodic sums on n-cylinders Z:

sup{Sp¢(x) :x € Z} > inf{Su(x):xz € Z}

n—1
> sup{S,(x) iz € 2} — > Co* (52)
k=0

N——

_ 19" _ C
=Ci=5<1=%

Definition 19. We say that a shift-invariant probability measure p satisfies the Gibbs
property if there are constants Cy > C1 > 0 such that for all n, all n-cylinders Z and
all x € Z,

mw(Z)
C) < SSi@) Pn < Ch. (53)

Here P is some constant, which, as we will see later, coincides with the topological
pressure of the system. It is the number by which we need to translate the potential such
that the measure of an n-cylinder scales as e5+¥=F).

The main theorem of this section is sometimes called, in physics the Griffith-Ruelle
Theorem (which actually also include analyticity of the pressure function):

Theorem 29. If ¢ is Holder continuous potential function on an aperiodic irreducible
subshift of finite type, then there is a unique Gibbs measure p; this measure is the unique
equilibrium state for (3, 0,1).

We will prove this theorem in various steps. We start by a trick to reduce the potentially
two-sided shift space to a one-sided shift.
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Definition 20. Two potential functions ¢ and x on % are called cohomologous if
there is a function u such that

Y=x+u—uoo. (54)

From this definition, the following consequence are immediate for o-invariant measure:

Snip(x) = Sux(x) +u(x) —uoo™(x),
lim lSnw(ac) = ILm %Snx(x) p-a.e.,

n—oo N

/w¢L= /X@L

From this it is easy to derive that cohomologous potentials have the same equilibrium
states. This will be used, in the next proposition, to reduce our task from two-sided
shifts spaces to one-sided shift spaces.

Proposition 15. If (X, 0) is a two-sided subshift of finite type and ¥ a Hélder potential,
then there is a potential x which is also Holder continuous but depending only on forward
coordinates (zx)r=o0 of x € ¥, such that 1 and x are cohomologous.

Proof. For each symbol b € {0,..., N — 1} pick a fix sequence ¢ € 3 such that the
zeroeth symbol e = n. For x € X, let * be the sequence with x} = xy, if k¥ > 0 and
rp = el if k <0 and xo = b. Next choose

Zwoaﬂ —oal(z”).

Note that |1 o 07 () — 1) o o7 (x*)| < C¥’, so the sum u(x) converges and is continuous
in z. Let n be arbitrary and set m = |n/2]. If x; and y; coincide for all |k| < n, then

Pﬂs

ju(z) = u(y)| (Yoo’ (z) = oo (y)l + [ oo’(”) —¥od’(y)))

<.
Il
o

+Z ([ oo’ (@) =t oo (@) + oo’ (y) — ool (y)])

j>m

n um C n
< 22019 TH2) < 1—19—1—19‘/1_9'

j>m

Hence u is Holder continuous with Hélder exponent /4 instead of 9.
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Now for xy = 1 — u+ w o o, which is also Holder, we have

x(z) = Zwoa’ 2/100] *)j—l—zwoaj(ax)—lpoaj((ax)*)

separame term j=0

= Z¢00] —odl(x *)+Z¢00j(0$)—¢00j((0$)*)

= (@) + Z vool((ox)) —1poo’(a").

Jj=0

This depends only on the forward coordinates of x. m

Now that we can work on one-sided shift spaces, it is instructive to see why:

Proposition 16. Gibbs measures of Hélder potentials are equilibrium states (i.e., mea-
sures that achieve the supremum in the Variational Principle).

Proof. Let P is the partition into 1-cylinders, and recall that P, = \/,_, Lo P s the
partition into n-cylinders. Write
Z = Z SUP{Snv(@) : weZ}
ZePn
be the n-th partition function. For Hélder continuous ¢, due to (52), whether we

choose sup or inf, the result only changes by a multiplicative factor e%, independently
of n.

Now suppose that u satisfies the Gibbs property (53). Summing over all n-cylinders
gives

01—n X Z ,u( Czeﬂ

ZEPn,

therefore P = lim,, + log Z,. Combining this with (41) in the proof of the Variational
Principle, with P,, instead of Q,,, we can write

H(P)+ [ S0 du < log 2,
s
Now we divide by n and take the limit n — oo to obtain h, (o) + [ ¢ du < P

For any x in an n-cylinder Z, we have

—(Z) log u(Z) +/ZSMD dp = —u(Z) {logu(Z) — S,1(x) + %}

> —u(2) [logC e~ PrAsnv(@) _ g ap(x) + -5 fﬁ]

-z [pn_log@_%}
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Summing over all n-cylinders Z € P,, gives

C
H(P)+ [ S > 3 w(2) [pn g€y - <
ZE€Pn
C
= Pn—logCy— T

Dividing by n and letting n — oo, we find h,(0) + [ du > P. Therefore we have
equality h, (o) + [, du = P.

To show that P = P,,,(0,1), take ¢ > 0 arbitrary and M such that 2=+ < ¢ < 27M,
Taking a point x in each n+ M-cylinder then produces an (n, €)-separated set E,(¢) of
maximal cardinality. Therefore, as in (29), we find

Zoim = Sup {Z eSnv@) L Fis (n,a)—separated} =: P,(0,v,¢).

zel

The e-dependence on the left hand side is only in the choice of M. This dependence
disappears when we take the limit lim,, % log Z,, = lim, % log P,(0,1,¢), and therefore
taking the limit ¢ — 0 gives

1 1
P = lim —log Z,, = lim lim —log P,,(0,%,&) = Pigy(0, ).

n—o00 N, e—=>0n—oo N

This completes the proof. O

Next we give somewhat abstract results from functional analysis to find a candidate
Gibbs measure as the combination of the eigenfunction and eigenmeasure of a particular
operator and its dual.

Definition 21. The Ruelle-Perron-Frobenius operator acting on functions f : % — R
1s defined as
Lof(x) =) " f(y). (55)

oy=c

The dual operator L}, acts on measures: [ f d(Lyv) = [Lyf dv for all f € L'(v).

This operator describes how densities are transformed by the dynamics. For instance, if
instead of o we had a differentiable transformation 7" : [0, 1] — [0,1] and ¢ = —log |7"|,
then Ly f(z) = > p,_, m f(y) which, when integrated over [0, 1], we can recognise
as the integral formula for a change of coordinates z = T'(y).

The following theorem can be seen as the operator-version of the Perron-Frobenius
Theorem for matrices:
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Theorem 30. If (X, 0) is a one-sided subshift of finite type, with aperiodic irreducible
transition matriz, then there is a unique A > 0 and continuous positive (or more pre-
cisely: bounded away from zero) function h and a probability measure v such that

Lyh =X h Lyv=Av.
The Ruelle-Perron-Frobenius operator has the properties:

1. Ly is positive: f > 0 implies Ly f > 0.

2. L (@) = Lgnyea €V f ().

3. v is in general not o-invariant. Instead it satisfies

v(cA) = )\/Aew dv (56)

whenever o : A — o(A) is one-to-one and A is measurable. Measures with this
property are called A\e~¥-conformal.

4. Instead, the measure du = h dv is o-invariant. We can always scale h such that
1 is a probability measure too.

5. We will see later that A = e’ where P is the topological pressure.

Proof. Property 1. is obvious, since e?® is always positive. Property 2. follows by
direct computation. For Property 3., we have

/\/e_¢ dv = A/e_wlfA dl/:/e_wIA d(\v)
A > >
= / e V@ 1, (x) d(Lyv) = / Ly(e @ T () dv
2 2

_ /Z Z e?We=VW 1, (y) dv :/Z Z T4(y) dv

oy=x oy=x

Since 0 : A — o(A) is one-to-one, »
Hence the integral [ >

T4(y) =1if 2 € 0(A) and = 0 otherwise.
TA(y) dv =v(cA) as required.

oYy=x

oYy=c

For Property 4., first check that

Lyg(x)- flx) = Y e"Wgy)f(x) = ’Dyg(y)floy) = Lu(g- foo)(x).

oy=x oy=x
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This gives

/Zfdu = /f hdu_l/f Lyh dv

1 1 *
- X/2511,(h-foc7) du:X/Zh'fOUd(ﬁw’/)

— /Efoa-hduz/zfoadu

Property 5. will follow from the next proposition. O
Proposition 17. For Holder potential i, the measure dpu = hdv satisfies the Gibbs
property with P = log \.

Proof. For each z € ¥ and n-cylinder Z, there is at most one y € Z with o™y = 2.
Take x € Z arbitrary. Then

Li(h-1z7)= Z Sl I7(y) < e%HhHmeSnw@)_
n S——
ony=z Cy

Hence

wZz) = /hdy:/h-Jzzdyzxn/h-ﬂzd(z;;"y)
4 D) b
= A" /E Ly(h- A7) dv < Cod™"e™ v, (57)

On the other hand, since the subshift of finite type is irreducible, there is some uniform
integer M and y € Z such that c"**(y) = 2. Therefore

%(h' IZ) > €Sn+M¢(y)h(y) > g—M\leooQ*% -inf@esnw(w).

Cy

Integrating over Z gives us u(Z) = CiA"e%¥(®@) by the same reasoning as in (57).
Therefore
wZ)

Cl S \—"eSnt(2)

g 027
for all n-cylinders and thus if we choose e’ = ), we obtain the Gibbs property. O]

Lemma 13. The Gibbs measure is unique.

Proof. 1f both p and p satisty (53) for some constants Cy, Cy, P and C}, C}, P" then we
can first take (53) for 1 and sum over all n-cylinders. This gives

C/ —P'n Z eSnw <1< Cl —P'n Z eSnw

Z€Pn Z€Pn
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so that P’ =lim, 2log Y, p €5¥® independently of yi/. Therefore P’ = P.

Now divide (53) for ' by the same expression for u. This gives

% < w(Z) < Cy
Cg ,u(Z) 01

independently of Z. Therefore 1/ and p are equivalent: they have the same null-sets.
In particular, for each continuous f, the set of points x € ¥ for which the Birkhoff
Ergodic Theorem holds for p/ and p differs by at most a nullset. For any point which
is typical for both, we find [ f dy/ = lim, =S, f(z) = [ f du. Therefore = 4. O

20.3 Upper semicontinuity of entropy

For a continuous potential 1) : X — R, and a sequence of measures (i, )nen such that
pn — p in the weak™ topology, we always have [ du, — [ du, simply because that
is the definition of weak® convergence. However, entropy isn’t continuous in this sense.
For example, if (X, o) is the full shift on two symbols, then the %—% Bernoulli measure
i is the measure of maximal entropy log2. If = € ¥ is a typical point (in the sense of
the Birkhoff Ergodic Theorem), then we can create a sequence of measure p, by

n—1
1
Hn = E § :5ij
Jj=0

where y = ZTox1 ... Z,_1 is the n-periodic point in the same n-cylinder as x. For these
measure [, — i in the weak™ topology, but since u, is supported on a single periodic
orbit, the entropy h,,(0) = 0 for every n. Therefore

lim h,, () =0 <log2 = h,(0).

n—oo
Lacking continuity, the best we can hope for is upper semicontinuity (USC) of the
entropy function, i.e.,

fn, — p implies limsup hy,, (o) < hy(0).
n—oo
In other words, the value of h can make a jump upwards at the limit measure, but not
downwards. Fortunately, the entropy function p +— h, (o) is indeed USC for subshifts
on a finite alphabet, and USC is enough to guarantee the existence of equilibrium states.

Proposition 18. Let (X,T) be a continuous dynamical system on a compact metric
space X. Assume that potential 1 : X — R is continuous. If the entropy function is
USC, then there is an equilibrium state,
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Proof. We use the Variation Principle
P(¢)) = sup{h,(T) + /1/) dv : v is T-invariant probability measure}. (58)

Hence there exists a sequence (fi,)nen such that P(¢) = lim,, h,, (T)+ [ 4 dp,. Passing
to a subsequence (ny) if necessary, we can assume that p,,, — p as k — oo in the weak*
topology, and therefore [ du,, — [ du as k — oo. Due to upper semicontinuity,

P(y) =limsup hy,, (T) + /w dpin, < h,(T) + /w du,

k—o00

but also h,(T) + [ dp < P() by (58). Hence p is an equilibrium state. O

The following corollary follows in the same way.

Corollary 6. Let (X,T) be a continuous dynamical system on a compact metric space
X, and suppose that the entropy function is USC. Let 15 be a family (continuous in [3)
of continuous potentials and B — B*. If ug are equilibrium states for g and pg — jig-
in the weak” topology as B — B*, then pg- is an equilibrium state for 1g-.

In particular, the important case 8 — P(f - ) is a continuous function. Upper semi-
continuity of entropy also gives us another way of characterizing entropy:

Lemma 14 (Dual Variational Principle). Let (X,T) be a continuous dynamical system

on a compact metric space. Assume that the entropy function is upper semi-continuous
and that P(0) < co. Then

h,(T) = inf{P(¢) — /w du : ¢ : X — R continuous}.

Proof. See [14, Theorem 4.2.9] or [24, Theorem 9.12]. O

20.4 Smoothness of the pressure function

In Section 20.2 we have given conditions under which a Gibbs measure is unique. Gibbs
measures are equilibrium states, but that doesn’t prove uniqueness of equilibrium states.
There could in principle be equilibrium states that are not Gibbs measures. In this
section we will connect uniqueness of equilibrium states of a parametrised family 3 of
potentials to smoothness of the pressure function 5 +— P(1¢3). In fact, the remaining
part of the Griffith-Ruelle Theorem is about smoothness, more precisely analyticity, of
pressure function when g = /3 - 9, for inverse temperature g € R.
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Theorem 31 (Griffith-Ruelle Theorem (continued)). If ¢ is Hélder continuous poten-
tial function on an aperiodic irreducible subshift of finite type, then the pressure function

B P(B-9)

15 real analytic.

We will not prove analyticity here (which depends on perturbation theory of operators),
but rather focus on how differentiability of 5 +— P(1)3) is related to equilibrium states.
In the simplest case when ¢g = 3 - 1, then the graph of

B P(B-1):=sup{h,(T) + B/l/} dv : v is T-invariant probability measure}

is the envelope of straight lines 5+ h,(T) + 8 [ ¢ dv, and therefore continuous. We
think of ¢ (or at least [ dv) as non-positive, so that maximising P(/3) corresponds
to maximising entropy and minimising energy in agreement with the Laws of Ther-
modynamics. Hence the graph § — P(), as the envelop of non-increasing lines, is
non-increasing and convex.

Furthermore, if g is an equilibrium state for 60, and § +— P(p) is differentiable at
B = o, then P'(By) = [ 4 duo. Hence if pg and g are two different equilibrium states
for By with [ dpo # [ ¢ dug, then 8 — P(B) cannot be differentiable at 5 = .

Definition 22. Given a continuous potential b : X — R, we say that:

e a measure |1 on X is a tangent measure if
P+ ¢) = P(W) + /(b du for all continuous ¢ : X — R. (59)

e P is differentiable at ¢ if P(v) < oo and there is a unique tangent measure.

It would be more correct to speak of tangent functional since a priori, we just have
v e C*(X), but in all cases v turns out to be indeed an “unsigned” probability measure.

So, compared to differentiability of 5 +— P(f3 - 1), differentiability in the above sense
requires (59) not just for ¢ = (5 —1)-¢ (which follows from convexity of 8 — P(3-)),
but for all continuous ¢ : X — R.

Theorem 32. Let (X, T) be a continuous dynamical system on a compact metric space
X, and suppose that the entropy function is USC. Let ¢ : X — R be a continuous
potential. Then P s differentiable at ¢ with derivative p iof and only if

lim 20+ Egb / é du (60)

e—0

for all continuous ¢ : X — R. In this case, p is the unique equilibrium state for 1.
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Proof. We start by proving that the tangent measures are exactly the equilibrium states.
Assume that p is an equilibrium state for ¢). Then

Po+6) = suplh (D) + [vdv+ [oan)

+ [wdur [6du=Pw)+ [6du

for all continuous ¢ : X — R, so p is a tangent measure.

For the converse, assume that p satisfies (59). Since u satisfies (59), we have

{ P)+1=P+1) = P)+ [du,
P)—1=P —1) > P() - [dpu,

so [du =1 follows. Furthermore, if ¢ > 0, we have

P() > P — ) > / 6 du,

so [ ¢ du > 0. This shows that p is an “unsigned” probability measure. To prove
T-invariance, recall about cohomologous functions that

P() = P+ (60T =) > P) +n [ 60T = 0 d,
hence 0 > 7 [ ¢ oT — ¢ du. Since 7 can be both positive or negative, there is only one

possibility: 0 = [¢poT — ¢ du, and so y is indeed T-invariant.

Since 9 : X — R is continuous on a compact space, so inf¢ > —oco. We have P(0) +
inf ¢) < P(¢) < oo by assumption, so also P(0) < P(¢) —inf ¢) < oco. Therefore we can
apply Lemma 14, and obtain

h,(T) = inf{P()+¢)— /¢ +¢dp 2 ¢: X — R continuous}

> inf{P(¢ /gb dp — /w +¢dp o ¢: X — R continuous}

— P~ [oduzt

Therefore p is indeed an equilibrium state.

Now for the second half of the proof, assume that P is differentiable at 1) with derivative
1, so g is the only tangent measure, and therefore only equilibrium state. We need to
establish (60). For € # 0 and given ¢, let . be an equilibrium state for ¢ + ¢. Then
e — i as € — 0 by Corollary 6. Since p is a tangent measure

P+ e) — PW) > E/cb s,
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and since p. are also tangent measures,
~ (P +26) = P(8)) = P+ 26— 26) = P(6+20) > ¢ [ 6 d.
Combining the two, we find

[oau< Mt /¢du5

if £ > 0 or with reversed inequalities if £ < 0. Now [ ¢ du. — [ dp as e — 0, so (60)
follows.

Conversely, assume that (60) holds for p and all continuous ¢ : X — R. If v is
an arbitrary tangent measure (which we know exists, because an equilibrium measure
exists by Proposition 18 and we just proved that and equilibrium measures are tangent
measures), then

/gbdu-hm ("¢+5¢ /gbdl/
and also P
E/‘O 9
Hence [ ¢ du = [ ¢ dv for all continuous ¢ : X — R, whence = v, and P is indeed
differentiable with single tangent measure as derivative. O

In view of the Griffith-Ruelle Theorem, this motivates the definition:

Definition 23. The system (X,T) with potential v : X — R undergoes a phase
transition at parameter By if 5+ P([ - 1) fails to be analytic at By.

It is where pressure fails to be analytic, that equilibrium states may be non-existent
(possible, if the potential is non-continuous), non-unique (possible, if the potential is
non-Holder) and/or discontinuous under change of parameters.

20.5 Phase transitions for non-Holder potentials

The analyticity of the pressure function may fail if ¢ is not Holder continous. Hofbauer
[12] gave the first such example for the full shift and a piecewise constant potential, and
we will discuss this example later on. First we present a very much related example
on the interval, namely the Pomeau-Manneville map f = f, : [0,1] — [0,1] for
parameter a € (0,00), defined as

fla) = {;u +(22)%) el a0,

r—1 z € (3,1].



Figure 4: The Pomeau-Manneville map T, with @ = 1, and the corresponding first
return map £

This map is non-uniformly expanding: the neutral fixed point at 0 prevents it from
being uniformly expanding, and this changes the behaviour entirely. Here the potential
of interest is —log |7"(z)| = —log(1 + (1 4+ a)(22)%) =~ (1 + a)(22)“ for x close to 0.

Theorem 33. The Pomeau-Manneville map has an invariant probability measure p <
Leb if and only if « € (0,1). This measure is also an equilibrium measure, and the Dirac
measure Oy is an equilibrium measure as well. If a > 1, and p < Leb is f-invariant,
then p is o-finite and infinite, and dg is the unique equilibrium state.

Sketch of Proof. Since f is not uniformly expanding, we will use the first return map
F=f":Y =Y totheset Y = (3,1]. Here 7(z) = min{n > 1: f"(z) € Y is the first
return time to Y. Define recursively

1 _ 1
Yo = 1ay1 = §7yn = f l(fgnfl) N [07 5)

It can be computed (see [9] and [23, Appendix B]) that y, = W Let Z, =
-1

(Yn, Yn—1) and Z, = (Z,) N (%, 1]. It is not hard to check that Z, = {y € Y :

7(y) = n} and F : Z, — (%, 1] is a diffeomorphism. Without proof, we say that

F:.Z, — (%, 1] has uniform distortion bounds, and that therefore a version of the

Folklore Theorem 9 applies. Therefore we have an F-invariant measure v equivalent to
_ dv(x)

Lebesgue, and h(z) = = is bounded and bounded away from zero.

Similar to Proposition 6, we obtain an f-invariant measure by the formula

p(A) =Y v(fFn{y ey r(y) > k}); (61)

k>0

it is o-finite and can be normalised to a probability measure by dividing by A = E,(7) =
Yo ({y €Y 1 7(y) = n}) provided A < oo. Since {y € Y : 7(y) = n} = Z, is an
interval of measure

h(3)

2

P 1 1 h(i) 1
Zn) ~ Gaia ot ~ g i ) ™ datfa iz
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1
we find A ~ > ) 2};(%# < oo precisely if @ < 1. Hence p is finite if and only if
ae(0,1). -

Let us look at the induced map F' once more, for o < 1, so A < oo. It has countably
many branches F' : Z, — [3,1] on which F' is C? expanding and onto. One can show
that

F'(x) >
<K for all n and all x,y € Z,,.
F'(y)
Therefore, any k-cylinder J w.r.t. the partition {J Zn}neN satisfies

k
u(J) = /Jh(x) dr ~ 2|J| = 2/'3;%' ~ DFi(m)

for all x € J. Here we used the Mean Value Theorem in the second step, and we used
~ in the sense of: a ~ b if the is a uniform constant C' > 0 such that % <3 <C. Ifwe
compute the induced potential

T(z)—1
V)= 3 —logT'(T¥(x),
k=1
then we get W(z) = —log F'(z) by the Chain Rule. Combining with the above gives a
constant C' > 0 such that

1 < v(J)
O = Se¥(2)

<C forall z,y € J and all k-cylinders J.

In other words, v is a Gibbs measure with pressure P = P(¥) = 0. Since the Gibbs
measures coincide with the equilibrium states, we conclude that v is the equilibrium
state of (Y, F,¥), and it is unique because the Gibbs measure is unique.

One can show that for ¢ = —logT”, and u as in (61), but normalized by dividing by
A< oo

hu(T) = h,(F) (this is Abramov’s formula), (62)
[vdu=< [Vdy,

and therefore h,(T) + [ du = 0. If there was another measure i # &y such that

ha(T) + [+ di > 0, then there would be a 7 (related to i by (61) and (62), then

therefore hy(F) + [ di > 0, contradicting that v is the unique equilibrium state for

(Y, F, ).

It follows that p is an equilibrium state, but not the unique one because the Dirac
measure 0y is another one, but ¢y doesn’t “lift” to an F-invariant measure. O

Symbolically, this can be interpreted as the full shift (3, ¢) with the Hofbauer po-

tential
—1 ee[0m '] l+a, 1
= n — h/ -
v(e) {0 . 7= —-2h(5)
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corresponds to the Pomeau-Manneville map above. Therefore, for e € [0"7!1],
o0 ,y n
0(e) — (0%) | = L £ €

for large n, so v fails to be Hélder continuous. For (X, 0, ), the Dirac measure dy = dg
has hs, (o) + [ 1ddy = 0, and in fact hs, (o) + 8 [ 1ddy = 0 for all 8 = 0. It follows that
the pressure function must be non-negative. It was shown (cf. [18]) that

>0 p <1 andis a unique fully supported equilibrium state,

P(5v) {

=0 f>1and Jpis an equilibrium state (unique if g > 1),

and for § = 1, dy is the unique equilibrium state if and only if @ > 1. Furthermore,
B — P(By)isonly C°at 8 =1if a < 1and C'if a > 1, but in either case 8 — P(B)
is not real anlytic, so there is a phase transtion at 5 = 1.

21 Hausdorff Dimension of Repellors

Let f : D C [0,1] — [0,1] be defined on a domain D = Uy ' Dy, where each D,
is a closed interval and f : Dy — [0,1] is surjective, C?-smooth and expanding, i.e.,
inf{|f'(z)] : = € D} > 1. Recall that f" = fo---o f is the n-fold composition of a
map and define

X ={ze€|0,1] : f*(z) € D for all n > 0}.

This set X is sometimes called the repellor of f, and is usually a Cantor set, i.e.,
compact, totally disconnected and without isolated points.

Example 7. If

3¢ —2 ifxel} 1] =D,
then X becomes the middle third Cantor set.

Fla) = {393 if v € [0,;1,] = Dy,

Example 8. The full tent-map is defined as
2 ] 0,2]=D
ro-{¥ _ Tzel=Dn
2(1—1’) zfa:E [5,1] —Dl.

Here X = [0,1], so not a Cantor set. (In this case, Dy and Dy overlap at one point,
and that explains the difference.)

Definition 24. Given some set A, an (open) e-cover U = {U;};en of A is a collection
of open sets such that A C U;U; and the diameters diam(U;) < e for all j.2

8We can include U; = @ for some j, so finite covers {Uj}f’:l can always be extended to countable
covers {Uj};jen if necessary.
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The é-dimensional Hausdorff measure is defined as

T . . 6. . )
ps(A) = 211_1}(1) 1nf{Z(d1am(U])) : U is an open e-cover of A}.
j

It turns out that there is a unique oy such that

oo if 6 < dy,
ps(A) = f ’
0 if 0 > dp.

This &y is called the Hausdorff dimension of A, and it is denoted as dimpy(A).

Lebesgue measure on the unit cube [0, 1]" coincides, up to a multiplicative constant,
with n-dimensional Hausdorff measure. However, for “fractal” sets such as the middle
third Cantor sets, the “correct” value of §; can be non-integer, as we will argue in the
next example.

Example 9. Let X be the middle third Cantor set. For each n, we can cover X with
2" closed intervals of length 37", namely

0,37 "|U[2-37",3-3"JU6-3",7-3"U[8-3,9-37"]U---U[(3"—=1)-37"1].

We can make this into an open cover U. (with e = 37™(1+2-37")) by thickening these
intervals a little bit, i.e., replacing [m-37" (m+1)-37"] by (m-3™" =372 (m+1) -
37" +372"). Then

ps(X) <2 (3™ +2-372M° =2".37" . (1 4+2.3")° = E,.

Then
. log 2
oo ifd< 12§3v
. - . _ log2
i Ba=ql 0=
. log 2
0 if 6 > Toe3"

This shows that dimy(X) < igg In fact, dimpy(X) = iggg, but showing that covers U

are “optimal” is a bit messy, and we will skip this part.

Coming back to our expanding interval map f, we choose the potential

vp(z) = —Blog | f'(2)],

which is C'-smooth on each Dy, and negative for 3 > 0. The ergodic sum

Saps(zr) = —B log|f o f*(x)l
k=0

= —Blog [ [ 1" o f*(x)| = log|(f") (x)|* (63)
k=0
by the Chain Rule.
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Theorem 34. Let ([0, 1], f) with repellor
X ={zxel0,1] : f"(z) € D=UDy for alln > 0}

and potential Vg = —Flog|f'| be as above. Then there is a unique By at which the
pressure P(1g) vanishes, and dimy(X) = fy.

Sketch of Proof. We use symbolic dynamics on X by setting
e(r) = yoyrys ... withy, =k € {0,...,N — 1} if f*(x) € Dy.

This uniquely associates a code y € ¥ := {0,..., N — 1} to x provided the D,’s don’t
overlap, as in Example 8. If some Dy’s overlap at one point, this affects only countably
many points, and therefore we can neglect them. Conversely, since f is expanding, each
code y € X is associated to no more than one x € X.

To each n-cylinder set [yoy1 - .. yn_1] = Z C X, we can associate a closed interval J such
that f*(J) C D,, for 0 < k <n, and in fact f"~*(J)= D, , and f*(J) = [0,1].

The C*-smoothness of f guarantees that 1z transfers to a Holder potential 1;5(3/) =
g oe !(y) on X, and therefore, for each 3, we can apply the Griffith-Ruelle Theorem
and obtain a unique equilibrium state which is also a Gibbs measure. Use the coding
map e : X — X to transfer this to (X, f,1¢g): For each f € R, there is a unique
equilibrium state pg which is also a Gibbs measure, for 4.

Therefore, there are C,Cy > 0 depending only on f and 3, such that for all n, all
interval J associated to n-cylinders and all x € J N X,

ps(J NX)
S S @) - P)

Ch

N

< Oy, (64)

where P = P(1)3) is the pressure.

Recall from (63) that eSn(¥s@=F) = e=nP|(f7)/(2)|78 for x € J N X; in fact the same
holds for all z € J. By the Mean Value Theorem, and since f"(J) = [0, 1], there is
xy € J such that |(f") (x,)| = 1/diam(J). Now we don’t know if z; € X, but we use
a distortion argument® to rewrite (64) to

ps(J)

2 < e_P”diam(J)B <

and summing over all cylinder sets, we arrive at

1 1
— < e N diam(J)? < =. 65
o < dan() < o (65)

9which we will sweep under the carpet
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Now for § = 0, this gives CLQ < e P4 { intervals J} < 0%7 and since there are N™
intervals, we get P(thy) = lim, = log N* = log N > 0, which is indeed the topological

entropy of the map f.

We have Y, diam(J) < 1, and therefore, for 8 > 1, >, diam(.J)? — 0 exponentially
in n. Hence (65) implies that P(13) < 0 for all § > 1. Now since 8 — P(13) is
non-increasing and convex, this means that there is a unique 5y such that P(¢3) = 0

for 5 = .
For this fy, we find

Z diam(J Cil

The sets J can be thickened a bit to produce an open e-cover U, (with e < 2(inf |f'|)™") —
0 as n — o00). This gives dimpy(X) < fyp. To show that also dimy(X) > Sy, we need
a similar argument that covers U. are “optimal” that we skipped in Example 9, and
which we will omit here as well. ]

Exercise 10. Assume that UDy = [0, 1] as in Example 8. Show that 5y = 1 and that
the unique equilibrium state jy is equivalent to Lebesgue measure.

22 Gibbs distributions and large deviations - an ex-
ample

The following is an adaptation of Example 1.2.1. from Keller’s book [14]. Assume first
that the entire system consists of a single particle that can assume states in alphabet
A=1{0,..., N—1}, with energies —1y(a) (where parameter 5 € R denotes the inverse
temperature). We call

e_Bd)O(a’)
Za/GA e~Fro(a’)
a Gibbs distribution. (The Gibbs distribution in this section should not be confused
with a Gibbs measure that satisfies the Gibbs property (49).) Note that a Gibbs

distribution isn’t a fixed state the particle is in, it is a probability distribution indicating
(presumably) what proportion of time the particle assumes state a € A.

P(z = a) = g5(a) :=

(66)

In this simple case, the configuration space A and as there is no dynamics, entropy is

just
== qs(p)loggs(p

peEP

with respect to the only sensible partition, namely into single symbols: P = {w = a}qec 4.
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We know from Corollary 4 that

H(%)—ﬁ/% dqu(ﬂ—ﬁ/wO dr

for every probability measure m on A with equality if and only if 7 = g3. Hence the
Gibbs measure is the equilibrium state for 1. We take this as inspiration to measure
how far 7 is from the “optimal” measure gz by defining

i) = (1100 = 5 [ v d) = (10 =5 [ ar). (67

Let us now replace the single site by a finite lattice or any finite collection G of sites, say
n = #G, with particles at every site assuming states in A. Thus now the configuration
space is ¥ = A% of cardinality #% = N", where we think of n as huge (number of
Avogadro or like).

Assume that the energy ¢ (w) of configuration w € ¥ is just the sum of the energies
of the separate particles: ¢ (w) = > ;%o(wy). So there is no interaction between
particles whatsoever; no coherence in the set G.

We can still define the Gibbs measure (and hence equilibrium state for ) as before; it
becomes the product measure of the Gibbs measures at each site:
6_51:[]("‘} —51/10 Wg

Bib(w H S req € @)

w'en € geG

pa(w) = 5

It is convenient to denote the denominator, i.e., partition function, as Z(5) =
Zw’GE 6—51/)(0/) :

The measures pg(w) for each singular configuration are minute, even if w minimises
energy. Note however, that for small temperature (large 3), configurations with minimal
energies are extremely more likely to occur than those with large energies. For high
temperature (small 3), this relative difference is much smaller. As argued by Boltzmann,
see the Ehrenfest paper [11], the vast majority of configurations (measure by pz) has
the property that if you count proportions at which states a € A occur, i.e.,

mo(a) = %#{g €eG : wy=a}

you find that 7, is extremely close to gg. So without interactions, the effect of many
particles averages out to gg.

We can quantify “large majority” using distance dg of (67). Write
Uﬁﬂn = {w e . dﬁ(ﬂ'w) < 7”}

as the collection of configurations whose emperical distributions ,, (i.e., frequencies of
particles taking the respective states in A) are r-close to gg.
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Theorem 35. For 0 <r < H(qs) — 3 [ 1o dgs, we have

1
lim ~ log 115( \ Us,.) = .

n—oo 1,
5o ug(X\ Ugy) ~ e ™ asn = #G grows large.

Proof. It is an exercise to check that H(ug) = nH(gg). Next, for some configuration
w € X, we have

log ug(w) = —p Zd}o(wg) —log Z(pB) rewrite Z(/3) by Corollary 4

geG

= —5n/¢o dm, — (H(Mﬁ)—5/¢ dﬂﬁ)
_ _5n/w0 dww—n(H((Jﬁ)—ﬁ/% d%)

= <o (@) -8 [ o das) = (1) 6 [ am)) < i)
= ndg(n,) —nH(m,).

Every m, represents a way to choose n = #G times from N = #.A boxes. The order
of choosing is not important, only how many are drawn from each box. This can be
indicated by a non-negative integer vector v = (v,)aca Where > v, = n. In fact, *
indicates the same probability distribution on A as m,. We can compute

n!

M) :=#{we¥X : m,leads to v} = =——.
HaGA Ua!

Stirling’s formula gives n! ~ v/2mn n"e™", neglecting an error factor that tends to 1 as
n — oo. Thus

\V2mn ne™" 2mn (va > —va

Mo e~ | eazen 1L G

and

1 2mn Vg (2}
log M(v) ~ = log =————— —— log —.
og M (v) 5 log oo 270, + nanA o 08

Note that % = 7,(x = a), so the dominating term in log M (v) is just nH(m,)! The
remaining terms, including the one we neglected in our version of Stirling’s formula,
are O(logn).
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Therefore

1 1 1
— 1 E U r — — 1 = — 1 _nd,ﬁ’(ﬂ'w)_nH(ﬂ'w)
- og s (X \ Up,) ~log E ps(w) log E e

wEE\UgYT UJGE\U@T

N

M(U) X e—nr—nH(%)

S
0

v=(Va)acA

nH( )+O(logn) —nr—nH(%)

<
g
N
m
IS

7nr+0(10gn) < l —nr+0(logn) s
x

logn™e

SIl— 3|~ 3|+

—_ —_
o o
o o9

@ C

va acA

N

as n — 0o, where we used in the last line that there are no more than n" ways of

choosing non-negative integer vectors v = (v,)aca With > _ v, = n.

Now for the lower bound, take ' > r. For sufficiently large n, we can find some vector
v = (Va)aca such that r < dg(%) < 1’. Therefore

1 1 1 .
—_ _ —ndg(mw)—nH(mw)
nloguﬁ(Z\Uﬁr > nlog E /.Lﬁ = nlog E e "

1 / v
> —log (M(v) e ’”H(5)>
n

1 v v
> - _ _ /_ = _ /
> <nH(n)+O(logn) nr nH(n)> — -

as n — co. Since 1’ > r is arbitrary, lim,, = log us(X \ Ug,) = —r as claimed. O
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