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Abstract. We study the properties of folding points and endpoints of unimodal inverse limit spaces. We distinguish between non-end folding points and three types of end-points (flat, spiral and nasty) and give conditions for their existence and prevalence. Additionally, we give a characterisation of tent inverse limit spaces for which the set of folding points equals the set of endpoints.

1. Introduction

In 1967, Williams proved that hyperbolic one-dimensional attractors can be represented as inverse limits of maps on branched manifolds and that every point has a neighbourhood homeomorphic to the product of a Cantor set and an open arc [34]. In this paper we study attractors which contain points that do not have such a neighbourhood (called folding points), the existence of which usually indicates the lack of hyperbolicity, or more generally, foliation of the space by unstable manifolds. For simplicity we conduct our study only for unimodal inverse limits which naturally arise as attractors of certain planar homeomorphisms with the action conjugated to the shift map, see [7]. Every unimodal inverse limit contains folding points. Thus, the structure of (un)stable sets is considerably more complicated than in Williams’ solenoids and it is still not completely understood, specially in cases when there exist spiral or nasty endpoints (see below).

Unimodal inverse limits link one dimensional dynamics to the dynamics of some well known planar systems, e.g. Hénon maps. It was shown in [21] that for a dense set of parameters of maps in the Hénon family, the attracting sets are homeomorphic to inverse limits of unimodal maps of the interval. In those cases, all but finitely many points are locally homeomorphic with the product of a Cantor set and an arc [5], implying the pseudo-Anosov type system. On the other hand, it was shown in [4] that for a dense $G_δ$ set of parameters in the symmetric tent family, the inverse limit space is nowhere complex topological structures. We gratefully acknowledge the support of the bilateral grant Strange Attractors and Inverse Limit Spaces, Österreichische Austauschdienst (OeAD) - Ministry of Science, Education and Sport of the Republic of Croatia (MZOS), project number HR 03/2014.
locally homeomorphic to the product of a Cantor set and an arc; in this case not only
does every open set contain a homeomorphic copy of the entire space, but every set
also contains a homeomorphic copy of every inverse limit space appearing in the tent
family.

In addition to Hénon attractors, Lozi [28] and Lorenz attractors [27] are prominent ex-
amples of chaotic attractors in dynamical systems. Although not all examples of these
attractors arise as inverse limits of symmetric tent maps, we may still draw some paral-
lels between unimodal inverse limits and Hénon attractors, Lozi attractors and Poincaré
sections of Lorenz attractors (for details on Poincaré sections of Lorenz attractors see
e.g. [23]). For example, one can ask if all the types of inhomogeneities that arise in
inverse limits of tent maps appear in these families of parametrised attractors as well.
This motivates us to first better understand the inhomogeneities from unimodal inverse
limit spaces which are easier to approach.

Let $T : [0, 1] \rightarrow [0, 1]$ be a unimodal map with critical point $c$ and consider the inverse
limit space $X = \lim_{\leftarrow}([0, 1], T)$. Since $X$ is chainable (i.e., it admits an $\varepsilon$-mapping on
the interval $[0, 1]$ for every $\varepsilon > 0$), we call a point $x \in X$ an endpoint if for any two subcontinua
$A, B \subset X$ containing $x$, either $A \subset B$ or $B \subset A$. We denote the sets of
folding points and endpoints by $F$ and $E$, respectively. Clearly $E \subset F$, and we call the
points in $F \setminus E$ non-end folding points.

The structure of folding points is simple if the critical point $c$ of $T$ has a finite orbit,
and (pre)period $n \in \mathbb{N}$. In this case there are $n$ folding points, which are endpoints if
$c$ is periodic and non-end folding points if $c$ is strictly preperiodic, see [6]. Every other
point in $X$ has a Cantor set of (open) arcs as an (open) neighbourhood. The structure
is more complicated if $c$ has infinite orbit. Let us call the maximal closed connected sets
$A \subset X$ basic arcs if $\pi_0 : A \rightarrow I$ is injective, where $\pi_0(x) = x_0$ is the projection on the
zero-th coordinate of $x \in X$. The inverse limit space is the union of its basic arcs, glued
together in an intricate way. The purpose of this paper is to study and classify the
properties of $F$, $E$ and $F \setminus E$ in terms of whether they are non-empty, (un)countable, or
compact sets. We make a subdivision of $E$ into flat endpoints (those that are endpoints
of non-degenerate basic arcs), spiral endpoints (those that are endpoints of an arc in
$X$, but lie in a degenerate basic arc) and nasty endpoints (in [14] called solitary), i.e.,
those that do not belong to any non-degenerate arc in $X$. The sets $F \setminus E$, $E_F$, $E_S$ and
$E_N$ are all preserved under the shift-homeomorphism.

Inverse limit spaces of unimodal maps are also interesting on their own. For instance,
they were recently used in the series of papers by Boyland, de Carvalho and Hall
[10, 11, 12, 13] in order to give new examples of attractors in surface dynamics. This
underlines the fact that the fine topological structure of these inverse limits needs to
be better understood. A step in that direction was given recently in [14] where the
authors proved that the topological structure of tent inverse limit spaces substantially
differs depending on whether the critical orbit of the underlying map is dense in the
core or not in the following way: if the critical orbit is not dense in the core, then the
set $X' \setminus F$ contains a dense $G_\delta$ set and thus a typical point has a Cantor set of arcs
neighbourhood. On the other hand, if the critical orbit is dense in the core, then the set \( \mathcal{E} \) contains a dense \( G_\delta \) set and thus a typical point is an endpoint. However, it is yet to be determined which one of the sets \( \mathcal{E}_N, \mathcal{E}_F \) and \( \mathcal{E}_S \) is topologically prevalent in \( X \), see [14].

The aim of the paper is to describe these types of folding points and their prevalence in detail. We give conditions on when \( \mathcal{F} \setminus \mathcal{E}, \mathcal{E}_F, \mathcal{E}_S \) and \( \mathcal{E}_N \) are non-empty or equal to \( \mathcal{F} \); if these sets are non-empty, we show in Proposition 4.8, Proposition 4.5 and Corollary 4.6 that they are all dense in \( \mathcal{F} \). The set of endpoints, if infinite, is uncountable (see Proposition 4.5), whereas the non-end folding points can form a finite, countable or uncountable set, see [22]. If the critical orbit is dense, then \( X' = \mathcal{F} \) (see [22]), where \( X' := \lim \limits_{\leftarrow} ([T^2(c), T(c)], T) \). Furthermore, Theorem 4.13 gives a characterisation of those unimodal maps where \( \mathcal{F} = \mathcal{E} \) using the concept of persistent recurrence, which extends results from [1] to full generality. Several other open questions are answered throughout the paper as well.

One of the basic questions that can be further investigated is whether there exists a general characterisation (of the parameters) of the Hénon, Lozi, and Poincaré sections of Lorenz attractors for which there exist endpoints, or for which all the folding points are endpoints. Additionally, it is well known that for interesting parameters, these attractors are not locally connected. Hence it may happen that there exist endpoints which are not included in any non-degenerate arc of the attractor (a prominent example of such a continuum is the pseudo-arc, where every point possesses that property). Here we show the existence of such points in unimodal inverse limit spaces, and in particular they exist in inverse limits of infinitely renormalisable maps (cf. Theorem 4.28) and the self-similar inverse limits constructed from the dense \( G_\delta \) set \( \mathcal{A} \) of parameters defined in [4] (cf. Corollary 4.30). With further developments and adaptations, the techniques in this paper might be adapted to investigate the inhomogeneities of the mentioned attractors as well.

This paper is organised as follows. In Section 2 we give some preliminary definitions and notation on Symbolic Dynamics and Hofbauer towers (which are besides standard topological methods the main two techniques used throughout the paper) and inverse limit spaces. Then, in Section 3 we give preliminaries on subcontinua of unimodal inverse limit spaces. Section 4 deals with general properties of folding points and with general properties of endpoints. Furthermore properties of flat, spiral and nasty endpoints are studied, respectively. Finally, Appendix A provides a positive answer to Question 6.4.8 of [16] and demonstrates that the dense \( G_\delta \) set of parameters \( \mathcal{A} \) of Theorem 4 in [4] corresponds precisely to the collection of tent maps with \( \{T^S_k(c)\} = [T^2(c), T(c)] \), which is a step towards improving the results from [4].

2. Preliminaries and notation

By definition, a continuum is a nonempty compact connected metric space. We will work with two families of unimodal maps on \( I := [0, 1] \); the family of tent maps \( T_s(x) := \)
min\{sx, s(1−x)\}, s ∈ (1,2], x ∈ I and for some results also the logistic family \(Q_a(x) := ax(1−x), a ∈ [3,4]\) and x ∈ I. The latter family includes infinitely renormalisable maps, i.e., there are nested cycles \(J_i ∈ I\) of periodic intervals of period \(p_i\) (where \(p_{i+1}\) is a multiple of \(p_i\)) and the critical omega-limit set \(ω(c) = \cap_i J_i\) is a Cantor set. Such maps give rise to sequences of nested non-trivial subcontinua and a Cantor set of nasty endpoints, see Subsection 4.2.3. We will use \(T\) to denote the tent map (so \(T = T_s\)) unless otherwise stated when \(T = Q_a\). In either of the cases, the point 0 is fixed and the critical point is always \(c = \frac{1}{2}\). Write \(c_k := T^k(c)\). With our choice of parameters, \(c_2 < c < c_1\). The interval \([c_2,c_1]\), called the core, is \(T\)-invariant, and contains a fixed point \(r \neq 0\) in its interior.

Let the inverse limit space

\[
X := \lim \{(0,1],T) = \{(\ldots,x_{-2},x_{-1},x_0) : T(x_{-i}) = x_{-(i−1)}, i ∈ \mathbb{N}\}
\]

be the collection of all backward orbits, equipped with the product metric \(d(x,y) := \sum_{i<0} 2^{|x_i − y_i|}\). Denote by \(π_i : X → I, π_i(x) := x_{−i}, \) the coordinate projections for \(i ∈ \mathbb{N}_0 := \mathbb{N} \cup \{0\}\). The shift homeomorphism \(σ : X → X\) is defined by

\[
σ(\ldots,x_{−2},x_{−1},x_0) := (\ldots,x_{−2},x_{−1},x_0, T(x_0)).
\]

We can restrict \(T\) to the core; this core inverse limit space \(\lim(\{c_2,c_1\}, T)\) will be denoted by \(X'\). It is well-known that \(X\) is the disjoint union of the core inverse limit space \(X'\) and a ray with endpoint \((\ldots,0,0,0)\), and also that \(X'\) is indecomposable if \(T_s\) has slope \(\sqrt{2} < s ≤ 2\).

Since the situation regarding folding points when \(\text{orb}(c)\) is finite is straightforward (as described in the introduction), we will assume from now on that \(c\) has an infinite orbit.

For a set \(A ⊂ \mathbb{R}\) we denote its closure, boundary and interior in \(\mathbb{R}\) by \(\overline{A}, ∂A\) and \(A°\) respectively.

2.1. Cutting times. We recall some notation from Hofbauer towers and kneading maps that we will use later in the paper, for more information on that topic, see e.g. [16]. Define inductively \(D_1 := [c,c_1]\), and

\[
D_{n+1} := \begin{cases} [c_{n+1},c_1] & \text{if } c ∈ D_n; \\ T(D_n) & \text{if } c ∉ D_n. \end{cases}
\]

We say that \(n\) is a cutting time if \(c ∈ D_n\), and we number them by \(S_0, S_1, \ldots = 1,2,\ldots\)

The difference between consecutive cutting times is again a cutting time, so we can define the kneading map \(Q : \mathbb{N} → \mathbb{N}_0\) as

\[
S_{Q(k)} := S_k − S_{k−1}.
\]

Furthermore, we can check by induction that \(D_n = [c_n, c_β(n)] \) (or \(= [c_β(n), c_n]\)) where \(β(n) = n − \max\{S_k : S_k ≤ n\}\). For every \(k ∈ \mathbb{N}_0\) let \(z_k ∈ [c_2, c]\) and \(\hat{z}_k := 1 − z_k ∈ (c,c_1]\) be the closest precritical points, i.e., \(T^{S_k}(z_k) = T^{S_k}(\hat{z}_k) = c\) and \(T^j([z_k,\hat{z}_k]) \neq c\) for \(0 < j < S_k\).
We establish Equation (2) which we will use as a tool in several later places in the paper. Let \( \kappa := \min \{ i \geq 2 : c_i > c \} \) (which is finite because \( s < 2 \)). Define

\[
\Upsilon_k := [z_{k-1}, z_k] \cup (\hat{z}_k, \hat{z}_{k-1}],
\]

for \( k \in \mathbb{N}_0 \). Here we set \( \hat{z}_{-1} = c_1 \) and \( z_{-1} = c_2 \). If \( \kappa = 3 \), then \( z_0 < c_2 \), and in this case we define \( z_0 = c_2 \).

Since \( c \) is not periodic, \( z_n \neq c_k \neq \hat{z}_n \) for all \( n, k \geq 1 \). We argue that \( c_{S_k} \in \partial \Upsilon_{Q(k+1)} \) for \( k = 0, 1 \), and

\[
c_{S_k} \in \Upsilon_{Q(k+1)}^0 = (\hat{z}_{Q(k+1)-1}, z_{Q(k+1)}) \cup (\hat{z}_{Q(k+1)}, \hat{z}_{Q(k+1)-1})
\]

for \( k \geq 2 \). Without loss of generality, let us assume that \( c_{S_k} < c \). Let \( n \in \mathbb{N} \) be minimal such that \( z_n \in (c_{S_k}, c) \). Note that \( T^{S_{Q(k+1)}(c_{S_k}, c)}(c_{S_{Q(k+1)}}, c_{S_{Q(k+1)}}) \ni c \) for every \( k \in \mathbb{N}_0 \) and by the choice of \( n \) it follows that \( T^{S_{Q(k+1)}(z_n)} = c \), thus \( n = Q(k+1) \) (note that the last statement does not hold for \( n = -1, 0 \) which leads to a different conclusion as in (2) for the two cases).

**Definition 2.1.** If \( J \) is a maximal interval of monotonicity of \( T^k \), then \( T^k(J) \) is called a branch of \( T^k \). It follows by induction that every branch of \( T^k \) is equal to \( D_n \) for some \( n \leq k \). We say that \( T \) is long-branched if \( \inf_n |D_n| > 0 \) (or equivalently, the kneading map is bounded, see [16, Proposition 6.2.6]).

Note that \( T \) is long-branched if \( c \) is non-recurrent, but there are also long-branched maps with recurrent critical points, see e.g. [17].

### 2.2. Symbolic dynamics

The symbolic itinerary of the critical value \( c_1 \in [0, 1] \) under the action of \( T \) is called the kneading sequence, and we denote it as \( \nu = \nu_1 \nu_2 \nu_3 \ldots \), where \( \nu_i = 0 \) if \( c_i < c \) and \( \nu_i = 1 \) if \( c_i > c \). Analogously, to each \( x \in \limsup \{ [0, 1], T \} \), we can assign a symbolic sequence \( s = \overleftarrow{x} \overrightarrow{x} = \ldots \overrightarrow{s_{-1} s_{-2} s_{-3}} \ldots \in \{0, 1\}^\infty \) where

\[
s_{-i} = \begin{cases} 0 & \pi_i(x) < c, \\ \frac{0}{i} & \pi_i(x) = c, \\ 1 & \pi_i(x) > c, \end{cases}
\]

\[
s_i = \begin{cases} 0 & T^i(x) < c, \\ \frac{0}{i} & T^i(x) = c, \\ 1 & T^i(x) > c, \end{cases}
\]

Here \( \frac{0}{i} \) means that both 0 and 1 are assigned to \( x \). Since we assumed that \( c \) has an infinite orbit, this can happen only once, i.e., every point has at most two symbolic itineraries.

For a fixed left-infinite sequence \( \overleftarrow{s} = \ldots s_{-2} s_{-1} \in \{0, 1\}^\mathbb{N} \), the subset

\[
A(\overleftarrow{s}) := \{ x \in X : \overleftarrow{s} \in \overleftarrow{x} \}
\]

of \( X \) is called a basic arc. As mentioned in the introduction, \( A(\overleftarrow{s}) \) is the maximal closed arc \( A \) containing \( x \) such that \( \pi_0 : A \to I \) is injective. In [19, Lemma 1] it was observed that \( A(\overleftarrow{s}) \) is indeed an arc or degenerate (i.e., a single point).
3. Subcontinua

In this section we describe some general properties of subcontinua of $X$, taking [15] as a starting point. If $H$ is a subcontinuum of $X$, then the continuity of the projections guarantee that $\pi_i(H)$ are intervals for every $i \in \mathbb{N}_0$. Furthermore, if there is $k \in \mathbb{N}$ so that $c \notin \pi_i(H)$ for all $i > k$, then $H$ is either a point or an arc (because then we can parametrise $H$ by $t \in \pi_k(H)$). Furthermore, when $T$ is locally eventually onto the core (and this is true for $T = T_s$ for all $s \in (\sqrt{2}, 2]$), then $H$ is a proper subcontinuum of $X$ if and only if $|\pi_i(H)| \to 0$ as $i \to \infty$. As a consequence (see Proposition 4.9 and Proposition 3 in [15]), if $T$ is long-branched, then the only proper subcontinua of $X'$ are arcs.

Let $H \subset X$ be a proper subcontinuum and let $\{n_i\}_{i \in \mathbb{N}} \subset \mathbb{N}_0$ be its critical projections; i.e., $c \in \pi_n(H)$ if and only if $n \in \{n_i\}_{i \in \mathbb{N}}$. Since $H$ and $\sigma^{n_1}(H)$ are homeomorphic, we can assume for our purposes that $n_1 = 0$.

**Definition 3.1.** For $i \geq 1$ let $M_{n_i}$ denote the closure of component of $\pi_{n_i}(H) \setminus \{c\}$ such that $T^{n_i-n_i-1}(M_{n_i}) = \pi_{n_i-1}(H)$. Denote by $L_{n_i}$ the closure of the other component of $\pi_{n_i}(H) \setminus \{c\}$. If both $\pi_{n_i}(L_i) = \pi_{n_i}(M_i) = \pi_{n_i-1}(H)$, then denote by $M_{n_i}$ the component that contains the point $T^{n_i+1-n_i}(c)$ as a boundary point.

**Proposition 3.2** (Proposition 1 in [15]). Any subcontinuum $H \subset X$ is either a point or it contains a dense line.

A specific case of Proposition 3.2 is when we take $H = X'$. Since in this case we can take for $M_n = [c, c_1]$, it follows from the proof of Proposition 3.2 that the arc-component $R$ of the fixed point $\rho = (\ldots, r, r)$ of $T$ is the required dense line. Recall that an *arc-component* of a point $x \in X$ is the union of all arcs in $X$ which contain $x$.

Therefore, we obtain the following corollary:

**Corollary 3.3.** The arc-component $R$ of $\rho$ is a dense line in $X'$.

A *composant* $V_x$ of $x \in X$ is a union of all proper subcontinua of $X$ containing $x$. An indecomposable continuum consists of uncountably many pairwise disjoint dense composants, see [32]. If $X'$ is indecomposable, then $R = V_\rho$, and this gives a negative answer to a question of Raines [26, Problem 5], whether in every $X'$ such that $\omega(c) = [c_2, c_1]$, every composant contains homeomorphic copies of every tent inverse limit spaces.

Some further, more general properties of the $M_{n_i}$ and $L_{n_i}$ allow a description of subcontinua $H$. Brucks & Bruin [15] observed that the topologist's sin($1/x$)-continuum can appear as a subcontinuum of $X'$, see Figure 1. This is any space homeomorphic to the graph of the function $\sin \frac{1}{x}$, $x \in (0, 1]$ in $\mathbb{R}^2$, together with the arc $A = \{0\} \times [-1, 1]$ that the graph compactifies on. An *arc-ray continuum* (called *Elsa continuum* in [31]) is a generalisation of sin($1/x$)-continua: it is any continuum consisting of an arc and a ray compactifying on it. A *double sin($1/x$)-continuum* is any space homeomorphic
to the graph of the function \( \sin(\frac{1}{x(1-x)}) \), \( x \in (0,1) \) in \( \mathbb{R}^2 \), together with the two arcs 
\( \{0\} \times [-1,1] \) and \( \{1\} \times [-1,1] \) that the graph compactifies on. In the same way, we can define double arc+ray continua.

more general is the following result.

**Theorem 1 [15]**

More general is the following result.

**Proposition 3.4** (Theorem 1 [15]). Let \( H \) be a subcontinuum with critical projections \( \{n_i\} \) and \( \pi_n(H) = M_{n_i} \cup L_{n_i} \) as above. Then if \( c \notin T^{n_i-n_i-1}(L_{n_i}) \) for all sufficiently large \( i \), then \( H \) is a point, an arc, a sin \( \frac{1}{x} \)-continuum, or a double sin \( \frac{1}{x} \)-continuum.

We call the arc in this proposition a **direct spiral** (a countable infinite union of basic arcs whose diameters uniformly decrease to 0 together with a spiral endpoint) and the sin \( \frac{1}{x} \)-continuum in part (1) a **basic sin \( \frac{1}{x} \)-continuum** (because its bar is the finite union of a basic arcs).

**Proposition 3.5.** Assume that there is an increasing subsequence \( (k_i)_{i \geq 0} \subset \mathbb{N} \) such that

\[
Q(k_i) = k_i - 1 \text{ and } Q(Q(k_i + 1)) < k_i - 1 \text{ for all } i \geq 1.
\]

Then \( X' \) contains a subcontinuum which is direct spiral if \( \lim_i Q(k_i + 1) = \infty \) and a basic sin \( \frac{1}{x} \)-continuum if \( \lim_i Q(k_i + 1) < \infty \).

**Proof.** We create a subcontinuum \( H \) with critical projections \( n_i = S_{k_i} \), so that \( n_i - n_{i-1} = S_{k_i} - S_{k_{i-1}} = S_{k_i} - S_{Q(k_i)} = S_{k_i-1} \) for all \( i \geq 1 \). The projections \( H_{n_i} := \pi_{n_i}(H) \) are constructed such that \( L_{n_i} = [c, c_{S_{k_i-1}}] \) for all \( i \geq 0 \) and \( M_{n_i} = [c, a_i] \) where the points \( a_i \) are chosen such that \( T^{n_i-n_{i-1}}(c, a_i) \) monotonically onto \( [c, a_{i-1}] \).

First we inductively show that we can always find such \( a_i \in \mathcal{T}_{k_{i-1}} = (z_{k_{i-2}}, z_{k_{i-1}}) \cup (\hat{z}_{k_{i-2}}, \hat{z}_{k_{i-1}}) \) for every \( i \in \mathbb{N} \). For \( n = 1 \) take \( a_1 \in (z_{k_0-2}, z_{k_0-1}) \). Assume such \( a_{i-1} \) has been constructed for some \( i \in \mathbb{N} \) and assume without the loss of generality that \( a_{i-1} \in (z_{k_{i-2}}, z_{k_{i-1}-1}) \). Note that \( T^{n_i-n_{i-1}}(\mathcal{T}_{k_{i-1}}) = T^{S_{k_i-1}}(\mathcal{T}_{k_{i-1}}) = (c_{S_{Q(k_{i-1})}}, c) \). Since \( Q(k_i + 1) < k_{i-1} - 1 \), it follows by equation (2) that \( c_{S_{Q(k_{i-1})}} \notin (z_{k_{i-2}}, z_{k_{i-1}-2}) \), so \( T^{S_{k_{i-1}}}(\mathcal{T}_{k_{i-1}}) \supset (z_{k_{i-2}}, z_{k_{i-1}-1}) \supset a_{i-1} \) and we can easily choose \( a_i \). Note that if \( a_{i-1} \in (\hat{z}_{k_{i-2}}, \hat{z}_{k_{i-1}-2}) \), then we would have \( T^{S_{k_{i-1}}}(\mathcal{T}_{k_{i-1}}) \supset (\hat{z}_{k_{i-2}}, \hat{z}_{k_{i-1}-2}) \supset a_{i-1} \).

\[\text{From [18, Theorem 1.2], it follows that there are core inverse limit spaces with non-basic sin}(1/x)\text{-continua, possibly infinitely many of them.}\]
Furthermore, by (2), \(Q(k_{i+1})\) is the smallest \(n \in \mathbb{N}\) such that \(c_{S_{k_{i+1}-1}} \notin (z_n, \hat{z}_n)\). We assumed that \(Q(k_{i+1}) = k_i\), so it follows that \(n_i = S_{k_i} = \min \{n \geq 1 : c \in T^a(L_{n_i})\}\), and \(T^{n_i}(L_{n_i}) = D_{S_{k_{i+1}}}\).

The intervals \(D_{S_{k_i}}\) form a nested sequence of neighbourhoods of \(c\), converging to a point if and only if \(|D_{S_{k_i}}| \to 0\), which is the case if and only if \(\lim Q(k_i + 1) = \infty\), see (2). In this case, \(H\) is a direct spiral, i.e., Proposition 3.4 applies. Otherwise, it is a basic \(\sin(1/x)\)-continuum, with \(\cap_i D_{S_{k_i}}\) equal to the 0-th projection of the bar of \(\sin(1/x)\)-continuum.

**Remark 3.6.** If (3) is relaxed to:

\[
Q(Q(k_i - 1) + 1) < k_{i-1} - 1 < Q(k_i)
\]

then we can proceed similarly as in the previous proposition. In this case we construct a subcontinuum \(H\) with critical projections \(n_1 = 0, n_i = \sum_{j=1}^{i-1} S_{k_j-1}\) for \(i \geq 2\) (so \(n_i - n_{i-1} = S_{k_i-1}\)) and \(H_{n_i} = [c_{S_{k_i-1}+1}, a_i]\) where \((a_i)_{i \geq 1} \subset [c_2, c_1]\) is a sequence of points such that \(T^{S_{k_i-1}} : [c, a_i] \to [c_{S_{k_i-1}+1}, a_i-1]\) is monotone. That is: \(L_{n_i} = [c, c_{S_{k_i-1}+1}]\), and because \(Q(Q(k_{i+1} - 1) + 1) < k_{i-1} - 1\), it is indeed possible to choose \(a_i\) such that \(M_{n_i} := [c, a_i] \ni z_{k_i-1}\), whence \(c \in T^{n_{i-n_i-1}}(M_{n_i})\). Because \(Q(k_{i+1}) > k_{i-1} - 1\), we have \(c \notin T^{n_{i-n_i-1}}(L_{n_i}) \subset L_{n_{i-1}}\). Therefore \(H\) is a direct spiral or a basic \(\sin(1/x)\)-continuum, depending on whether \(\cap_i T^{n_i}(L_{n_i})\) is a point or an arc. □

4. **Endpoints and non-end folding points**

4.1. **Folding points.** First we address folding points in general. The following characterisation of folding points is due to Raines.

**Proposition 4.1** (Theorem 2.2 in [33]). A point \(x \in X'\) is a folding point if and only if \(\pi_n(x)\) belongs to the omega-limit set \(\omega(c)\) for every \(n \in \mathbb{N}\).

Note that \(\mathcal{F} = \lim\{\omega(c), T|_{\omega(c)}\}\). Since \(\omega(c)\) is compact, the set \(\mathcal{F} \cap X'\) is also compact and non-empty. It also follows that \(\mathcal{F} = X'\) if \(\omega(c) = [c_2, c_1]\) and \(\mathcal{F}\) is nowhere dense if \(\omega(c)\) is nowhere dense. So excluding renormalisable maps, \(\mathcal{F} \cap X'\) is either nowhere dense or equal to \(X'\). Furthermore, if \(c\) is recurrent, then \(\omega(c) = \overline{\text{orb}(c)}\) is either finite or perfect and therefore uncountable. In the latter case \(\mathcal{F}\) is also uncountable.

**Lemma 4.2** (Proposition 2 in [19]). If \(\text{orb}(c)\) is infinite and \(c\) is non-recurrent, then there exist infinitely many folding points and no endpoints.

It is possible that \(X\) has countably infinitely many non-end folding points. An example is the map with kneading sequence (i.e., symbolic itinerary of the critical value \(c_1\))

\[
\nu = 1.0.0.11.0.11.11.0.11.11.11.0.11.11.11.0.11.11.11.11.\ldots
\]

Indeed, if the critical point is non-recurrent, by Proposition 4.1 the folding points have two-sided itinerary \(\ldots 1111\ldots\) or \(\ldots 111101111\ldots\), and \(\mathcal{F} \cap X'\) has only isolated points,
except for the fixed point \( \rho \). Furthermore, \( \mathcal{F} \) is countably infinite. In general, it was shown in [22, Theorem 6.2] that if \( \omega(c) \) is homeomorphic to \( n \in \mathbb{N} \) disjoint copies of \( S_0 = \{0\} \cup \{1/k : k \in \mathbb{N}\} \) (for which \( c \) must be non-recurrent), then the set of folding points is homeomorphic to \( n \) copies of \( S_0 \) too and is thus countable. The example given with \( \nu \) above corresponds to the \( n = 1 \) case. Note that the accumulation point in the example is fixed under the shift \( \sigma \). Analogously, the \( n \) accumulation points in the general case will be periodic under \( \sigma \).

Clearly the number of folding points is uncountable if \( \omega(c) \) is uncountable, but also when \( \omega(c) \) is countable, it can happen that the set of folding points is uncountable. This is shown in [22], together with more interesting results on the number of folding points in \( X \). However, the following natural problem that arises is to our knowledge still open.

**Problem 1.** *Give necessary and sufficient conditions on \( c \) so that the corresponding inverse limit space \( X \) has countably many non-end folding points.*

We don’t know any example where \( c \) is recurrent (and thus \( X \) has uncountably many endpoints, see Proposition 4.5) and \( \mathcal{F} \setminus \mathcal{E} \) is countably infinite. One of the possible examples are \( X \) for which the kneading sequence has irrational height\(^2\). For the definition of height, see [13].

### 4.2. Endpoints.

Now we focus on endpoints of \( X \). We give a symbolic classification of endpoints, based on [19, Section 2]. For every basic arc \( A(\vec{x}) \), where \( \vec{x} = \ldots s_{-2}s_{-1} \in \{0,1\}^\mathbb{N} \), we define

\[
N_L(\vec{x}) := \{n > 1 : s_{-(n-1)} \ldots s_{-1} = \nu_1\nu_2\ldots\nu_{n-1}, \#(\nu_1 \ldots \nu_{n-1}) \text{ odd}\},
\]

\[
N_R(\vec{x}) := \{n \geq 1 : s_{-(n-1)} \ldots s_{-1} = \nu_1\nu_2\ldots\nu_{n-1}, \#(\nu_1 \ldots \nu_{n-1}) \text{ even}\}.
\]

and

\[
\tau_L(\vec{x}) := \sup N_L(\vec{x}) \quad \text{and} \quad \tau_R(\vec{x}) := \sup N_R(\vec{x}).
\]

The quantities \( \tau_L \) and \( \tau_R \) first appeared in [19] in order to study the number of endpoints of unimodal inverse limit spaces \( X \). In the definition of \( N_R(\vec{x}) \) we allow \( n = 1 \), so it follows immediately that supremum for \( \tau_R(\vec{x}) \) runs over a non-empty set. On the other hand, supremum is well-defined for \( \tau_L \) as well. Namely, if \( s_{-1} = 1 \), then \( s_{-1} = \nu_1 \) and \( \#_1(\nu_1) \) is odd. In case \( s_{-1} = 0 \) we find the smallest \( n > 2 \) so that \( s_{-(n-1)} = 1 \), which indeed exists since \( \vec{x} \neq \vec{0} \). If \( n > \kappa + 2 \) the word \( s_{-(n-2)} \ldots s_{-1} = 0^{n-2} \) is not admissible. Thus \( n \leq \kappa + 2 \) and \( s_{-(n-1)} \ldots s_{-1} = c_1 \ldots c_{n-1} = 10 \ldots 0 \). Now we restate some lemmas from [19] in our setting.

**Lemma 4.3.** ([19], Lemma 2 and Lemma 3) *If \( A(\vec{x}) \in \{0,1\}^\mathbb{N} \) is such that both \( \tau_L(\vec{x}) \), \( \tau_R(\vec{x}) < \infty \), then

\[
\pi_0(A(\vec{x})) = [T_{\tau_L(\vec{x})}(c), T_{\tau_R(\vec{x})}(c)] = D_n,
\]

\(^2\)Boyland, de Carvalho, Hall, personal communication
for \( n = \max\{\tau_L(\vec{x}), \tau_R(\vec{x})\} \). Without the restriction that \( \tau_L(\vec{x}), \tau_R(\vec{x}) < \infty \), we have 
\[
\sup \pi_0(A(\vec{x})) = \inf\{c_n : n \in N_R(\vec{x})\}, \\
\inf \pi_0(A(\vec{x})) = \sup\{c_n : n \in N_L(\vec{x})\}.
\]

This gives the following symbolic characterisation of endpoints.

**Proposition 4.4.** [19, Proposition 2] A point \( x \in X \) such that \( i < 0 \) is an endpoint of \( X \) if and only if \( \tau_L(\vec{x}) = \infty \) and \( \pi_0(x) = \sup \pi_0(A(\vec{x})) \) or \( \tau_R(\vec{x}) = \infty \) and \( \pi_0(x) = \sup \pi_0(A(\vec{x})) \).

The following proposition follows implicitly from the proof of Corollary 2 in [19]. It shows that if \( c \) is recurrent, then \( \#(E \cap X') = n \in \mathbb{N} \) if and only if \( c \) is \( n \)-periodic, and otherwise \( \#(E \cap X') = 2^{\infty_0} \). We prove here an extension of that statement.

**Proposition 4.5.** If \( \text{orb}(c) \) is infinite and \( c \) is recurrent, then the core inverse limit space \( X' \) has uncountably many endpoints. Moreover, \( E \) has no isolated points and is dense in \( F \).

**Proof.** Since \( c \) is recurrent, for every \( k \in \mathbb{N} \) there exist infinitely many \( n \in \mathbb{N} \) such that \( \nu_1 \ldots \nu_n = \nu_1 \ldots \nu_{n-k} \nu_1 \ldots \nu_k \).

Take a sequence \((n_j)_{j \in \mathbb{N}}\) such that \( \nu_1 \ldots \nu_{n_{j+1}} = \nu_1 \ldots \nu_{n_{j+1}-n_j} \nu_1 \ldots \nu_{n_j} \) for every \( j \in \mathbb{N} \). Then the basic arc given by the itinerary
\[
\vec{x} := \lim_{j \to \infty} \nu_1 \ldots \nu_{n_j},
\]
is admissible and \( \tau_L(\vec{x}) = \infty \) or \( \tau_R(\vec{x}) = \infty \). Therefore, \( A(\vec{x}) \) contains an endpoint.

Note that, since \( \nu \) is not periodic, \( \vec{x} \) is also not periodic and thus \( \sigma^{\vec{x}}(\vec{x}) \neq \vec{x} \) for every \( k \in \mathbb{N} \).

To determine the cardinality of endpoints, we claim that for every fixed \( n \in \mathbb{N} \) there are \( m_2 > m_1 > n \) such that
\[
\nu_1 \ldots \nu_{m_2} = \nu_1 \ldots \nu_{m_2-n} \nu_1 \ldots \nu_n, \quad \nu_1 \ldots \nu_{m_1} = \nu_1 \ldots \nu_{m_1-n} \nu_1 \ldots \nu_n,
\]
but \( \nu_1 \ldots \nu_{m_1} \) is not a suffix of \( \nu_1 \ldots \nu_{m_2} \). Indeed, if \( m_2 \) does not exist, then \( \vec{x} = (\nu_1 \ldots \nu_{m_2-n})^{-\infty} \nu_1 \ldots \nu_n \) would have an eventually periodic tail, which is a contradiction with \( \sigma^{\vec{x}}(\vec{x}) \neq \vec{x} \) for every \( k \in \mathbb{N} \).

We conclude that for every \( n_j \) there are at least two choices of \( n_{j+1} \) such that the corresponding tails \( \vec{x} \) are different, and have \( \#(N_L(\vec{x}) \cup N_R(\vec{x})) = \infty \). It follows that there are uncountably many basic arcs containing at least one endpoint of \( X \).

To show that \( E \) contains no isolated points and is in fact dense in \( F \), take any folding point \( x \) with two-sided itinerary \( \ldots s_{-2}s_{-1}s_0s_1s_2 \ldots \); then, for every \( k \in \mathbb{N} \), there exists

---

3Note that in the following proposition we assume that \( \pi_i(x) \neq c \) for every \( i > 0 \). If there exists \( i > 0 \) such that \( \pi_i(x) = c \), then we apply the proposition to \( \sigma^i(x) \) and use the fact that shift \( \sigma \) preserves endpoints.
Proof. Recall that we can find a basic arc with itinerary \( \overline{\gamma} = \ldots \nu_1 \ldots \nu_{n-1} \nu_n \ldots \nu_{n+2k} \) and such that \( \tau_L(\overline{\gamma}) = \infty \) or \( \tau_R(\overline{\gamma}) = \infty \). So \( \sigma^{-k}(\overline{\gamma}) \) contains an endpoint with itinerary \( \ldots \nu_n \ldots \nu_{n+k} \nu_{n+k+1} \ldots \nu_{n+2k} \). Since \( k \in \mathbb{N} \) was arbitrary, we conclude that there are (in fact, uncountably many) endpoints arbitrarily close to the point \( x \). \( \square \)

For the more detailed properties of endpoints, we make a distinction between flat \( \mathcal{E}_F \), spiral \( \mathcal{E}_S \) and nasty endpoints \( \mathcal{E}_N \). It is clear from the definitions (see the introduction) that \( \sigma^k(\mathcal{E}_F) = \mathcal{E}_F \), \( \sigma^k(\mathcal{E}_N) = \mathcal{E}_N \), and \( \sigma^k(\mathcal{E}_S) = \mathcal{E}_S \) for every \( k \in \mathbb{Z} \). Therefore:

**Corollary 4.6.** The orbit \( \{\sigma^n(x) : n \in \mathbb{N}_0\} \) of every \( x \in \mathcal{E} \) is dense in \( \mathcal{F} \). In particular, \( \mathcal{E}_S, \mathcal{E}_N, \mathcal{E}_F \) are not closed in \( \mathcal{F} \) unless they are empty or equal to \( \mathcal{F} \).

**Proof.** Since \( \text{orb}(c) \) is a dense subset of \( \omega(c) \), for every \( y \in \mathcal{F} \), \( n \in \mathbb{N}_0 \) and neighbourhood \( U \ni \pi_n(y) \), there is \( m \in \mathbb{N}_0 \) such that \( c_m \in U \). As in the proof of Proposition 4.5, since every \( x \in \mathcal{E} \) has a sequence \( (n_j)_{j \geq 1} \) such that \( \pi_{n_j}(x) \to c \), we can find \( j \geq 1 \) such that \( \pi_n(\sigma^k(x)) \in U \) for \( k = m - n_j \). But this implies that \( \{\sigma^k(x) : k \in \mathbb{Z}\} \) is dense in \( \mathcal{F} \). \( \square \)

**Remark 4.7.** Note that orbits of non-end folding points are not necessarily dense in \( \mathcal{F} \). For example, assume \( \omega(c) = [e_2, c] \). Then every point is a folding point, and in particular the fixed point \( \rho \in \mathcal{F} \setminus \mathcal{E} \).

Now that we have more information about endpoints we briefly look back at non-end folding points in order to prove an analogue of Proposition 4.5 and thus give an insight into the topology of non-end folding points. The following proposition holds in particular when \( \omega(c) \) is not minimal. Recall that a dynamical system \( (Y, f) \) (or just a set \( Y \)) is called **minimal** if it does not contain a non-empty, proper, closed, \( f \)-invariant subset, or equivalently, if every orbit is dense in \( Y \).

**Proposition 4.8.** If \( \mathcal{F} \setminus \mathcal{E} \neq \emptyset \) in \( X \), then \( \mathcal{F} \setminus \mathcal{E} \) is dense in \( \mathcal{F} \).

**Proof.** Recall that \( \mathcal{F} = \lim(\omega(c), T|_{\omega(c)}) \). We can assume that \( c \) is recurrent, because otherwise \( \mathcal{F} = \mathcal{F} \setminus \mathcal{E} \), and there is nothing to prove. Assume that \( \mathcal{F} \setminus \mathcal{E} \neq \emptyset \); recall that \( \mathcal{F} \setminus \mathcal{E} \) is \( \sigma \)-invariant. Let \( \varepsilon > 0 \) be arbitrary. We claim that there is \( x \in \mathcal{F} \setminus \mathcal{E} \) such that \( \text{orb}_\sigma(x) \) is \( \varepsilon \)-dense in \( \mathcal{F} \). Since \( \varepsilon \) is arbitrary, this will prove the proposition.

Fix \( z = (\ldots, z_{-2}, z_{-1}, z_0) \in \mathcal{F} \) such that \( z_0 = c \); by recurrence of \( c \) such a folding point always exists. To prove the claim, find \( N = N(\varepsilon) \in \mathbb{N} \) such that \( \{\sigma^n(z)\}_{n=0}^N \) is \( \varepsilon/2 \)-dense in \( \mathcal{F} \). There is \( \delta > 0 \) such that \( \text{diam}(T^j(B_\delta(c))) < \varepsilon/2 \) for every \( 0 \leq j \leq N \), so that \( \{\sigma^n(x)\}_{n=0}^N \) is \( \varepsilon \)-dense in \( \mathcal{F} \) for every \( x = (\ldots, x_{-2}, x_{-1}, x_0) \in \mathcal{F} \) with \( d(x_0, c) \leq \delta \).

If \( \omega(c) \) is minimal, then for every \( x \in \mathcal{F} \setminus \mathcal{E} \), there is \( k \geq 0 \) such that \( d(T^k(x_0), c) \leq \delta \), so \( \{\sigma^n(x)\}_{n=k}^{N+k} \) is \( \varepsilon \)-dense in \( \mathcal{F} \).

Therefore it remains to verify the non-minimal case, i.e., assume there exists a \( T \)-invariant closed set \( \Omega \subset \omega(c) \) such that \( \eta := d(\Omega, c)/3 > 0 \). If \( x \in \lim(\Omega, T) \), then \( x \in \mathcal{F} \setminus \mathcal{E} \), since \( d(x_{-j}, c) > \eta \) for all \( j \geq 0 \). Now since \( \Omega \subset \omega(c) \), for every \( j \in \mathbb{N} \) we
can find \( k_j \in \mathbb{N} \) such that \( d(c_{k_j+i}, \Omega) < \eta \) for all \( 0 \leq i \leq j \). Note that the choice of \( \eta \)
implies that \( d(c_{k_j+i}, c) > \eta \) for all \( 0 \leq i \leq j \). Since \( c \) is recurrent, we can also find a minimal \( m_j > k_j \) such that \( d(c, c_{m_j}) < \delta \). Take
\[
x^j := \sigma^{m_j}(z) = (\ldots, z_2, z_1, c, \ldots, c_{k_j}, c_{k_j+1}, \ldots, c_{m_j}) \in \mathcal{F},
\]
(recall that \( z \in \mathcal{F} \) and let \( x \) be any accumulation point of the sequence \( (x^j)_{j \geq 1} \). Then \( x \in \mathcal{F} \) (because \( \mathcal{F} \) is closed), and \( d(c, x^-i) \geq \delta \) for every \( i \geq 1 \), due to the minimality of \( m_j \). This means that \( \tau_L(\overline{x}), \tau_R(\overline{x}) < \infty \), so \( x /\notin \mathcal{E} \). However, \( d(x_0, c) \leq \delta \), so \( \{\sigma^n(x)\}_{n=0}^\infty \) is \( \varepsilon \)-dense in \( \mathcal{F} \). This concludes the proof. \( \square \)

4.2.1. **Flat endpoints.** Recall that a flat endpoint is an endpoint in \( X \) that is an endpoint of its own **non-degenerate** basic arc. The set of flat endpoints is denoted by \( \mathcal{E}_F \). By Proposition 4.4, \( \tau_L(\overline{x}) = \infty \) and \( \pi_0(x) = \inf \pi_0(A(\overline{x})) \) or \( \tau_R(\overline{x}) = \infty \) and \( \pi_0(x) = \sup \pi_0(A(\overline{x})) \). Recall that \( \sup \pi_0(A(\overline{x})) = \inf \{c_n : n \in N_R(\overline{x})\} > \inf \pi_0(A(\overline{x})) = \sup \{c_n : n \in N_L(\overline{x})\} \). The following statement is an extension of Proposition 3 from [15].

**Proposition 4.9.** If the map \( T \) is long-branched, then the only proper subcontinua of \( X' \) are arcs. Additionally, \( \mathcal{E} \neq \emptyset \) if and only if \( c \) is recurrent, and in this case all endpoints are flat, i.e., \( \mathcal{E} = \mathcal{E}_F \).

**Proof.** Assume by contradiction that a subcontinuum \( H \subset X' \) with critical projections \( \{n_i\}_{i \in \mathbb{N}} \subset \mathbb{N} \) is not an arc. By our observations in Section 3, the set of critical projections \( \{n_i\}_{i \in \mathbb{N}} \) is infinite, and there exists \( N(i) \in \mathbb{N} \) so that \( [c, c_{N(i)}] \subset \pi_{n_i}(H) \). Since \( T \) is long-branched, there exists \( \delta > 0 \) so that \( |c_{N(i)} - c| > \delta \) for every \( i \in \mathbb{N} \). However, this contradicts that \( H \) is a proper subcontinuum of \( X' \).

The proof of Proposition 4.5 gives \( \mathcal{E} \neq \emptyset \) if and only if \( c \) is recurrent. Since there are no arbitrarily short basic arcs, it follows that \( \mathcal{E} = \mathcal{E}_F \). \( \square \)

Thus, if \( c \) is recurrent, and \( T \) is long-branched, then all endpoints are flat, and Proposition 4.5 guarantees there are uncountably many of them. It is possible that there are additional non-end folding points, cf. Theorem 4.13. For instance, if the orientation reversing fixed point \( r \) belongs to \( \omega(c) \), then \( \rho := (\ldots, r, r, r) \) is a non-end folding point.

**Problem 2.** Give necessary and sufficient conditions on \( T \) such that \( \mathcal{E} = \mathcal{E}_F \).

Since the class of self-homeomorphisms of unimodal inverse limit spaces is so rigid (all homeomorphisms are isotopic to powers of \( \sigma \)), no self-homeomorphism \( h : X \to X \) can map a flat endpoint to a spiral endpoint (or nasty endpoint). However, we can ask the following.

**Problem 3.** Is it possible that a flat endpoint has a neighbourhood that is homeomorphic to a neighbourhood of a spiral endpoint? In other words, given unimodal inverse limit \( X \), a flat endpoint \( x \in X \), and a spiral endpoint \( y \in X \), is there a way to distinguish \( x \) from \( y \) locally? Similarly, given two different unimodal inverse limits \( X \) and \( Y \), a flat
endpoint $x \in X$, and a spiral endpoint $y \in Y$, is there a way to distinguish $x$ from $y$ locally?

4.2.2. Spiral endpoints. Let $\mathcal{E}_S$ denote the set of spiral endpoints, i.e., the endpoints that have a degenerate basic arc but are contained in a non-degenerate arc-component of $X$. The notion of persistent recurrence was first introduced in [29] in connection with the existence of wild attractors of unimodal interval maps. It turns out to be the crucial notion for the classification of core inverse limits $X'$ for which $\mathcal{F} = \mathcal{E}$.

**Definition 4.10.** Let $x = (\ldots, x, x_0) \in X$ and let $J \subset I$ be an interval. The sequence $(J_n)_{n \in \mathbb{N}_0}$ of intervals is called a pull-back of $J$ along $x$ if $J = J_0$, $x_k \in J_k$ and $J_{k+1}$ is the largest interval such that $T(J_{k+1}) \subset J_k$ for all $k \in \mathbb{N}_0$. A pull-back is monotone if $c \notin J_n$ for every $n \in \mathbb{N}$.

The following definition by Blokh & Lyubich [9], in the case that $c$ is recurrent, is a real interpretation of Yoccoz’ condition $\tau(n) \to \infty$ cf. [25]. The word persistently recurrent seems to be used for the first time in [29].

**Definition 4.11.** The critical point $c$ is reluctantly recurrent if there is $\varepsilon > 0$ and an arbitrary long (but finite!) backward orbit $\bar{y} = (y, \ldots, y, y)$ in $\omega(c)$ such that the $\varepsilon$-neighbourhood of $y \in I$ has monotone pull-back along $\bar{y}$. Otherwise, $c$ is persistently recurrent.

The following lemma shows that one can replace arbitrarily long pull-backs by infinitely long pull-backs, and this allows us to interpret reluctantly recurrence as: there exists a folding point $x = (\ldots, x_1, x_0) \in X$, an interval $J \subset I$ such that $x_0 \in J_0$, and a monotone pull-back of $J$ along $x$.

**Lemma 4.12.** Let $y \in \omega(c)$, $y \in U_0$ where interval $U \subset I$ and assume that for every $i \in \mathbb{N}$ the set $U$ can be monotonically pulled-back along $(c_1, \ldots, c_{n_i+1})$, where $U \ni c_{n_i+1} \neq y$. Then $U$ can be monotonically pulled-back along some infinite backward orbit $(\ldots, y_{-2}, y_{-1}, y)$, where $y_{-i} \in \omega(c)$ for every $i \in \mathbb{N}$.

**Proof.** Note that the preimage of every interval consists of at most two intervals. So for every $k \in \mathbb{N}$ it is possible to find a maximal $U^k$ such that $T^k(U^k) = U$ and $U^k$ contains $c_{n_i+k+1}$ for infinitely many $i \in \mathbb{N}$ ($k < n_i + 1$). Since we assumed that $U$ can be monotonically pulled-back along $(c_1, \ldots, c_{n_i+1})$ for every $i \in \mathbb{N}$, $U^k$ can be chosen such that $c \notin U^k$ for every $k \in \mathbb{N}$. Thus $U, U^1, U^2, \ldots$ is a monotone pull-back of $U$ along an infinite backward orbit $(\ldots, y_{-2}, y_{-1}, y)$, where $T^k(y_{-k}) = y, y, y_{-k} \in U^k$ and $y_{-k} \in \omega(c)$ for every $k \in \mathbb{N}$. \qed

Next we characterise when $\mathcal{F} = \mathcal{E}$. Some partial results are already known. Namely, $\mathcal{F} = \mathcal{E}$ when $Q(k) \to \infty$ and if $T|_{\omega(c)}$ is one-to-one, see [1]. However, there are examples which show that the converse does not hold; $\mathcal{F} = \mathcal{E}$ does not imply $Q(k) \to \infty$ or $T|_{\omega(c)}$ being one-to-one, see [2]. The question of distinguishing endpoints within the set of folding points originated from the study of infinitely renormalisable unimodal maps $f$. 


Then \( f|_\omega(c) \) is conjugate to an adding machine (see [30]) and \( F = \mathcal{E} \). However, having an embedded adding machine (which can also happen in non-renormalisable case, see [8] for the construction of strange adding machines) does not suffice to have \( F = \mathcal{E} \).

**Theorem 4.13.** For \( X' \) it holds that \( F = \mathcal{E} \) if and only if \( c \) is persistently recurrent.

**Proof.** If \( c \) is reluctantly recurrent, there exists a folding point \( x = (\ldots, x_{-1}, x_0) \in X \), an interval \( J \) such that \( x_0 \in J^\circ \), and an infinite monotone pull-back \( (J_n)_{n \in \mathbb{N}_0} \) of \( J \) along \( x \). Note that \( \lim_{n \to \infty} \{ J_n, f|_{J_n} \} \) is an arc in \( X \) and it contains \( x \) in its interior, thus \( x \) is not an endpoint.

For the other direction, let \( c \) be persistently recurrent and assume that there is a folding point \( x = (\ldots, x_{-1}, x_0) \in X' \) which is not an endpoint. Without loss of generality we can assume that \( x \) is contained in the interior of its basic arc. Otherwise, we use \( \sigma^{-j}(x) \) for some \( j \in \mathbb{N} \) large enough. Let \( A \) be a subset of the basic arc of \( x \) such that \( \partial A \cap \text{orb}(c) = \emptyset \) and such that \( x \in A^\circ \). Let \( A_k := \pi_k(A) \subseteq [c_2, c_1] \) for every \( k \in \mathbb{N}_0 \). Denote by \( J = A_0 \) and by \( (J_n)_{n \in \mathbb{N}_0} \) the pull-back of \( J \) along \( x \). Note that \( A_n \subset J_n \) for every \( n \in \mathbb{N}_0 \). Since \( c \) is persistently recurrent, there exists the smallest \( i \in \mathbb{N} \) such that \( c \in J_i^\circ \). Thus \( A_0 = J_0 = J_1 = \ldots = J_{i-1} = J_{i-1} \) but \( A_i \not\subset J_i \). Since \( c \not\in A_n^\circ \) for every \( n \in \mathbb{N} \) (because otherwise \( \partial A \cap \text{orb}(c) \not= \emptyset \)), it follows that \( c \) is an endpoint of \( A_i \), since \( T(c) = c_1 \in \partial([c_2, c_1]) \) (note that it is important here that \( A_k \subseteq [c_2, c_1] \) for all \( k \in \mathbb{N}_0 \)). But then \( c_i \) is an endpoint of \( A_0 = A \), which is a contradiction.

**Remark 4.14.** We have actually proven that if \( c \) is persistently recurrent, then every non-degenerate basic arc does not contain a folding point in its interior. So the possible folding points in such \( X' \) are either degenerate basic arcs or flat endpoints. In the rest of this section we show that both types can occur and show how that relates to the condition \( Q(k) \to \infty \).

**Remark 4.15.** Note that \( Q(k) \to \infty \) implies that \( c \) is persistently recurrent (but not vice versa, see [20, Proposition 3.1]). However, \( Q(k) \to \infty \) is equivalent to \( |D_n| \to 0 \).

**Proposition 4.16.** If \( Q(k) \to \infty \), then all folding points are degenerate basic arcs (so either spiral or nasty endpoints).

**Proof.** Since \( Q(k) \to \infty \), also \( |D_n| \to 0 \) as \( n \to \infty \) and \( c \) is persistently recurrent, so every folding point is an endpoint. If \( x \) is an endpoint, then \( \tau_L(x) = \infty \) or \( \tau_R(x) = \infty \). Assume without loss of generality that \( \tau_L(x) = \infty \), so \( N_L(\overline{x}) \) is an infinite set. Since \( A(\overline{x}) \subseteq \bigcap_{l \in N_L(\overline{x})} D_l \) and \( |D_n| \to 0 \), it follows that \( A(\overline{x}) \) is degenerate.

**Remark 4.17.** Note that it follows immediately from Proposition 4.4 that every degenerate basic arc is an endpoint of \( X \).

**Problem 4.** Is it true that if \( Q(k) \to \infty \) and \( T \) is not infinitely renormalisable, then all the folding points are spiral points?

**Remark 4.18.** Let us comment on the preceding problem. Nasty points are realized as nested intersections of non-arc subcontinua, see Proposition 4.26. So if the subcontinua
of $X$ are simple enough, nasty points cannot exist. In [15, 18] the authors give conditions which imply that all subcontinua are arc + ray continua. In [18, Theorem 1.1] it is shown that if additionally $Q(k + 1) > Q(Q(k) + 1) + 1$ for all sufficiently large $k$, then all proper subcontinua are points, arcs and $\sin(1/x)$-continua. So if this technical assumption can be removed, the answer to the problem above is yes.

**Proposition 4.19.** If $Q(k) \not\to \infty$, then there exists a folding point which is contained in a non-degenerate basic arc.

**Proof.** If $Q(k) \not\to \infty$, then $|D_n| \not\to 0$ so there exists a sequence $(n_i)_{i \in \mathbb{N}}$ and $\delta > 0$ such that $|D_{n_i}| > \delta$ for every $i \in \mathbb{N}$. For every $n \in \mathbb{N}$ there exists a basic arc $A_n \subset X'$ with $\pi_0(A_n) = D_n$, e.g. take $A_n = A(\{x\})$ for $\{x\} = \ldots 111\nu_1 \ldots \nu_{n-1}$. The sequence of basic arcs $\{A_n\}_{n \in \mathbb{N} \cap \mathbb{N}_0} \subset X'$ which project to $D_n$ accumulate on some basic arc $B \subset X'$ with $|\pi_0(B)| \geq \delta$. Note that such a basic arc $B$ must contain a folding point (which can be an endpoint of $B$ or in the interior of $B$). \(\square\)

Since $\mathcal{F} = \mathcal{E}$ if $c$ is persistently recurrent, we obtain the following statement if we apply $\sigma^i$ for $i \in \mathbb{Z}$ to a flat endpoint provided by Proposition 4.19.

**Corollary 4.20.** If $Q(k) \not\to \infty$ and $c$ is persistently recurrent, then there exist infinitely many flat endpoints in $X$.

**Proposition 4.21.** If $Q(k)$ is unbounded and $T|_{\omega(c)}$ is one-to-one, then there exist infinitely many folding points which are degenerate basic arcs (so either spiral or nasty).

**Proof.** Given $n \in \mathbb{N}$, recall that if $S_k < n \leq S_{k+1}$, then $\beta(n) = n - S_k$; similarly define $\gamma(n) := S_{k+1} - n$. As $Q(k)$ is unbounded, we may take an increasing sequence $(n_j)_{j \geq 1}$ such that $\beta(n_j) = n_{j-1}$ and $\gamma(n_j) > \beta(n_j)$ for all $j \in \mathbb{N}$. Since $D_n \subset D_{\beta(n)}$ for every $n$, then $D_{n_j} \subset D_{n_{j-1}}$ for all $j \in \mathbb{N}$. Also, since $T$ is locally eventually onto and $\beta(n_j) \to \infty$ implies $\gamma(n_j) \to \infty$, it follows that $|D_{n_j}| \to 0$. Thus $\cap_{j \geq 1} D_{n_j} = \{x_0\} \subset \omega(c)$. Note that because $x_0$ has a unique preimage in $\omega(c)$ and because $|D_{n_{j-1}}| \to 0$ as $j \to \infty$, it follows that the unique preimage $x_{-1}$ of $x_0$ in $\omega(c)$ must lie in $D_{n_{j-1}}$ for all large $j$. Similarly, there is a unique $i$-th preimage $x_{-i}$ of $x_0$ in $\omega(c)$ that must lie in $D_{n_{j-i}}$ for all large $j$ and for all $i = 1, 2, \ldots, \beta(n_j) - 1$. Then $x = (\ldots, x_{-i}, \ldots, x_{-2}, x_{-1}, x_0) \in \mathcal{F}$ with either $\tau_L(\{x\}) = \infty$ or $\tau_R(\{x\}) = \infty$. Without loss of generality, there exists a subsequence $(n_{j_k})$ such that $n_{j_k} \in N_L(\{x\})$ for all $k \in \mathbb{N}$. Since $A(\{x\}) \subset \cap_{l \in N_L(\{x\})} D_l \subset \cap_{k \in \mathbb{N}} D_{n_{j_k}}$ and $|D_{n_{j_k}}| \to 0$, it follows that $A(\{x\})$ is degenerate. Thus we found a folding point being a degenerate basic arc. We apply $\sigma^i$ for $i \in \mathbb{Z}$ to get countably infinitely many such endpoints. \(\square\)

It thus follows that there exist examples of tent maps with $\omega(c) \neq [c_2, c_1]$ that contain flat endpoints and spiral and/or nasty endpoints; see for an example [2, Example 3.10]. Note that in that example $Q(k) \not\to \infty$ but $T|_{\omega(c)}$ is one-to-one and still $\mathcal{F} = \mathcal{E}$.

**Proposition 4.22.** Assume that $Q(k) \to \infty$ and $Q(k) \leq k - 2$ for all $k$ sufficiently large. Then $\mathcal{E}_S$ is infinite.
Proof. Define recursively a sequence \((k_i)_{i \geq 1} \subset \mathbb{N}_0\) by setting \(k_i = \min \{k : Q(k) > k_{i-1} - 1\}\). Then obviously \(Q(k_i) > k_{i-1} - 1\) and \(Q(k_i) - 1 \leq k_{i-1} - 1\). So by assumption, \(Q(Q(k_i - 1) + 1) < Q(k_i - 1) \leq k_{i-1} - 1\). Therefore \((k_i)_{i \geq 1}\) satisfies (4) from Remark 3.6 which gives the existence of a subcontinuum \(H\) that is a direct spiral or a basic \(\sin(1/x)\)-continuum. However, since \(Q(k) \to \infty\) and hence \(|D_n| \to 0\), the latter is not possible. Therefore \(\mathcal{E}_S \neq \emptyset\), and since \(\sigma^j(H) \neq H\) for all \(j \in \mathbb{Z} \setminus \{0\}\), \(\mathcal{E}_S\) is infinite. \(\square\)

**Remark 4.23** (Example 3.5 from [1]). Consider the symmetric tent map \(T\) with kneading map

\[
Q(k) = \begin{cases} 
0 & \text{if } k \in \{1, 2, 4\}, \\
1 & \text{if } k = 3, \\
3\ell - 4 & \text{if } k = 3\ell - 1 \text{ or } 3\ell + 1 \text{ and } \ell \geq 2, \\
3\ell - 2 & \text{if } k = 3\ell \text{ and } \ell \geq 2.
\end{cases}
\]

Take \((k_i)_{i \geq 3} = (3i - 1)_{i \geq 3}\). Then (3) holds, and as \(Q(k) \to \infty\), it follows that \(\mathcal{E}_S \neq \emptyset\). We note that \(T\) is non-renormalisable and \(T|_{\omega(c)}\) is topologically conjugate to the triadic adding machine. This is in contrast to the infinitely renormalisable maps which have \(\mathcal{E}_S = \emptyset\) (cf. Theorem 4.28).

4.2.3. Nasty endpoints. In this subsection we prove the existence of nasty points in tent inverse limit spaces. Furthermore, we also prove that nasty points are the only endpoints that appear in the core inverse limit spaces of infinitely renormalisable logistic maps. At the end of the subsection we provide some general results about existence of specific endpoints in tent inverse limits.

**Definition 4.24.** Given a continuum \(K\), we call a point \(x \in K\) a nasty point if its arc-component is degenerate. The set of all nasty points in the inverse limit space \(X\) is denoted by \(\mathcal{E}_N\).

Note that every nasty point in unimodal inverse limit space \(X\) is automatically an endpoint since it lies in a degenerate basic arc, see Remark 4.17. We continue with some more general facts about nasty points in (chainable) continua.

**Lemma 4.25.** Let \(K\) be a non-degenerate continuum. For every \(x \in K\) there exists a nested sequence of non-degenerate subcontinua \(\{H_i\}_{i \in \mathbb{N}} \subset K\) such that \(\cap_{i \in \mathbb{N}} H_i = \{x\}\).

**Proof.** If \(K\) is decomposable, then clearly there is a proper subcontinuum \(K_1 \ni x\). If \(K\) is indecomposable, the composant of \(x\) is dense in \(K\) and thus there exists a proper subcontinuum \(K_1 \subset K\) such that \(x \in K_1\). Let the set \(\{H_\lambda\}_{\lambda \in \Lambda}\) consist of all proper subcontinua of \(K\) containing \(x\). The set \(H := \cap_{\lambda \in \Lambda} H_\lambda\) is a continuum. If \(H = \{x\}\), we are done since the intersection can be taken nested.

Assume by contradiction that \(H\) is a non-degenerate continuum. Then \(H\) is indecomposable, because otherwise we could find a non-degenerate continuum \(H' \subset H\) such that \(H' \neq H_\lambda\) for all \(\lambda \in \Lambda\). But if \(H\) is indecomposable, the composant of \(x\) is dense in \(H\) so there is a subcontinuum \(x \in H'' \subset H\), a contradiction. \(\square\)
We have the following characterisation of nasty endpoints in an arbitrary chainable indecomposable continuum $K$.

**Proposition 4.26.** Let $x \in K$ be an endpoint of a non-degenerate chainable continuum $K$. Then $x$ is not contained in an arc of $K$ if and only if there exists a nested sequence of a non-degenerate subcontinua $\{H_i\}_{i \in \mathbb{N}} \subset K$ such that $\cap_{i \in \mathbb{N}} H_i = \{x\}$ and $H_i$ is not arc-connected for all sufficiently large $i \in \mathbb{N}$.

**Proof.** Assume that a point $x$ is not contained in an arc. By Lemma 4.25 there exists a nested sequence of non-degenerate subcontinua $H_i \subset K$ such that $\{x\} = \cap_{i \in \mathbb{N}} H_i$. If $H_i$ is arc-connected for some $i \in \mathbb{N}$, then there exists an arc $x \in A \subset K$, a contradiction. Conversely, assume by contradiction that an endpoint $x$ is contained in a non-degenerate arc $A$ and take a nested sequence of non-degenerate non-arc subcontinua $H_i \subset K$ such that $\{x\} = \cap_{i \in \mathbb{N}} H_i$. Since $x$ is an endpoint, it holds that $H_i \subset A$ for large enough $i$, which gives a contradiction.

**Remark 4.27.** Note that Proposition 4.26 fails to be true if $x \in K$ is not an endpoint. Say that $P' = P \cup A$ where $P$ is the pseudo-arc and $A$ an arc and $P \cap A = \{x\}$. Then $x$ is not an endpoint of $P'$, however $\{x\} = \cap_{i \in \mathbb{N}} H_i$, where $H_i \subset P$ are the pseudo-arcs. Furthermore, the assumption of chainability in Proposition 4.26 is needed in the definition of an endpoint. Suppose that we use Lelek’s definition of an endpoint of a continuum $K$ (a point in $K$ is an endpoint, if it is an endpoint of every arc contained in $K$). However, Proposition 4.26 with this definition of an endpoint fails to be true since e.g. $x \in A \subset P'$ from the last example is an endpoint.

For infinitely renormalisable quadratic maps we have the following simple characterisation of folding points: they are all nasty endpoints.

**Theorem 4.28.** If $T = Q_a$ is infinitely renormalisable, then $X'$ contains a Cantor set of nasty endpoints. There are no other folding points, i.e., $\mathcal{F} = \mathcal{E}_N$.

**Proof.** Since $T$ is infinitely renormalisable, there is a nested sequence $J_i$ of $p_i$-periodic cycles of intervals $J_i = \{J_{i,k}\}_{k=0}^{p_i-1}$, where $J_{i,0} \supset \omega(x)$, $T(J_{i,k}) = J_{i,k+1}$ for $0 \leq k < p_i$ and $T(J_{i,p_i-1}) = J_{i,0}$. We have $\omega(c) = \cap_i J_i$ and it is a Cantor set. Associated to $J_{i,k}$ are subcontinua

$$G_{i,k} = \{x \in X : \pi_{jp_i}(x) \in J_{i,k} \text{ for all } j \geq 0\},$$

and each $G_{i,k}$ is homeomorphic to the inverse limit space of the $i$-th renormalisation of $T$, and hence non-degenerate and not arc-connected (since they are not arcs). Furthermore, $\text{diam}(G_{i,k}) \to 0$ as $i \to \infty$. Therefore we have an uncountable collection of sequences $(k_i)_i$ with $G_{i,k_i} \supset G_{i+1,k_{i+1}}$ such that $\cap_i G_{i,k_i}$ is a single point satisfying the characterisation of a nasty endpoint. If $x \in X'$ is not of this form, then there are $j, i$ such that the projection $\pi_j(x) \notin J_i$. But that means that $\pi_j(x) \notin \omega(c)$, so $x$ is not a folding point. Since the set of folding points is a Cantor set (i.e., $\lim_{\omega(c)} (\omega(c), T|_{\omega(c)})$ is nowhere dense and perfect as in the argument at the start of Section 4), it follows that $\mathcal{F} = \mathcal{E}_N$ is the Cantor set. □
Now we return to non-renormalisable maps. The following result of Barge, Brucks and Diamond [4] gives a way to find nasty points.

**Proposition 4.29** (Theorem 4 in [4]). For a dense $G_δ$ set of parameters $s ∈ [\sqrt{2}, 2]$ it holds that every open set in $X'$ contains a homeomorphic copy of every tent inverse limit space.

We denote this $G_δ$ set of parameters by $A$ (it is originally denoted by $A$ in [4]). The characterising property for $s ∈ A$ is that for any $a ∈ [c_2, c]$ and $δ > 0$ there exist $n ∈ \mathbb{N}$ and $c_2 < a_s < b_s < c_1$ such that $T_s^n(c_2) ∈ (a − δ, a + δ)$, $T_s^n(a_s) = c_2$, $T_s^n(b_s) = c$ and $T_s^n$ is monotone on $[c_2, a_s]$ and $[a_s, b_s]$. Note that for every parameter $s ∈ A$ the critical orbit is dense in the core.

The following statement interprets Proposition 4.29 in a different setting.

**Corollary 4.30.** For $s ∈ A$ there exists a dense set of nasty endpoints $x ∈ X'$. Furthermore, the cardinality $\#(\mathcal{E}_N) = 2^{κ_0}$.

**Proof.** From Proposition 4.29 it follows that there exists a dense set of points $x$ for which there exist non-arc subcontinua $H_i ⊂ X'$, $H_{i+1} ⊂ H_i$ for every $i ∈ \mathbb{N}$, such that $\text{diam}(H_i) → \infty$ as $i → \infty$ and $\cap_{i ∈ \mathbb{N}} H_i = \{x\}$. Since every such $x$ is a degenerate basic arc it is automatically an endpoint of $X'$ by Proposition 4.4. The characterisation of nasty points in Proposition 4.26 implies that every such $x$ is a nasty endpoint of $X'$. Note that the construction allows uncountably many nested sequences producing nasty endpoints.

Next we give an analogue of Proposition 4.5 for the sets of endpoints $\mathcal{E}_F$, $\mathcal{E}_S$, and $\mathcal{E}_N$.

**Proposition 4.31.** If $s ∈ A$, then the sets $\mathcal{E}_F$, $\mathcal{E}_N$, and $\mathcal{E}_S$ are uncountable when non-empty.

**Proof.** If $ω(c)$ contains an interval, then $ω(c) = [c_2, c_1]$ or $T$ is renormalisable, and the deepest renormalisation is a unimodal map with $ω(c) = [c_2, c_1]$. Hence we can assume that $ω(c) = [c_2, c_1]$.

First we claim that $\{c_{S_k} : k ∈ \mathbb{N}, Q(k) ≤ 1\}$ is dense in $[c_2, c_1]$ if $s ∈ A$. Note that since $\{c_{S_k} : k ∈ \mathbb{N}\}$ is dense in $[\hat{z}_1, c_1]$ (cf. Proposition A.2) it follows that $\{c_{S_k} : k ∈ \mathbb{N}, Q(k) = 0\}$ is dense in $[c_2, c]$, and since $\{c_{S_k} : k ∈ \mathbb{N}\}$ is dense in $[\hat{z}_2, \hat{z}_1]$, it follows that $\{c_{S_k} : k ∈ \mathbb{N}, Q(k) = 1\}$ is dense in $[c, c_1]$.

So we can find $k_1$ so that $z_1 ∈ (c_{S_{k_1}}, c)$ (so $Q(k_1 + 1) ≤ 1$) and $Q(k_1 − 1) ≤ 1$. Assume now by induction that $k_{i−1}$ is chosen such that $z_1 ∈ (c_{S_{k_{i−1}}}, c)$ (so $Q(k_{i−1} + 1) ≤ 1$) and $Q(k_{i−1} − 1) ≤ 1$. Next choose $k_i > k_{i−1}$ such that $Q(k_i − 1) ≤ 1$, $c_{S_{k_{i−1}}} ∈ \Upsilon_{k_{i−1}}$ (so $Q(k_i) = k_{i−1}$), and in fact so close to $z_{k_{i−1}−1}$ that $z_1 ∈ (c_{S_{k_i}}, c)$. Note that this is possible since $f^{Q(k_i)}((z_{k_{i−1}−1}, z_{k_{i−1}})) = (c_{S_{Q(k_i−1)}}, c) = (c_{S_{k_{i−2}}}, c) ≥ z_1$. Since we have a choice at each induction step, we obtain this way uncountably many sequences $(k_i)_{i≥1}$ with $Q(k_i) = k_{i−1}$ for $i ≥ 2$, $Q(Q(k_i − 1) + 1) bounded$, and $\liminf_i Q(k_i + 1) ≤ 1$. 


Alternatively, we can choose by induction $k_i > k_{i-1}$ such that $Q(k_i - 1) \leq 1$, $c_{sk_{i-1}} \in T_{k_{i-1}}$ (so $Q(k_i) = k_{i-1}$), and in fact so close to $z_{k_{i-1}}$ that $c_{sk_i} \in (z_i, c)$, so $Q(k_i + 1) > i$. Since we have a choice at each induction step, we obtain this way uncountably many sequences $(k_i)_{i \geq 1}$ with $Q(k_i) = k_{i-1}$ for $i \geq 2$, $Q(Q(k_i - 1) + 1)$ bounded, and $\lim_{i} Q(k_i + 1) = \infty$.

Thus by Proposition 3.5 there are uncountably many spiral points and uncountably many flat endpoints (at the bars of basic sin($1/x$)-continua). Finally, Corollary 4.30 gives that the set of nasty endpoints is uncountable as well.

Problem 5. If $\omega(c) = [c_2, c_1]$ are the sets $E_N, E_F$ and $E_S$ always uncountable when non-empty?

While $s \in A$ guarantees that $X$ contains a copy of every continuum that arises as an inverse limit space of a core tent map, there is no known complete generalisation of maps with this property. However, we are able to show that this property cannot hold if $\omega(c) \neq [c_2, c_1]$.

Proposition 4.32. If $\omega(c) \neq [c_2, c_1]$ then $X$ does not contain a copy of every inverse limit space from the parametrised tent family.

Proof. We only need to prove that in the case when $T$ is such that $\omega(c)$ is the Cantor set and $c$ is recurrent we cannot find every inverse limit space of the core tent map family in $X$. Let $X$ be a tent inverse limit space so that $\omega(c)$ is a Cantor set and $c$ is recurrent and assume that there exists $H \subset X$ so that $H$ is homeomorphic to a tent inverse limit space $Y$ with critical orbit $\tilde{c}$ dense in $[\tilde{c}_2, \tilde{c}_1]$. Since it follows from Proposition 4.1 that every point from $H$ is a folding point, there exists a non-degenerate arc $A \subset R \subset H$ such that every $x \in A$ is a folding point. Therefore, there exists an interval $\pi_0(A) \subset [c_2, c_1]$ with $|\pi_0(A)| > 0$ and such that $\pi_0(A) \subset \omega(c)$. Since the Cantor set is nowhere dense, we have a contradiction.

Despite the fact that we have proven the existence of nasty points in unimodal inverse limit spaces, our knowledge about them is limited. Because $s \in A$ if and only if the set $\{c_{sk}: k \in \mathbb{N}\}$ is dense in $[c_2, c_1]$ (cf. Proposition A.2), it is not even known if nasty points always exist when $\omega(c) = [c_2, c_1]$. If $c$ is recurrent and $\omega(c)$ is the Cantor set, then there is no known characterisation of subcontinua of $X$. It is a priori possible that there exist $X$ that contain complicated subcontinua which are realized as nested intersections of other non-arc unimodal inverse limit spaces with recurrent critical orbit for which $\omega(c)$ is a Cantor set. There are only some partial results on conditions precluding nasty endpoints. For example, constructions in [15] and [18] provide examples of inverse limit spaces of tent maps that have exactly points, arcs, rays, arc+rays continua and/or continua homeomorphic to core tent inverse limit spaces with finite critical orbits; in these cases, there are no nasty points. Thus we pose the following problem.

Problem 6. Give necessary conditions on the critical point $c$ so that the corresponding inverse limit space $X$ contains nasty points.
To make the preceding problem easier to study, one of the approaches is to first answer the following problem.

**Problem 7.** Give a symbolic characterisation of nasty points in $X$.

### Appendix A. Characterising $s \in \mathcal{A}$

We want to characterise $s \in \mathcal{A}$ in terms of kneading map/sequence. It turns out that $s \in \mathcal{A}$ if and only if $\{c_{S_k} : k \in \mathbb{N}\}$ is dense in $[c_2, c_1]$, see Proposition A.2. Naturally, if $\{c_{S_k} : k \in \mathbb{N}\}$ is dense in $[c_2, c_1]$, so is orb$(c)$. The following proposition shows that the converse does not hold, thus giving a positive answer to Question 6.4.8. in [16]. Specifically, we cannot claim that $s \in \mathcal{A}$ if and only if orb$(c)$ is dense in $[c_2, c_1]$. That does not mean that the self-similarity result of [4] does not hold for slopes for which orb$(c)$ is dense, with possibly more complicated construction. We pose the following problem:

**Problem 8.** If orb$(c)$ is dense in the core, does every neighbourhood of every point in $X$ contain a copy of every other tent inverse limit?

**Proposition A.1.** There exists a tent map with a dense critical orbit, such that $\{c_{S_k}\}_{k \in \mathbb{N}_0}$ is not dense in $[c_2, c_1]$.

**Proof.** According to Hofbauer [24, 17], a kneading sequence is admissible if and only if its kneading map $Q : \mathbb{N} \to \mathbb{N}_0$ exists and satisfies

$$Q(k) < k \quad \text{and} \quad \{Q(Q^2(k) + j)\}_{j \geq 1} \preceq_{\text{lex}} \{Q(k + j)\}_{j \geq 1} \quad \text{for all} \quad k \geq 1. \quad (5)$$

Here $\preceq_{\text{lex}}$ is the lexicographical order on sequences of natural numbers and $Q(0) = 0$ by convention. Taking $k - 1$ instead of $k$ in the left hand side of (5), we have $Q(Q^2(k - 1) + 1) \leq Q^2(k - 1) \leq Q(k - 1) - 1$. Therefore, regardless of what $Q(j)$ is for $j < k$, one can always set $Q(k) = m$ for any $m > Q(k - 1) - 1$. We can also set $m = Q(k - 1) - 1$ provided we take $Q(k + 1)$ sufficiently large, e.g. $Q(k + 1) \geq Q(Q^2(k) + 1)$, where if $Q(k + 1) = Q(Q^2(k) + 1)$ we have to take $Q(k + 2) \geq Q(Q^2(k + 1) + 1)$, etc.

The map is renormalisable if and only if there is some $k \geq 2$ such that $Q(k + j) \geq k - 1$ for all $j \geq 0$, see [17, Proposition 1(iii)], so assuming that $Q(k) \leq k - 2$ for all $k \geq 2$ prevents renormalisation.

Given a word $w \in \{0, 1\}^n$, let $w'$ be the same word with the last letter swapped. Suppose that the kneading sequence $\nu$ is known up to the cutting time $S_k$. Let $\mathcal{W}_k$ denote the collection of the words $w$ such that both $w$ and $w'$ appear in $\nu_1 \ldots \nu_{S_k}$, with the last letters of $w$ and $w'$ both at cutting times. (Obviously, $w \in \mathcal{W}_k$ if and only if $w' \in \mathcal{W}_k$.)

We extend $\nu_1 \ldots \nu_{S_k}$ in steps, every time adding a new pair of admissible words $w$ and $w'$ of shortest lengths so that their last letters appear at cutting times. In addition, we make sure that $Q(l) \leq l - 2$ (so as to avoid renormalisations) and also avoid using $Q(l) = 1$. Since every admissible word is a prefix of a word in $\cup_k \mathcal{W}_k$, the limit sequence
\( \nu \) corresponds to a tent map with a dense critical orbit. However, since \( Q(k) \neq 1 \) for all sufficiently large \( k \), \( \{c_{S_k}\}_{k \in \mathbb{N}} \) is not dense in the core.

So let us give the details of the construction. Start with

\[
\nu = \nu_1 \ldots \nu_7 = 1.0.0.0.101. \quad \text{(dots indicate cutting times, and } 7 = S_4)\]

Thus \( \mathcal{W}_4 = \{0, 1, 00, 01, 100, 101\} \), so the shortest missing pair is 10, 11. In fact, 10 already appears, but to accommodate 11, we extend \( \nu \) to

\[
\nu = 1.0.0.0.101.0.101.10001011.
\]

The extra block 101 is there to assure that \( Q(j) \leq j - 2 \).

Now for the general induction step, let \( \nu \) be (one of the) shortest admissible word(s) not yet appearing in \( \mathcal{W}_k \) and such that \( \nu' \) is admissible too. Let \( w \) be the longest common prefix of \( \nu \) and \( \nu' \) such that \( w \in \mathcal{W}_k \), so \( \nu = \nu w u \) and \( \nu' = \nu w' u' \). By switching the role of \( \nu \) and \( \nu' \) if necessary, we can assume that \( \nu' \) has an even number of ones in it. Also let \( 1 < n' < k \) be the smallest integer such that \( \nu' \) appears as the suffix of \( \nu_1 \ldots \nu_{S_{n'}} \). (If \( n' = k \), then extend \( \nu \) by one block \( \nu_1 \ldots \nu_{S_{k-1}} \nu'_{S_{k-1}} \).

Now extend \( \nu \) as

\[
\nu = \nu_1 \ldots \nu_{S_{n'}} \nu_{1} \ldots \nu_{S_{Q(k)-1}} \nu'_{S_{Q(k)-1}} \ldots \nu_{S_{Q(k)-2}} \nu'_{S_{Q(k)-2}} \ldots \nu_{1} \ldots \nu_{S_2} \nu'_{S_2},
\]

I By setting \( Q(j) = Q(j - 1) - 1 \) for successive \( j \geq k + 1 \), we bring down \( Q \) stepwise to 2. This is admissible since \( Q(Q^2(k + j - 1) + 1) \leq Q^2(k + j - 1) \leq Q(k + j - 1) - 1 = Q(k + j) \) for all \( j \) as above. Also, according to (5), any value of \( Q \) greater than 1 is allowed directly afterwards.

II Since both \( u \) and \( u' \) are allowed words, the last letter of the appearance of \( u' \) is a cutting time. By the choice of \( n' \) the word \( \nu_1 \ldots \nu'_{S_{n'}} u' \) is admissible. Since \( w \) is the suffix of \( \nu_1 \ldots \nu_{S_{n'-1}} \nu'_{S_{n'}} \), we now have \( \nu' \) appearing with the last letter at a cutting time.

First, let us give some additional notation in order to explain that \( \nu_1 \ldots \nu'_{S_{n'}} u' \) is admissible and that we indeed have cutting times in the word \( \nu_1 \ldots \nu'_{S_{n'-1}} \nu'_{S_{n'}} u' \) as denoted.

The extended Hofbauer tower is the disjoint union of intervals \( \tilde{D}_n \subset I, \tilde{D}_1 = (c, c_1) \) and

\[
\tilde{D}_{n+1} := \begin{cases} T(\tilde{E}_n) & \text{if } c \in \overline{D}_n; \\ T(\tilde{D}_n) & \text{if } c \notin \overline{D}_n, \end{cases}
\]

where \( \tilde{E}_n \) is the component of \( \tilde{D}_n \setminus \{c\} \) containing \( c_n \) (if \( c_n = c \), we take \( \tilde{E}_n = \tilde{D}_n \setminus \{c\} \)). It follows that \( D_n \subset \tilde{D}_n \) for every \( n \in \mathbb{N} \). The usual cutting times \( \{S_k\}_{k \in \mathbb{N}} \) are also cutting times for the extended tower, however there might be other cutting times. If \( c \in \tilde{D}_n \) but \( c \notin D_n \), then \( n \) is a co-cutting time, denoted
by $\tilde{S}_t$ (for further information on co-cutting times and explanatory pictures see [17]).

Let $\xi(j) := \min\{k > j : \nu_k \neq \nu_{k-j}\}$ and recall that the co-cutting times are the $\xi$-orbit starting at $\min\{j > 1 : \nu_j = 1\}$, whereas the cutting times are the $\xi$-orbit starting at 1. An admissibility condition equivalent to (5) is that the sequences of cutting times and co-cutting times are disjoint (see Admissibility condition A3 in [17]).

Since $n'$ is chosen minimal, the largest co-cutting time before $S_{n'}$ is greater than $S_{n' - |w|}$ and in particular, $S_{Q^2(n')} < |w|$ (because when there is a co-cutting time between $S_{n'}$ and $S_{n'-1}$, $S_{n'} - S_{Q^2(n')}$ has to be a co-cutting time). The block $\nu_1 \cdots \nu'_S$, is admissible, and thus $S_{n'} - S_{Q^2(n')}$ must be a co-cutting time.

Since $\nu'$ is an admissible word, if we mark the $\xi$-orbits inside $\nu'$ starting at entries $|w|$ and $|w| - S_{Q^2(n')}$, we find them disjoint. Therefore, if we mark the $\xi$-orbits inside $\nu_1 \cdots \nu'_S$ at entries 1 and $S_{n'} - S_{Q^2(n')}$, we find them disjoint as well. Therefore $\nu_1 \cdots \nu'_S \nu'$ is admissible, and the same argument applies to $\nu_1 \cdots \nu'_S \nu$. In particular, $|\nu_1 \cdots \nu'_S \nu|$ must indeed be a cutting time, and since $\nu'$ has an even number of ones by choice, block II ends indeed at a cutting time.

III This extra block $\nu_1 \cdots \nu_{S-1}'$ is there to prevent us from having $Q(j) = j - 1$.

We choose $r$ minimal such that the extension with this block is admissible.

IV Here we added (previous $\nu$) + block I + block II with the last symbol switched, so $Q(j) = j - 2$ which is always allowed. We now have $\nu$ appearing with the last letter at a cutting time.

We will now verify that $|u|$ is a cutting time and $|u| \neq 2$, so that we can conclude by induction that $Q(j) \neq 1$ for this extended $\nu$.

\begin{figure}[h]
\centering
\begin{tikzpicture}[scale=0.8]
  \node (z1) at (0,0) {$z$};
  \node (z2) at (1,0) {$z'$};
  \node (z3) at (2,0) {$c$};
  \node (z4) at (0,1) {$z_{n'-1}$};
  \node (z5) at (1,1) {$z_n$};
  \node (z6) at (2,1) {$c$};
  \node (z7) at (0,2) {$T^{m'-m}$};
  \node (z8) at (1,2) {$T^m$};
  \node (z9) at (2,2) {$\tilde{S}_t$};
  \node (z10) at (0,3) {$T^m$};
  \node (z11) at (1,3) {$T^{m'-m}$};
  \node (z12) at (2,3) {$S_{n'}$};

  \draw[->] (z1) -- (z2);
  \draw[->] (z2) -- (z3);
  \draw[->] (z4) -- (z5);
  \draw[->] (z5) -- (z6);
  \draw[->] (z6) -- (z7);
  \draw[->] (z7) -- (z8);
  \draw[->] (z8) -- (z9);
  \draw[->] (z9) -- (z10);
  \draw[->] (z10) -- (z11);
  \draw[->] (z11) -- (z12);

  \node (c_a) at (0,-1) {$c_a$};
  \node (c_b) at (2,-1) {$c_b$};
  \node (z_j) at (1,-1) {$z_j$};

  \node (z) at (0,1.5) {\footnotesize $z$};
  \node (Z) at (1,1.5) {\footnotesize $Z$};
  \node (Z') at (2,1.5) {\footnotesize $Z'$};
  \node (c) at (0,2.5) {\footnotesize $c$};
  \node (S_t) at (2,2.5) {\footnotesize $\tilde{S}_t$};
  \node (T^m) at (2,3.5) {\footnotesize $T^m$};

  \node (T^{m'-m}) at (2,2.0) {\footnotesize $T^{m'-m}$};
  \node (S_{n'}) at (2,2.5) {\footnotesize $S_{n'}$};

\end{tikzpicture}
\caption{Illustration of the sets $Z$, $Z'$ and points $c_a$, $c_b$}
\end{figure}

First note that $w$ and $w'$ correspond to two adjacent cylinder sets $Z$ and $Z'$ of length $m := |w|$, and with some $z \in T^{-m}(c)$ as common boundary point. Thus there are integers $1 \leq a, b < n'$ such that $T^m : Z \cup Z' \to [c_a, c_b]$ is monotone onto and $[c_a, c_b] \ni c$, so $a$ and $b$ are in fact cutting times. Assume without loss of generality that $T^m(Z) = [c_a, c]$. Since both $wu$ and $wu'$ are admissible (and are the shortest words of the form $wu$ with this property), there is a closest precritical point $z_j \in [c_a, c]$ and $S_j = |u|$. Since $a = S_i < S_k$ is a cutting time with $Q(i) = j$, we get by induction $Q(i) \neq 1$, so $|u'| = S_j \neq 2$. \qed
The previous proposition in combination with the following show that one cannot use [4] for showing that all dense critical orbit cases have the self-similarity property.

**Proposition A.2.** The set \( \{ c_{S_k} : k \in \mathbb{N} \} \) is dense in \([c_2, c_1]\) if and only if \( s \in \mathcal{A} \).

**Proof.** Recall that \( \{S_k\}_{k \geq 0} \) denotes the set of cutting times of \( T \), and \( z_k, \hat{z}_k := 1 - z_k \) are the closest precritical points, i.e., \( T^{S_k}(z_k) = T^{S_k}(\hat{z}_k) = c \) and \( T^j([z_k, \hat{z}_k]) \not\ni c \) for \( 0 < j < S_k \). Also recall that \( s \in \mathcal{A} \) if for any \( a \in [c_2, c] \) and \( \delta > 0 \) there exist \( n \in \mathbb{N} \) and \( c_2 < a_s < b_s < c_1 \) such that \( T^n_s(a_2) \in (a - \delta, a + \delta) \), \( T^n_s(a_s) = c_2 \), \( T^n_s(b_s) = c \) and \( T^n_s \) is monotone on \([c_2, a_s]\) and \([a_s, b_s]\).

Assume that \( \{ c_{S_k} : k \in \mathbb{N} \} \) is dense in \([c_2, c_1]\). Fix \( a \in [c_2, c] \) and \( \delta > 0 \). Let \( c_{-2} = \hat{z}_0 \) and denote by \( c_{-2} \) the point in \((c_{-1}, c_1)\) such that \( T^2(c_{-2}) = c \), if such a point exists. Otherwise take \( c_{-2} = c_1 \). Since \( T^3([c_{-1}, c_{-2}]) \supset [c_2, c] \), there exists \( x \in [c_{-1}, c_{-2}] \) such that \( T^3(x) = a \). Find \( k \in \mathbb{N} \) such that \( c_{S_k} \in (x - \delta/s^3, x + \delta/s^3) \). Then (see Figure 3) there are \( y_1 < y_2 < c_{S_k} \) such that \( T^3(y_1) = c, T^3(y_2) = c_2, T^3(c_{S_k}) \) is in the \( \delta \)-neighbourhood of \( a \), and \( T^3 \) is linear on \([y_1, y_2]\) and \([y_2, c_{S_k}]\). Also, since \( S_k \) is a cutting time, there is an interval \([z, c]\) such that \( T^{S_k}([z, c]) = [y_1, c_{S_k}] \) is one-to-one, and thus the conditions in the definition of \( \mathcal{A} \) are satisfied for \( n = S_k + 1 \), \( b_s = T^2(z) \), and \( a_s \in [c_2, b_s] \) the unique point such that \( T^{S_k+1}(a_s) = c_2 \).

![Figure 3. A step in the proof of Proposition A.2.](image)

For the other direction, take \( s \in \mathcal{A} \), and assume by contradiction that \( \{ c_{S_k} : k \in \mathbb{N} \} \) is not dense in \([c_2, c_1]\). Note that if there are \( c_2 < a_s < b_s < c_1 \) and \( n \in \mathbb{N} \) such that \( T^n|_{[c_2, a_s]} \) and \( T^n|_{[a_s, b_s]} \) are one-to-one and \( T^n(a_s) = c_2, T^n(b_s) = c \), then \( T^{n-2} \) maps \([c_2, b_s]\) one-to-one onto \([z_1, c_n]\) if \( c < c_n \), or onto \([c_n, \hat{z}_1]\) if \( c_n < c \). In any case, since there is an interval \([c, b_{-2}]\) mapped one-to-one onto \([c_2, b_s]\), we conclude that \( n \) is a cutting time. Since \( s \in \mathcal{A} \), it follows that \( \{ c_{S_k+2} : k \in \mathbb{N} \} \) is dense in \([c_2, c]\).

Define a map

\[
F : [c_2, c_1] \setminus \{ c \} \to [c_2, c_1] \setminus \{ c \}, \quad y \mapsto T^{S_k}(y) \quad \text{if} \quad y \in \mathcal{Y}_k,
\]

for \( k \in \mathbb{N}_0 \), see Figure 4.

By Equation 2, \( c_{S_k} \in \mathcal{Y}_{Q(k+1)} \), so it follows that \( F(c_{S_k}) = T^{S_{Q(k+1)}}(c_{S_k}) = c_{S_{k+1}} \) for every \( k \in \mathbb{N}_0 \).
Let $P := \{ c_{S_k} \}_{k \in \mathbb{N}_0}$ and recall that $P \neq [c_2, c_1]$ by assumption. Thus if $y \in P \setminus \{ z_k : k \in \mathbb{N}_0 \}$, then $F(y) \in P$. Assume by contradiction that $P$ contains an interval $J \subseteq [c_2, c_1]$. Without the loss of generality we can take $J = (y, z_k)$ for some $y \in (z_{k-1}, z_k)$ (otherwise iterate and use that $F(c_{S_k}) = c_{S_{k+1}}$). Then $F(J) = (T^{S_k}(y), c)$ and $F(J) \subset P$. It follows from [16, Proposition 6.2.12] that $\omega(c)$ is nowhere dense if $\lim\inf_{k \geq 0} Q(k) \geq 2$, so we can assume that for every $\varepsilon > 0$ the interval $(c - \varepsilon, c)$ contains $z_k$ such that $F^2(J) \supset F([z_k, z_{k+1}]) = [c_2, c)$ or $(c, c_1]$. We can further conclude that $[c_2, c]$ or $[c, c_1]$ is contained in $P$. But then $P \supset F^2(P) = [c_2, c_1]$, which is a contradiction.

We conclude that $P$ is nowhere dense and thus $T^2(P) \supset [c_2, c]$ is also nowhere dense, which is a contradiction. $\square$
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