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Abstract

The purpose of this paper is to establish mixing rates for infinite measure preserving almost Anosov diffeomorphisms on the two-dimensional torus. The main task is to establish regular variation of the tails of the first return time to the complement of a neighbourhood of the neutral fixed point.
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1 Introduction

Almost Anosov diffeomorphisms on the two-dimensional torus were introduced in [HY95, H00] where it was shown that, depending on the local dynamics near the (for simplicity single) neutral fixed point, there is a finite or infinite SRB measure. The recent paper [HZ16] provides polynomial mixing rates, in the finite measure setting and with bounds on the exponent rather than a precise exponent, within a certain parameter range, see Remark 2.4. In [HZ16], the existence of a Markov partition, a first return inducing scheme, quotient dynamics (i.e., they factor out the stable direction), and the by now well-established renewal theory [S02, G04] are used.

In this paper we prove mixing results for almost Anosov diffeomorphisms on the torus, with an infinite SRB measure. The class of maps is somewhat wider (see (2) below), but more importantly, using an entirely different method from [H00, HZ16], we are able to establish much more precise tail estimates for the inducing scheme: there is $C_0 > 0$ such that

$$\mu(\varphi > n) = C_0 n^{-\beta} (1 + o(1))$$

with the more precise form the $o(1)$ given in Theorems 1.1 and 1.2. We say that the sequence $\mu(\varphi > n)$ is regularly varying with index $\beta$ with involved slowly varying function $\ell(n) = C_0$. These estimates hold for the entire parameter range $\{a_0, a_2, b_0, b_2 > 0, a_0 b_2 -$
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\(a_2 b_0 \neq 0\), see formula (2), so both for the finite measure (\(\beta > 1\)) and the infinite measure case (\(\beta \leq 1\)). In the finite measure setting we limit ourselves to a few remarks, because the exact equality in (1) is not needed to obtain mixing rates. In this paper, we focus our attention on the infinite measure setting where regular variation of the tail of \(\varphi\) is crucial to obtain mixing results as presented in Theorems 1.3, 1.4 and 1.5.

A way of obtaining mixing rates for finite measure preserving invertible Markov systems is to collapse stable leaves, work on the quotient space and transfer the results back to the original system. In the infinite measure setting this strategy gives mixing, but doesn’t seem to work for mixing rates (that is, higher order of the correlation function, [MT12], see also Theorem 1.4 below for an illustration of this notion): see [M15].

For this reason we use, as in [LT16], anisotropic Banach spaces of distributions where the transfer operator of the induced map acts, and we establish the required spectral properties directly. More precisely, we show that a slightly modified version of the Banach space considered in [LT16] (a simplification of [DL08]) can be used to obtain optimal rates of mixing for almost Anosov diffeomorphisms preserving an infinite SRB measure studied in [H00].
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1.1 Set-up

Definition 1.1 [H00, Definition 1] Let \(T^2\) be the two-dimensional torus. A diffeomorphism \(f : T^2 \to T^2\) is called almost Anosov if there exists two continuous families of non-trivial cones \(x \to C^u_x, C^s_x\) such that except for a finite set \(S\),

\[
i) \quad Df_x C^u_x \subseteq C^u_x(f(x)) \quad \text{and} \quad Df_x C^s_x \supseteq C^s_x(f(x));
\]

\[
ii) \quad |Df_xv| > |v| \quad \text{for any} \quad 0 \neq v \in C^u_x \quad \text{and} \quad |Df_xv| < |v| \quad \text{for any} \quad 0 \neq v \in C^s_x.
\]

For \(x \in S\), \(Df_x = I\) is the identity.

Remark 1.1 In our setting the families of cones will be transversal, i.e., \(C^u_x \cap C^s_x = \{0\}\) at every \(x \in T^2\), unlike the systems studied in [LM05] where \(Df_p = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}\) at the neutral fixed point \(p\) and the corresponding stable and unstable manifolds are in fact tangent.

The starting point is an almost Anosov Markov diffeomorphism \(f : T^2 \to T^2\), with a single neutral fixed point \(p\) and \(f\) is \(C^{\kappa+2}\)-smooth (with even \(\kappa \in \mathbb{N}\) fixed), except possibly at the local stable and unstable manifolds \(W^{u/s}(p)\) where only \(C^1\) smoothness\(^1\) is assumed. Let \(\{P_i\}_{i=0}^k\) be the Markov partition for \(f\) (which we can assume to exist since \(f\) is a local perturbation from an Anosov diffeomorphism on \(T^2\)). We assume that \(p\) belongs to the interior of \(P_0\) and use a system of coordinates in which \(p\) is the origin, and the diffeomorphism \(f(x, y)\) has the local form

\[
(x(1 + a_0 x^\kappa + a_2 y^\kappa + O(|(x, y)|^{\kappa+1})), y(1 - b_0 x^\kappa - b_2 y^\kappa + O(|(x, y)|^{\kappa+1}))),
\]

\(^1\)but on either side of \(W^{u/s}\) we can extend \(f\) to \(W^{u/s}\) in a \(C^{\kappa+2}\) manner.
on a neighbourhood $U \supseteq P_0$. Here $a_0, a_2, b_0, b_2$ are positive real constants with $\Delta := a_2 b_0 - a_0 b_2 \neq 0$. (This notation is taken from [H00]; the absence of mixed terms and coefficients $a_1, b_1$ is explained further in Remark 2.2.) Then the horizontal and vertical axes are the unstable and stable manifolds of $p$ respectively. We assume that the Markov partition element $P_0 \subset U$ is a small rectangle such that $f^{-1}(P_0) \cup P_0 \cup f(P_0) \subset U$. Due to the symmetries $(x, y) \mapsto (\pm x, \pm y)$, it suffices to do the analysis only in the first quadrant $Q = [0, \zeta_0] \times [0, \eta_0]$ of $P_0$, see Figure 1. Without loss of generality (see Lemma 2.1) we can think of $[0, \zeta_0] \times \{\eta_0\}$ as a local unstable leaf and $\{\zeta_0\} \times [0, \eta_0]$ as a local stable leaf of the global diffeomorphism.

![Figure 1: The first quadrant $Q$ of the rectangle $P_0$, with stable and unstable foliations drawn vertically and horizontally, respectively.](image)

We consider an induced map $F = f^\varphi : Y \to Y$ for $Y := T^2 \setminus P_0$, where

$$\varphi(z) = \min\{n \geq 1 : f^n(z) \notin P_0\}$$

is the first return time to $Y$. Note that $F$ is invertible because $f$ is. In the first quadrant of $U \setminus P_0$, \{\varphi = n\} := \{z \in f^{-1}(Q) \setminus Q : \varphi(z) = n\}, n \geq 2, are vertical strips adjacent to the local unstable leaf $[0, \zeta_0] \times \{\eta_0\}$, and converging to $\{0\} \times [\eta_0, \eta_1]$ as $n \to \infty$. The images $F(\{\varphi = n\})$ are horizontal strips, adjacent to the local stable leaf $\{\zeta_0\} \times [0, \eta_0]$, and converging to $[\zeta_0, \zeta_1] \times \{0\}$ as $n \to \infty$, see Figure 1.

In contrast to $f$, the induced map $F$ is uniformly hyperbolic, but only piecewise continuous. Indeed, continuity fails at the boundaries of the strips $\{\varphi = n\}, n \geq 2$, but these boundaries are local stable and unstable leaves, and it is possible to create a countable Markov partition refining $\{P_i\}_{i=1}^k$ of $Y$ for $F$, in which all the strips $\{\varphi = n\}$ are partition elements.

The map $F$ preserves an SRB measure $\mu$ and for every maximal unstable leaf $W^u$ inside $F(P_i)$ for some $i$, the conditional measure $\mu_{W^u}$ is absolutely continuous w.r.t. the conditional Lebesgue measure $m_{W^u}$, see [HY95, Lemma 5.2]. In fact, the density $h_{W^u} := \frac{d\mu_{W^u}}{dm_{W^u}}$ is bounded, bounded away from zero and (using a straightforward adaptation of [HY95, Proposition 3.1]) $C^{\kappa+1}$ smooth.
Our goal is to estimate the tails

$$\mu(\varphi > n) := \mu(\{z \in f^{-1}(Q) \setminus Q : \varphi(z) > n\}).$$

The $f$-invariant pullback measure $\mu_f(A) = \sum_{n\geq 0} \mu(f^{-n}(A) \cap \{\varphi > n\})$ is finite if and only if $\sum_n \mu(\varphi > n) < \infty$. When later on we speak of the (in)finite measure case, this refers to $\mu_f$ being (in)finite, since $\mu$ itself is always finite, and scaled to be a probability measure.

To estimate $\mu(\varphi > n)$, we first estimate $m(\varphi > n)$ (in Proposition 2.1) assuming that locally, $f$ is the time-1 map of the flow of the differential equation

$$\begin{align*}
\dot{x} &= x(a_0 x^\kappa + a_2 y^\kappa + O(|(x,y)|^{\kappa+1})), \\
\dot{y} &= -y(b_0 x^\kappa + b_2 y^\kappa + O(|(x,y)|^{\kappa+1})),
\end{align*}$$

where $a_0,a_2,b_0,b_2 > 0$ with $\Delta = a_2 b_0 - a_0 b_2 \neq 0$. This approach of replacing a map by the time-1 map of a flow, in the context of billiards, was followed in [K79, M83, PSZ16] and [BCD11, Section 6] but only insofar that the time-1 map of the flow approximates the map. In general, it is unlikely that on the whole manifold a diffeomorphism exactly coincides with the time-1 map of a vector field, see e.g. [P74]. However, due to [DRR81, Theorem B and consequence 1(ii) on page 36], inside the neighbourhood $U$ this holds for $C^\infty$ diffeomorphisms. Proposition 2.2 yields the regular variation of the tails w.r.t. Lebesgue measure in this $C^\infty$ setting. For $C^{\kappa+2}$ diffeomorphisms $f$, there seems to be no general result that $f$ is the time-1 map of a $C^{\kappa+1}$ vector field ([DR83] gives results depending on the smoothness of the vector field). Therefore, we first perturb $f$ to a $C^\infty$ diffeomorphism, next use the asymptotics obtained from the vector field, and finally interpret the results for $f$ using an extra approximation argument, see Lemma 2.3. The fact that the conditional densities $h_{\nu^a}$ are smooth finally allows us to transfer the Lebesgue estimates to estimates in terms of $\mu$.

### 1.2 Main results

**Theorem 1.1** Let $f$ be a $C^{\kappa+2}$ diffeomorphism (with even $\kappa \in \mathbb{N}$) on the torus of the form (2) near $(0,0)$. Then the tails $\mu(\varphi > n)$ have regular variation:

$$\mu(\varphi > n) = C_0 n^{-\beta} \left(1 + O(\max\{n^{-\beta_*}, n^{-1} \log n\})\right),$$

where $\beta := \frac{a_2 + b_2}{\Delta b_2}$, $\beta_* := \frac{1}{\kappa} \min \left\{1, \frac{a_2}{b_2}, \frac{b_0}{a_0}\right\} \leq \min\{\beta, 1/\kappa\}$ and $C_0 > 0$ is a constant given at the end of the proof. In particular, $\mu_f$ is infinite if and only if $\beta \leq 1$.

**Remark 1.2** The $C^{\kappa+2}$ assumption is used for metric estimates in Proposition 2.2. As $\kappa \geq 2$, this implies that $f$ is $C^4$, and this is used to guarantee the existence of the SRB-measure $\mu_f$ (which relies on $C^4$ smoothness of the stable and unstable leaves, see [H00, Theorem B]).

In a special case (namely, when $f$ is the time-1 map of a vector field without higher order terms), our estimates are much sharper:

**Theorem 1.2** Suppose that the $C^4$ almost Anosov diffeomorphism $f$ on the torus is near $(0,0)$ the time-1 map of the flow of

$$\begin{align*}
\dot{x} &= x(a_0 x^\kappa + a_2 y^\kappa), \\
\dot{y} &= -y(b_0 x^\kappa + b_2 y^\kappa),
\end{align*}$$

(4)
where $a_0, a_2, b_0, b_2$ are positive real constants with $\Delta := a_2b_0 - a_0b_2 \neq 0$. Then there are real constants\(^2\) $H_j$ and $\tilde{H}_j$ such that

$$
\mu(\varphi > n) = \sum_{j=1}^{\kappa} H_j n^{-j\beta} - \sum_{j=1}^{\kappa} \tilde{H}_j n^{-(j\beta+1)} + O(\max\{n^{-(\kappa+1)\beta}, n^{-(2+\beta)}\})
$$

for all $n \geq 2$. As before, $\beta = \frac{a_2+b_2}{a_0b_2}$.

Theorems 1.1 and 1.2 (proved at the end of Sections 2.5 and 2.3 respectively) strengthen the estimates in [HZ16] considerably, see Remark 2.4.

**Remark 1.3** If $(\kappa + 1)a_0 = b_0$ and $a_2 = (\kappa + 1)b_2$, then the divergence of the vector field in (4) is zero, and the flow preserves Lebesgue measure (cf. [K79]). In this case $\beta = \frac{\kappa+2}{\kappa} > 1$. Provided the global dynamics preserves Lebesgue as well, Lebesgue measure is the SRB measure both in forward and backward time.

**Remark 1.4** The exponents seen in Theorems 1.1 and 1.2 depend on the quotients $b_2/a_2$ and $b_0/a_0$ rather than on $a_0, a_2, b_0, b_2$ separately. To explain this, note that the linear change of coordinates $r\bar{x} = x$, $s\bar{y} = y$ (on the quadrant $Q$, so we can drop the absolute value signs) transforms (4) into

$$
\begin{cases}
\dot{x} = \bar{x}(a_0r^\kappa \bar{x}^\kappa + a_2s^\kappa \bar{y}^\kappa), \\
\dot{\bar{y}} = -\bar{y}(b_0r^\kappa \bar{x}^\kappa + b_2s^\kappa \bar{y}^\kappa).
\end{cases}
$$

Apart from changing the size of the rectangle $Q$, this has no effect on the asymptotic behavior of the system (such as those described in Proposition 2.1), and therefore the important parameters (i.e., exponents) in the asymptotics should be independent of $r,s$. This is indeed true when they depend only on the quotients $b_2/a_2$ and $b_0/a_0$.

**Theorem 1.3** Consider the setting of Theorem 1.1 and assume that $\beta \in (\frac{1}{2}, 1)$. Then for all observables $v, w \in C^1$ supported on $Y$ we have

$$
\lim_{n \to \infty} n^{-\beta} \int_{T^2} v \cdot w \circ f^n d\mu_f = d_0 \int_{T^2} v d\mu_f \int_{T^2} w d\mu_f, \tag{5}
$$

where $d_0 = (C_0\Gamma(\beta)\Gamma(1-\beta))^{-1}$ with $C_0 > 0$ as in Theorem 1.1.

**Remark 1.5** Theorem 1.3 (including the case $\beta = 1$ and lim inf results for $\beta \leq \frac{1}{2}$) is an immediate consequence of Theorem 1.1 above and [M15, Theorem 1.1]; the approach of [M15] uses quotienting along the stable direction together with arguments from [MT12]. The proofs below follow the structure of the arguments in [LT16], and as in there, the case $\beta = 1$ will be omitted throughout. More importantly, the present method allows us to obtain the stronger result Theorem 1.4 for the range $\beta > \frac{1}{2}$.

**Remark 1.6** It is not clear to us how to get good estimates for the small tails $\mu(\varphi = n)$. Theorem 1.3 could have been improved to all $\beta \in (0,1)$ provided the small tails satisfy $\mu(\varphi = n) = O(n^{-(1+\beta)})$: this would then have been an immediate consequence of [G11] and [M15]. However, in the setting of Theorem 1.1, we have no better estimate than $\mu(\varphi = n) = O(\max\{n^{-(\beta+\beta_s)}, n^{-(1+\beta)\log n}\})$ and $\beta_s \leq \beta$. This is caused by the estimates for $\tilde{T}$ we use in the last step of the proof of Proposition 2.2.

\(^2\)These constants are typically nonzero; the precise values are given in the proof of Theorem 1.2.
Mixing rates are obtained as well.

**Theorem 1.4** Assume the setting of Theorem 1.3 with $3 \leq \beta < \frac{3}{2}$ and $\beta_* \in \left(\frac{1}{3}, \beta\right)$. Take $q := \max\{j \in \mathbb{N} : (j + 1)\beta > j\}$. Then there are (generically nonzero) real constants $d_1, \ldots, d_q$ such that

$$\int_{\mathbb{T}^2} v \cdot w \circ f^n \, d\mu_f = \left(d_0 n^{\beta-1} + d_1 n^{2(\beta-1)} + \cdots + d_q n^{(q+1)(\beta-1)}\right) \int_{\mathbb{T}^2} v \, d\mu_f \int_{\mathbb{T}^2} w \, d\mu_f + E_n,$$

where $E_n = O(n^{-(\beta_*-1/3)}, n^{-(\beta+\beta_*-1)/3})$.

In the stronger setting of Theorem 1.2, the rates can be improved.

**Theorem 1.5** Assume the setting of Theorem 1.4 for the time-1 map of the vector field (4) and $\beta \in (0, 1)$. Then (6) holds with $E_n = O(n^{-1}(\log n)^r)$ for $r = 1$ if $\beta \neq \frac{1}{2}$ and $r = 2$ if $\beta = \frac{1}{2}$.

### 1.3 Summary of the abstract framework and hypotheses in [LT16]

In this section we recall the abstract framework and hypotheses in [LT16] as relevant for the class of maps previously described. We check these hypotheses for our almost Anosov diffeomorphisms in Section 3.

Let $R : L^1(m) \to L^1(m)$ be the transfer operator for the first return map $F : Y \to Y$ w.r.t. Lebesgue measure $m$. We recall that $R$ is defined by duality on $L^1(m)$ via the formula $\int_Y Rv w \, dm = \int_Y v \, w \circ F \, dm$ for all bounded and measurable $w$ (see Section 3.4 for a more explicit description).

In this work we verify that in the case of the map described in Section 1.1, there exist two Banach spaces of distributions $\mathcal{B}, \mathcal{B}_w$ supported on $Y$ such that

(H1) (i) $C^1 \subset \mathcal{B} \subset \mathcal{B}_w \subset (C^1)'$, where $(C^1)'$ is the dual of $C^1 = C^1(Y, \mathbb{C})$.

(ii) There exists $C > 0$ such that for all $h \in \mathcal{B}$, $\phi \in C^1$, we have $h\phi \in \mathcal{B}$ and $\|h\phi\|_{\mathcal{B}} \leq C\|h\|_{\mathcal{B}}\|\phi\|_{C^1}$.

(iii) The transfer operator $R$ associated with $F$ maps continuously from $C^1$ to $\mathcal{B}$, and $R$ admits a continuous extension to an operator from $\mathcal{B}$ to $\mathcal{B}$, which we still call $R$.

(iv) The operator $R : \mathcal{B} \to \mathcal{B}$ has a simple eigenvalue at 1 and the rest of the spectrum is contained in a disc of radius less than 1.

A few comments on (H1) are in order and here we just recall the ones in [LT16]. We note that (H1)(i) should be understood in terms of the usual convention (see, for instance, [GL06, DL08]) which we follow here: there exists continuous injective linear maps $\pi_i$ such that $\pi_1(C^1) \subset \mathcal{B}$, $\pi_2(\mathcal{B}) \subset \mathcal{B}_w$ and $\pi_3(\mathcal{B}_w) \subset (C^1)'$. We will often leave such maps implicit, unless this might create confusion. In particular, we assume that $\pi = \pi_3 \circ \pi_2 \circ \pi_1$ is the usual embedding, i.e., for all $h, \phi \in C^1$

$$\langle \pi(h), \phi \rangle = \int_Y h\phi \, dm.$$

---

3There is an open region in parameter space (e.g. $\frac{2}{3}b_2 < a_2 < b_2$, $b_0 > \frac{2}{3}a_0$ for $\kappa = 2$), where $\beta_* \in \left(\frac{1}{3}, \frac{1}{2}\right)$, and $\beta + \beta_* \in \left(\frac{5}{6}, \frac{3}{2}\right)$.

4We will use systematically a “prime” to denote the topological dual.
Via the above identification, the Lebesgue measure $m$ can be identified with the constant function 1 both in $(C^1)'$ and in $B$ (i.e., $\pi(1) = m$). Also, by (H1)(i), $B' \subset (C^1)'$, hence the dual space can be naturally viewed as a space of distributions. Next, note that $B' \supset (C^1)' \supset C \ni 1$, thus we have $m \in B'$ as well. Moreover, since $m \in B$ and $\langle 1, \phi \rangle = \langle \phi, 1 \rangle = \int \phi \, dm$, $m$ can be viewed as the element 1 of both spaces $B$ and $(C^1)'$.

By (H1), the spectral projection $P$ associated with the eigenvalue 1 is defined by $P = \lim_{n \to \infty} R^n$. Note that for each $\phi \in C^1$,

$$\langle P\phi, 1 \rangle = m(P\phi) = \lim_{n \to \infty} m(1 \cdot R^n \phi) = m(\phi) = \langle \phi, 1 \rangle.$$ 

By (H1)(iv), there exists a unique $\mu \in B$ such that $R\mu = \mu$ and $\langle \mu, 1 \rangle = 1$. Thus, $P\phi = \mu(\phi, 1)$. Also $R^n m = m$ where $R^n$ is dual operator acting on $B'$. Note that for any $\phi \in C^1$,

$$|\langle \mu, \phi \rangle| = |\langle P1, \phi \rangle| = \left| \lim_{n \to \infty} R^n m(\phi) \right| = \lim_{n \to \infty} |m(\phi \circ F^n)| \leq |\phi|_\infty.$$ 

Hence $\mu$ is a measure. For each $\phi \geq 0$,

$$\langle P1, \phi \rangle = \lim_{n \to \infty} \langle R^n 1, \phi \rangle = \lim_{n \to \infty} \langle 1, \phi \circ F^n \rangle \geq 0.$$ 

It follows that $\mu$ is a probability measure.

Summarizing the above, the eigenfunction associated with the eigenvalue 1 is an invariant probability measure for $F$ and we can write $P1 = \mu$.

In the rest of this section we list the hypotheses of [LT16] that we will verify for the map described in Section 1.1. Recall that $\varphi : Y \to \mathbb{N}$ is the first return time to $Y$. We verify that

(H2) there exists $C > 0$, $\alpha \in (0, 1]$ such that for any $n \in \mathbb{N}$ and $h \in B$ we have $1_{\varphi = n} h \in B_w$ and

$$|\langle 1_{\varphi = n} h, 1 \rangle| \leq C \|h\|_B \mu(Y_n)^\alpha.$$ 

In the infinite measure setting Theorem 1.1 implies that

(H3) $\mu(y \in Y : \varphi(y) = n) = \ell(n) n^{-\beta}$ where $\ell$ is slowly varying and $\beta \in (0, 1)$.

We also verify some standard assumptions in operator renewal theory as first developed in [S02, G04] (finite measure case) and [G11, MT12] (infinite measure case).

Let $\mathbb{D} = \{z \in \mathbb{C} : |z| < 1\}$ and $\bar{\mathbb{D}} = \{z \in \mathbb{C} : |z| \leq 1\}$. Given $z \in \mathbb{D}$, we define the perturbed transfer operator $R(z)$ (acting as operator $B \to B$ or $B \to B_w$) by $R(z)v = R(z^\varphi v)$. Also, for each $n \geq 1$, we define $R_n$ (acting on $B, B_w$) by $R_n v = R(1_{\varphi = n} v)$. We will show that

(H4) $\|R_n\|_B = O(m(\varphi = n)).$

Assumption (H4) ensures that $R(z) = \sum_{n=1}^{\infty} R_n z^n$ is a well defined family of operators from $B$ to $B$ (or from $B$ to $B_w$). Also, we notice that (H1) and (H4) ensure that $z \mapsto R(z)$, $z \in \mathbb{D}$, is a continuous family of bounded operators (analytic on $\mathbb{D}$) from $B$ to $B$ (or from $B$ to $B_w$). The following assumption was essential for the main abstract results in [LT16] and we shall verify it for the studied example.

(H5) i) There exist $C > 0$ and $\lambda > 1$ such that for all $z \in \mathbb{D}$, $h \in B$ and $n \geq 0$,

$$\|R(z)^n h\|_{B_w} \leq C |z|^n \|h\|_{B_w}, \quad \|R(z)^n h\|_B \leq C \lambda^{-n} |z|^n \|h\|_B + C |z|^n \|h\|_{B_w},$$

ii) For $z \in \mathbb{D} \setminus \{1\}$, the spectrum of $R(z) : B \to B$ does not contain 1.
1.4 Proofs of Theorems 1.3, 1.4 and 1.5

In Section 3, we verify that the map described in Section 1.1 satisfies (H1)–(H5). In Section 2, we provide the set of parameters for which this map satisfies the assumptions on \( \mu(\varphi > n) \) used in Theorems 1.3, 1.4 and 1.5. Given these facts, these results are an immediate consequence of previous works, as summarized below.

**Proof of Theorem 1.3.** This follows directly from [LT16, Theorem 1.1] (which is an extension of [MT12, Theorem 1.1]). \( \square \)

**Proof of Theorem 1.4.** This follows from [LT16, Theorem 1.2. i)] (an extension of [MT12, Theorem 9.1]) with \( 2\beta \) there replaced by \( \beta + \beta_* \). \( \square \)

**Proof of Theorem 1.5.** We note that [T16, Theorem 1.3] holds with the present Banach space of distributions described in Section 1.1 instead of the Banach space used in [T16] provided [T16, Lemma 2.1] is replaced by [LT16, Lemma 3.1]. The conclusion follows from this fact together with the argument used at the end of [LT16, Proof of Theorem 1.2. i)]. \( \square \)

2 Regular variation of \( \mu(\varphi > n) \)

Let \( Q := [0, \zeta_0] \times [0, \eta_0] \). We start with a harmless change of coordinates turning \( \partial Q \) into local stable and unstable leaves.

**Lemma 2.1** Let \( f \) be a \( C^\kappa \) diffeomorphism\(^5\) of the form (2). There is a \( C^{\kappa+2} \) change of coordinates which transforms the upper and right boundary of \( Q \) into the horizontal arc \([0, \zeta_0] \times \{ \eta_0 \} \) and the vertical arc \( \{ \zeta_0 \} \times [0, \eta_0] \) respectively, whilst the diffeomorphism \( f \) still has the form (2). That is, \( W^u((0, \eta_0)) \) and \( W^s((\zeta_0, 0)) \) contain locally a horizontal and vertical arc respectively.

**Proof.** Since \( f \) is \( C^{\kappa+2} \), the local unstable manifold \( W^u_{loc}(\eta_0) \) is a \( C^{\kappa+2} \) curve (by an adaptation of [HY95, Proposition 2.2(3)]), and it can be parametrised as \( x \mapsto (x, w(x)) \), say for \( 0 \leq x \leq \zeta_0 \). We can also assume that \( \zeta_0 \) is so small that \( |\eta_0 - w(x)| \leq \eta_0/10 \) for \( 0 \leq x \leq \zeta_0 \). Let \( \chi : \mathbb{R} \to [0, 1] \) be a \( C^\infty \) bump function supported on \( [-\eta_0/3, \eta_0/3] \) such that \( \chi(0) = 1 \) and \( |\chi'|_\infty \leq 3 \). Define the diffeomorphism

\[
\vartheta(x, y) = (x, y + \chi(y - w(x))(\eta_0 - w(x)))
\]

and set \( \tilde{f} = \vartheta \circ f \circ \vartheta^{-1} \). For this diffeomorphism, \( W^u(\eta_0) \) is a horizontal line. Then we apply the same argument to \( \tilde{f} \), with the roles of \( x \) and \( y \) interchanged, to straighten the local stable manifold \( W^s(\zeta_0) \). \( \square \)

2.1 Reformulation of the set-up of the neutral fixed point

Fix an even \( \kappa \in \mathbb{N} \). Consider the differential equation \( \dot{z} = X(z) \) for \( z = (x, y) \), defined on \( Q \) and vector field \( X = (X_1, X_2) \) given by (4). Clearly \( (0, 0) \) is the unique stationary point, and the time one map of the flow \( \Phi^t \) satisfies

\[
\Phi^t(x, y) = (x(1 + a_0x^\kappa + a_2y^\kappa + O(|z|^{2\kappa})), y(1 - b_0x^\kappa - b_2y^\kappa + O(|z|^{2\kappa}))) \, . \tag{7}
\]

\(^5\)We will use this lemma for \( r = \kappa + 2 \) and later for \( r = \infty \) for the \( f_j \)’s in the proof of Lemma 2.3.
This can be seen by applying the Taylor expansion
\[(\Phi^t(z))_i = z_i + X_i(z) t + \frac{t^2}{2} (DX(\Phi^s(z))X(\Phi^s(z)))_i \quad \text{for some } s_i \in [0, t], i = 1, 2,\]
applied to \(t = 1\), together with the fact that \(X(z) = O(|z|^{\kappa + 1})\) and \(|DX(\Phi^s(z))| = O(|z|^{\kappa})\). Here we used that \(|\Phi^s(z)| \leq 2|z|\), which follows because the operator
\[
\Pi : C([0, t], \mathbb{R}^2) \to C([0, t], \mathbb{R}^2), \quad (\Pi f)(s) = z + \int_0^s X(f(u)) \, du
\]
maps the ball in \((C([0, t], \mathbb{R}^2), \| \cdot \|_\infty)\) of radius \(2|z|\) into itself (proved via standard methods to show the existence and uniqueness of solutions to initial value problems, [T12, Chapter 2]).

The point \((0, 0)\) is a neutral fixed point of saddle type: the horizontal axis is the unstable and the vertical axis is the stable manifold.

**Remark 2.1** One can reduce the exponent \(\kappa\) to 1 using the change of coordinates \((\bar{x}, \bar{y}) = (x^\kappa, y^\kappa)\). This leads to the differential equation
\[
\begin{aligned}
\dot{\bar{x}} &= \kappa \bar{x}(a_0 \bar{x} + a_2 \bar{y}), \\
\dot{\bar{y}} &= -\kappa \bar{y}(b_0 \bar{x} + b_2 \bar{y}).
\end{aligned}
\]
and a similar expression for (7). (In fact, also when \(x\) and \(y\) have their own exponents \(\kappa_x, \kappa_y > 0\), the change of coordinates \((\bar{x}, \bar{y}) = (x^{\kappa_x}, y^{\kappa_y})\) leads to the analogue of (8).) However, this change of coordinates reduces a \(C^{\kappa+2}\) vector field to a \(C^{3+\frac{1}{2}}\) vector field, which may be awkward to work with. Keeping the \(\kappa\) all the way through retains some clarity in this respect.

**Remark 2.2** If mixed terms, say \(a_1, b_1\), are introduced, then we have no explicit formula for the first integral \(L\), see (12) below. In fact, no such \(L\) may exist if the mixed terms are too large. For example, if the vector field has the form
\[
\begin{aligned}
\dot{x} &= x(a_0 x^2 + a_1 xy + a_2 y^2), \\
\dot{y} &= -y(b_0 x^2 + b_1 xy + b_2 y^2),
\end{aligned}
\]
then there are invariant lines \(y = px\) for \(p = \frac{-(a_1+b_1) \pm \sqrt{(a_1+b_1)^2-4(a_0+b_0)(a_2+b_2)}}{2(a_2+b_2)}\) and hence the origin is no longer a simple neutral saddle point if \((a_1+b_1)^2 \geq 4(a_0+b_0)(a_2+b_2)\).

Let \(\eta_1\) be such that \(\Phi^{-1}(0, \eta_0) = (0, \eta_1)\). For initial condition \((\xi, \eta) \in \partial Q\) with \(\eta \in [\eta_0, \eta_1]\) and \(0 < \xi < \zeta_0\), define its exit time \(T(\xi, \eta)\) by
\[
\Phi^{T(\xi, \eta)}(\xi, \eta) = (\zeta_0, \omega(\eta, T)) \in \partial Q,
\]
see Figure 2 for the case \(\eta = \eta_0\). We invert this relation to obtain, for fixed \(\eta\), the asymptotic behaviour of \(\xi(\eta, T)\) (and \(\omega(\eta, T)\) as a byproduct) as \(T \to \infty\), because for integer values \(T = n\) and \(T = n - 1\), the curves \(\eta \mapsto \xi(\eta, T)\) parametrise the vertical boundaries of the strips \(\{ \varphi = n \}\).

For the vector field in (4), i.e., without higher order terms, very accurate estimates for \(\xi(\eta, T)\) and \(\omega(\eta, T)\) are given in Proposition 2.1 below. In itself, this gives no further benefit because the higher order asymptotics are diluted by the properties of the invariant
Figure 2: A solution of (4) with points \((\xi(\eta_0, T), \eta_0)\) and \((\zeta_0, \omega(\eta_0, T))\) drawn in.

measure \(\mu\), mostly the densities \(\frac{d\mu}{d\mu_{Wu}}\) conditioned to unstable leaves \(W^u\), of which we have no specific estimates. However, Proposition 2.1 sets the scene from which the general case follows by tracking the effects of the perturbations.

Assume that \(\Delta := a_2 b_0 - a_0 b_2 \neq 0\). Let \(u, v \in \mathbb{R}\) be the solutions of the linear equation

\[
\begin{cases}
(u + \kappa)a_0 = v b_0 \\
(v + \kappa)b_2 = u a_2
\end{cases}
\]

that is:

\[
\begin{cases}
u = \frac{\kappa b_2}{\Delta} (a_0 + b_0), \\
v = \frac{\kappa a_2}{\Delta} (a_2 + b_2).
\end{cases}
\]  

(9)

Note that \(u, v\) and \(\Delta\) all have the same sign. Define:

\[
\begin{aligned}
\beta_0 := \frac{a_0 + b_0}{\kappa a_0} &= \frac{u + v + \kappa}{\kappa v}, \\
\beta_2 := \frac{a_2 + b_2}{\kappa b_2} &= \frac{u + v + \kappa}{\kappa u}, \\
c_0 &= a_0 + b_0, \\
c_2 &= a_2 + b_2,
\end{aligned}
\]  

(10)

and note that \(\frac{\beta_0}{\beta_2} = \frac{u}{v}\) and \(\beta_0, \beta_2 > \frac{1}{\kappa}\) (or \(= \frac{1}{\kappa}\) if we allow \(b_0 = 0\) or \(a_2 = 0\) respectively).

In the statements of the main theorems in Section 1.2, \(\beta = \beta_2\).

Recall that in our choice of coordinates \(\{\zeta_0\} \times [0, \eta_0]\) is a local stable leaf. Therefore also the curves \(W_T := (\xi(\eta, T), \eta)\) are local stable leaves, simply because \(\Phi^T(W_T) \subset \{1\} \times [0, \eta_0]\). The next proposition establishes precise estimates for the parametrisation \(\eta \mapsto \xi(\eta, T)\) of such local stable leaves (i.e., vertical boundaries of the strips \(\{\varphi = n\}\)):

**Proposition 2.1** Consider a vector field on the 2-torus with local form (4) for \(a_0, a_2, b_0, b_2 \geq 0\) and \(\Delta \neq 0\). There are functions \(\xi_0(\eta), \omega_0(\eta), \xi_1(\eta), \omega_1(\eta) > 0\) independent of \(T\) (with exact expressions given in the proof) such that

\[
\xi(\eta, T) = \xi_0(\eta) T^{-\beta_2} \left(1 - \xi_1(\eta) T^{-1} + O(T^{-2}, T^{-\kappa \beta_2})\right)
\]

and

\[
\omega(\eta, T) = \omega_0(\eta) T^{-\beta_0} \left(1 - \omega_1(\eta) T^{-1} + O(T^{-2}, T^{-\kappa \beta_0})\right).
\]
Remark 2.3 If $a_2 = 0$ (resp. $b_2 = 0$), then the term $O(T^{-\kappa a_2}) = O(T^{-1})$ (resp. the term $O(T^{-\kappa b_2}) = O(T^{-1})$) and hence the term $\xi_1(\eta) T^{-1}$ (resp. $\omega_1(\eta) T^{-1}$) is no longer an exact asymptotic in our estimates.

Remark 2.4 In [HZ16, Proposition 4.1], it is shown that for $\kappa = 2$, $\eta = 1$ and $T = n \in \mathbb{N}$, $D_{\beta} n^{-1/\beta} \leq \xi(1, n) \leq D_{\alpha} n^{-1/\alpha}$, for any choice of $\alpha, \beta$ satisfying $\beta < \frac{2a_2 b_2}{a_2^2 + a_2 b_2 + b_2^2} < \frac{2b_2}{a_2} < \alpha$, and $D_{\alpha}, D_{\beta} > 0$ are independent of $n$. Proposition 2.1 corresponds to the value $\frac{1}{\beta_2} = \frac{2b_2}{a_2 + b_2}$, which lies in $[\frac{2a_2 b_2}{a_2^2 + a_2 b_2 + b_2^2}, \frac{2b_2}{a_2}]$, so Proposition 2.1 confirms [HZ16] and makes it more precise.

Remark 2.5 The solution of (4) with initial condition $(\zeta_0, 0)$ and $t \leq 0$ is $(x(t), y(t)) = ((\zeta_0 - \kappa a_0 t)^{-\frac{1}{\beta}}, 0)$, so $x(-T) \sim T^{-\frac{1}{\beta}}$. Then $(\xi(\eta_0, T), \eta_0)$ and $(x(-T), 0)$ lie on the same stable leave. Therefore the holonomy map $\pi : (\xi(\eta_0, T), \eta_0) \mapsto (x(-T), 0)$ along the stable foliation is at best Hölder continuous with exponent $\frac{b_2}{a_2 + b_2}$. This exponent tends to 1 as $a_2 \to 0$ or $b_2 \to \infty$, as one should expect. Namely, if $a_2 = 0$, then the first equation of (4) is decoupled and can be solved directly, see also [AA13] where a product type almost Anosov is taken as an example, and upper bounds for mixing rates are found using Young towers. For initial condition $(0, \eta_0)$, equation (4) his solved by $(x(t), y(t)) = (0, (b_2 \kappa t + \eta_0^{\kappa})^{-\frac{1}{\beta}})$. Therefore the limit case $b_2 \to \infty$ corresponds to arbitrary fast contraction along stable leaves, and it is known that already exponential contraction in the stable direction produces a Lipschitz stable foliation.

The plan of action is:

1. Find a first integral $L = L(x, y)$ for (4), so that the orbits are confined to level sets of $L$. This allows also to compute the exit point $(\zeta_0, \omega) = \Phi^T(\xi, \eta_0)$ simply because $L(\xi, \eta_0) = L(\zeta_0, \omega)$. This is done in Lemma 2.2 in Section 2.2.
2. Take the new coordinate $M = M(x, y) = y/x$, which reduces (4) to a one-dimensional differential equation

$$\dot{M} = Z(M, L).$$

(11)

3. Solve (11), or integrate its inverse $\frac{dt}{dM} = \frac{1}{Z(M, L)}$ to compute $T = \int_{M(\xi, \eta_0)}^{M(\zeta_0, \omega)} \frac{1}{Z(M, L)} dM$ for $L = L(\xi, \eta_0)$. This and the previous step are done in Section 2.3.
4. Perturb (4) by including higher order terms, and follow the proof of Proposition 2.1 in detail to estimate the effect of this perturbation. This is done in Section 2.4 and leads to the proof of Theorem 1.2.
5. Study the transition from diffeomorphism $f$ to vector field $X$. If $f$ is $C^\infty$ and has the form (2), then it can always be written as the time-1 map of a vector field of the form (3), see [DRR81, Theorem B and consequence 1(ii) on page 36]).
6. The $C^{\kappa + 2}$ setting requires an extra argument in which the vector field is approximated by $C^\infty$ vector fields with the same $(\kappa + 2)$-jet (i.e., the same Taylor expansion truncated at the $[\kappa + 2]$-nd term). Section 2.5 contains this argument, and also the final step passing from length estimates to estimates in terms of the invariant measure $\mu$. This leads to the proof of Theorem 1.1.

### 2.2 First integral

**Lemma 2.2** Recall $u, v$ and $\Delta$ from (9). The function

$$L(x, y) = \begin{cases} x^u y^v \left( \frac{a}{v} x^\kappa + \frac{b_2}{a} y^\kappa \right) & \text{if } \Delta > 0; \\ x^{-u} y^{-v} \left( \frac{a}{v} x^\kappa + \frac{b_2}{a} y^\kappa \right)^{-1} & \text{if } \Delta < 0. \end{cases}$$

(12)
is a first integral of (4).

This means that solutions of (4) are confined to level sets \( \{ L(x, y) = L_0 \} \) for \( L_0 \in \mathbb{R} \). For \( L_0 = 0 \), this level set is the union of the coordinate axes, and (as used in Proposition 2.2 below) \( L \) is Hölder continuous near the axes. For \( L_0 > 0 \), the level set \( \{ L(x, y) = L_0 \} \) roughly resembles a hyperbola in the first quadrant, with the coordinate axes as asymptotes, see Figure 2.

**Proof of Lemma 2.2.** First assume \( \Delta > 0 \), so \( u, v > 0 \) as well. By (9), we can write \( L(x, y) \) as

\[
L(x, y) = x^u y^v \left( \frac{b_0}{u + \kappa} x^\kappa + \frac{b_2}{u} y^\kappa \right) = x^u y^v \left( \frac{a_0}{v} x^\kappa + \frac{a_2}{v + \kappa} y^\kappa \right).
\]

Using these two equivalent expressions, we compute the Lie derivative directly

\[
\dot{L} = \langle \nabla L, X \rangle = \left( \frac{b_0}{u + \kappa}(u + \kappa)x^{u+\kappa-1}y^v + \frac{b_2}{u}ux^{u-1}y^{v+\kappa} \right) x(a_0 x^\kappa + a_2 y^\kappa)
- \left( \frac{a_0}{v}x^{u+\kappa}vy^{v-1} + \frac{a_2}{v + \kappa}x^{u}(v + \kappa)y^{v+\kappa-1} \right) y(b_0 x^\kappa + b_2 y^\kappa) = 0.
\]

Any function of a first integral is a first integral, in particular this holds for \( 1/L \). Therefore the conclusion is immediate for \( \Delta < 0 \) too. \( \square \)

2.3 The exact asymptotics for the vector field (4)

**Proof of Proposition 2.1.** We carry out the proof for \( \Delta > 0 \), so \( L(x, y) = x^u y^v(\frac{a_0}{v} x^\kappa + \frac{b_2}{u} y^\kappa) \) as in Lemma 2.2. The case \( \Delta < 0 \) goes likewise. Fix \( \eta \) such that \( (\xi(\eta, T), \eta) \in \Phi^{-1}(Q) \setminus \bar{Q} \). For simplicity of notation, we will suppress the \( \eta \) and \( T \) in \( \xi(\eta, T) \). We use the variable \( M = y/x \), so \( y = Mx \) and differentiating gives \( \dot{y} = Mx + M\dot{x} \). Recalling that \( c_0 = a_0 + b_0 \) and \( c_2 = a_2 + b_2 \) and inserting the values for \( \dot{x} \) and \( \dot{y} \) from (4), we get

\[
\dot{M} = -M(c_0 + c_2 M^\kappa)x^\kappa.
\]  

(13)

Assume that we are in the level set \( L(x, y) = L(\xi, \eta) = \xi^u \eta^v(\frac{a_0}{v} x^\kappa + \frac{b_2}{u} y^\kappa) \), then we can solve for \( x^\kappa \) in the expression

\[
\frac{a_0}{v} x^\kappa + \frac{b_2}{u} y^\kappa = x^u y^v(\frac{a_0}{v} x^\kappa + \frac{b_2}{u} y^\kappa) = x^{u+\kappa} M^v(\frac{a_0}{v} + \frac{b_2}{u} M^\kappa).
\]

Use (9) and (10) to obtain

\[
\frac{a_0}{v} + \frac{b_2}{u} M^\kappa = \frac{\Delta}{\kappa c_0 c_2} (c_0 + c_2 M^\kappa) \quad \text{and} \quad \frac{a_0 \xi^\kappa}{v} + \frac{b_2 \eta^\kappa}{u} = \frac{\Delta}{\kappa c_0 c_2} (c_0 \xi^\kappa + c_2 \eta^\kappa).
\]

This gives \( x^\kappa = \xi^{\frac{\kappa}{u+v+\kappa}} \eta^{\frac{\kappa}{u+v+\kappa}} M^{\kappa - \frac{\kappa}{u+v+\kappa}} \left( \frac{a_0 \xi^\kappa + b_2 \eta^\kappa}{c_0 + c_2 M^\kappa} \right) \frac{1}{\kappa v + \kappa u + \kappa} \) and, combined with (13),

\[
\dot{M} = -M^{1 - \frac{\kappa}{u+v+\kappa}} (c_0 + c_2 M^\kappa)^{1 - \frac{\kappa}{u+v+\kappa}} \xi^{\frac{\kappa}{u+v+\kappa}} \eta^{\frac{\kappa}{u+v+\kappa}} (c_0 \xi^\kappa + c_2 \eta^\kappa)^\kappa.
\]

Recall \( \beta_0 = \frac{u+v+\kappa}{u+v+\kappa} \) and \( \beta_2 = \frac{\kappa}{u+v+\kappa} \) from (10) (which also gives \( 1 - \frac{\kappa}{u+v+\kappa} = \frac{1}{\kappa \beta_0} + \frac{1}{\kappa \beta_2} \)) to simplify this to

\[
\dot{M} = -GM^{1 - \frac{1}{\beta_0}} (c_0 + c_2 M^\kappa)^\frac{1}{\beta_0} + \frac{1}{\beta_2},
\]

(14)
with
\[ G = G(\xi, \eta) := \xi^{1/2} \eta^{-1/2} \left( c_0 \xi^\kappa + c_2 \eta^\kappa \right)^{1 - \frac{1}{\kappa \beta_0} - \frac{1}{\kappa \beta_2}}. \] (15)

For the exit time \( T \geq 0 \), recall that \( \xi(\eta, T) \) and \( \omega(\eta, T) \) are such that the solution of (4) satisfies \( (x(0), y(0)) = (\xi(\eta, T), \eta) \) and \( (x(T), y(T)) = (\zeta_0, \omega(\eta, T)) \). This implies \( M(0) = \eta / \xi(\eta, T) \) and \( M(T) = \omega(\eta, T) / \zeta_0 \). Inserting this in (14), separating variables, and integrating we get
\[ \int_{\omega(\eta, T)/\zeta_0}^{\eta / \xi(\eta, T)} \frac{dM}{M^{1 - \frac{1}{\kappa \beta_0}} (c_0 + c_2 M^\kappa)^{\frac{1}{\kappa \beta_0} + \frac{1}{\kappa \beta_2}}} = G(\xi(\eta, T), \eta)T. \] (16)

In the rest of the proof, we will suppress the dependence on \( \eta \) and \( T \) in \( \xi(\eta, T) \) and \( \omega(\eta, T) \). We know that \( L(\xi(\eta, T), \eta) = \xi^\mu \eta^\nu \left( \frac{\partial}{\partial \xi} \xi^\kappa + \frac{\partial}{\partial \eta} \eta^\kappa \right) = \zeta_0^\mu \omega^\nu \left( \frac{\partial}{\partial \xi} \xi^\kappa + \frac{\partial}{\partial \eta} \eta^\kappa \right) = L(\eta, \omega(\eta, T)) \), which gives
\[ \xi^\mu \eta^\nu (c_0 \xi^\kappa + c_2 \eta^\kappa) = \zeta_0^\mu \omega^\nu (c_0 \xi^\kappa + c_2 \eta^\kappa). \] (17)

From their definition, \( \xi(\eta, T) \) and \( \omega(\eta, T) \) are clearly decreasing in \( T \), so their \( T \)-derivatives \( \xi'(\eta, T), \omega'(\eta, T) \leq 0 \). Since \( c_0, c_2 > 0 \) (otherwise \( \Delta = 0 \)), the integrand of (16) is \( O(M^{\frac{1}{\kappa \beta_0} - 1}) \) as \( M \to 0 \) and \( O(M^{-\frac{1}{\kappa \beta_2} - 1}) \) as \( M \to \infty \). Hence the integral is increasing and bounded in \( T \). But this means that \( G(\xi(\eta, T), \eta)T \) is increasing in \( T \) and bounded as well. Let \( g(\eta, T) = \xi(\eta, T)T^{\beta_2} \). Since
\[ G(\xi(\eta, T), \eta)T = g(\eta, T) \frac{\xi^\kappa + c_2 \eta^\kappa}{\xi^\kappa + c_2 \eta^\kappa} \left( c_0 g(\eta, T)^\kappa T^{-\kappa \beta_2} + c_2 \eta^\kappa \right)^{1 - \frac{1}{\kappa \beta_0} - \frac{1}{\kappa \beta_2}}, \]
and \( 1 - \frac{1}{\kappa \beta_0} - \frac{1}{\kappa \beta_2} > 0 \), we find that \( g(\eta, T) \) converges \(^6\):
\[ \xi_0(\eta) := \lim_{T \to \infty} g(\eta, T) = c_2 \left( \frac{\frac{1}{\kappa \beta_2}}{M^{\frac{1}{\kappa \beta_0} - \frac{1}{\kappa \beta_2}} (c_0 + c_2 M^\kappa)^{\frac{1}{\kappa \beta_0} + \frac{1}{\kappa \beta_2}}} \right)^{\beta_2}, \] (18)
where we have used \( \beta_2 (1 - \frac{1}{\kappa \beta_0} - \frac{1}{\kappa \beta_2}) = -\frac{\kappa \beta_2}{\kappa \beta_2 + \kappa \beta_0} = -\frac{1}{\kappa \beta_2} \) for the exponent of \( c_2 \), and \( \frac{\kappa \beta_2}{\kappa \beta_2 + \kappa \beta_0} = \frac{\kappa \beta_0}{\kappa \beta_0 + \kappa \beta_2} = \frac{1}{\kappa \beta_2} \) for the exponent of \( \eta \).

We continue the proof to get higher asymptotics. Differentiating (16) w.r.t. \( T \) gives
\[ -\frac{\eta^\frac{1}{\kappa \beta_2} \xi^{\frac{1}{\kappa \beta_2} - 1} \xi'}{(c_0 \xi^\kappa + c_2 \eta^\kappa)^{\frac{1}{\kappa \beta_0} + \frac{1}{\kappa \beta_2}}} - \frac{\frac{1}{\kappa \beta_2} \omega^{\frac{1}{\kappa \beta_0} - 1} \omega'}{(c_0 \xi^\kappa + c_2 \eta^\kappa)^{\frac{1}{\kappa \beta_0} + \frac{1}{\kappa \beta_2}}} = \partial G(\xi, \eta) / \partial T \xi' + G(\xi, \eta), \] (19)
where (by differentiating (15))
\[ \partial G(\xi, \eta) / \partial \xi = \kappa (b_0 \xi^\kappa + b_2 \eta^\kappa) \xi^{\frac{1}{\kappa \beta_2} - 1} \eta^{\frac{1}{\kappa \beta_0}} (c_0 \xi^\kappa + c_2 \eta^\kappa)^{-\frac{1}{\kappa \beta_0} - \frac{1}{\kappa \beta_2}}. \]

Combined with (15), (17) and (19), this gives
\[ -\frac{1}{\kappa \beta_0} \xi' - \frac{1}{\kappa \beta_2} \left( \frac{\xi^\nu}{\xi^\nu \eta^\nu} \right)^{\frac{1}{\kappa \beta_0} + \frac{1}{\kappa \beta_2} \omega^{\frac{1}{\kappa \beta_0} - 1} \omega'} = \kappa (b_0 \xi^\kappa + b_2 \eta^\kappa) T \eta^{\frac{1}{\kappa \beta_0}} \xi' + \eta^{\frac{1}{\kappa \beta_0}} \xi (c_0 \xi^\kappa + c_2 \eta^\kappa). \] (20)

\(^6\)For the symmetric statement on \( \omega(\eta, T) \), define \( \tilde{g}(\eta, T) := \omega(\eta, T)T^{\beta_0} \). Then \( \lim_{T \to \infty} \tilde{g}(\eta, T) = \lim_{T \to \infty} g(\eta, T)^{\beta_0 / \beta_2} \eta^{1 + \kappa / \kappa \beta_0} - b_0 / a_0 (\frac{\kappa \beta_0}{\kappa \beta_2})^{1 / \kappa \beta_2}. \)
Because \( \frac{1}{\kappa\beta_0} + \frac{1}{\kappa\beta_2} - 1 = -\frac{1}{u^{\kappa} + v^{\kappa}} \), using (10) and dividing by \( \eta^{\gamma_0} \), we can simplify (20) to

\[
-\xi' - \frac{\xi_0^u}{\eta^v} \omega^{u-1} = \kappa(b_0\xi^\kappa + b_2\eta^\kappa)T\xi' + \xi(c_0\xi^\kappa + c_2\eta^\kappa). \tag{21}
\]

Taking the derivative of (17) w.r.t. \( T \) and multiplying with \( \Delta/(\kappa c_0\zeta) \) gives

\[
(b_0\xi^\kappa + b_2\eta^\kappa)\eta^\kappa \xi^{u-1} = (a_0\xi_0^\kappa + a_2\omega^\kappa)\xi_0^u \omega^{v-1} \omega'.
\]

Hence, we can rewrite (21) as

\[
-(1 + \frac{b_0\xi^\kappa + b_2\eta^\kappa}{a_0\xi_0^\kappa + a_2\omega^\kappa})\xi' = \kappa(b_0\xi^\kappa + b_2\eta^\kappa)T\xi' + \xi(c_0\xi^\kappa + c_2\eta^\kappa).
\]

We insert \( \xi' = g'(T)^{1-\beta_2} - \beta_2 g(T)^{(1+\beta_2)} \) and multiply with \( T^{\beta_2} \), which leads to

\[
-(1 + \frac{b_0\xi^\kappa + b_2\eta^\kappa}{a_0\xi_0^\kappa + a_2\omega^\kappa})(g'(T) - \beta_2 g(T)^{(1)} = \kappa(b_0\xi^\kappa + b_2\eta^\kappa)g'(T) T - \frac{\Delta}{b_2} g(T)^{\kappa+1} T^{-\kappa\beta_2}.
\]

Since \( \xi = O(T^{-\beta_2}) \) and \( \omega = O(T^{-\beta_0}) \), we can write this differential equation as

\[
g' = \frac{\beta_2}{T^2} \frac{a_0\xi_0^\kappa + b_2\eta^\kappa + O(T^{-\kappa\beta_2})}{a_0\xi_0^\kappa + O(T^{-\beta_0})} - \frac{\Delta}{b_2} g(T)^{(1)} T^{-\frac{\beta_2}{\kappa}}.
\]

Keeping the leading terms only (where we use that \( \kappa\beta_2, \kappa\beta_0 > 1 \), we get the differential equation

\[
g' = \frac{\xi_1(\eta) + O(\max\{T^{-1}, T^{-\frac{\beta_2}{\kappa}}\})}{T^2} \quad \text{for } \xi_1(\eta) := \frac{\beta_2}{\kappa} \left( \frac{1}{a_0\xi_0^\kappa} + \frac{1}{b_2\eta^\kappa} \right).
\]

Using the limit boundary value \( \xi_0 = \xi_0(\eta) = \lim_{T\to\infty} g(\eta, T) \), we find the solution

\[
g(\eta, T) = \xi_0 e^{\xi_1(\eta) + O(\max\{T^{-1}, T^{-\frac{\beta_2}{\kappa}}\})} T^{-1} = \xi_0 (1 - \xi_1 T^{-1} + O(\max\{T^{-2}, T^{-\beta_2}\}))
\]

as required. The analogous asymptotics for \( \omega \) and the constants \( \omega_0 \) and \( \omega_1 \) can be derived by changing the time direction and the roles \( (a_0, a_2) \leftrightarrow (b_2, b_0) \), and also by the relation \( \xi_0^u \eta^v\kappa_2 \sim \xi_0^{u+\kappa} \kappa_2 \omega^v \kappa_0 \) from (17):

\[
\omega_0(\eta) := c_0^{-1/\nu} \left( \int_0^\infty \frac{dM}{M^{1-\frac{\nu}{2}} (c_0\kappa_0^\kappa + c_2\kappa_0^{\kappa+1})} \right)^{\kappa_0} \quad \text{and } \omega_1(\eta) := \frac{\beta_0}{\kappa} \left( \frac{1}{b_2\kappa_0^\kappa} + \frac{1}{a_0\kappa_0^\kappa} \right).
\]

This concludes the proof. \( \square \)

Recall that the strip \( \{ \varphi = n \} \) is bounded by the unstable curve \( W^u = \{ y = \eta_0 \} \) forming the upper boundary of \( Q \), its preimage \( \Phi^{-1}(\{ y = \eta_0 \}) \) (see \( f^{-1}(W^u) \) in Figure 1) and the stable curves through the points \( \xi(\eta_0, n) \) and \( \xi(\eta_0, n - 1) \). Let \( \eta_1 \) be such that \( \Phi^{-1}(\{ y = \eta_0 \}) \) intersect the vertical axis at \( (0, \eta_1) \). Proposition 2.1 gave us the estimates for \( \xi(\eta, n) \) for \( \eta_0 \leq \eta \leq \eta_1 \). Therefore, the remaining step is to pass from the Lebesgue measure \( m(\varphi = n) \) to the SRB-measure \( \mu(\varphi = n) \).

**Proof of Theorem 1.2.** Every local unstable leaf \( W^u \) intersects the local stable leaf \( W^s \) of \( p \) in a unique point \( (0, y) \), so we parametrise these local unstable leaves as \( W^u(y) \).
Also the conditional measure \( \mu_{W^u(y)}^\omega \) is absolutely continuous w.r.t. Lebesgue, so we can write \( d\mu_{W^u(y)} = h(x,y)dm_{W^u(y)} \), and in fact \( h(x,y) \) is \( C^{\kappa+1} \) times differentiable in \( x \) (see [HY95, Proposition 3.1]). We decompose \( d\mu = d\mu_{W^u(y)}d\mu^s \) and obtain

\[
\mu(\varphi > n) = \int_{\mathbb{R}} \int_{W^u(y)} 1_{\{\varphi > n\}} d\mu_{W^u(y)} d\mu^s(y)
\]

\[
= \int_{\mathbb{R}} \int_{W^u(y)} 1_{\{\varphi > n\}} h_{W^u(y)}(x,y) dm_{W^u(y)}(x) d\mu^s(y).
\]

Use the Taylor expansion to approximate the inner integral. Define \( h_j(y) := \frac{\partial^n}{\partial y^n} h_{W^u(y)}(0,y) \), so that \( h_{W^u(y)}(x,y) = \sum_{j=0}^{n} \frac{1}{j!} h_j(y)x^j + O(x^n) \). Integration over \( 0 \leq x \leq \xi(y,n) = \xi_0(y)n^{-\beta_2}(1 - \xi_1(y)n^{-1} + O(\max\{n^{-2}, n^{-\kappa_2}\}) \) gives

\[
\int_0^{\xi(y,n)} h_{W^u(y)}(x,y) dm_{W^u(y)}(x) = \sum_{j=1}^{\kappa} \frac{1}{j!} h_{j-1}(y)\xi_0(y)n^{-j\beta_2}
\]

\[\sum_{j=1}^{\kappa} \frac{1}{(j-1)!} h_{j-1}(y)\xi_0(y)\xi_1(y)n^{-(j\beta_2+1)} + O(\max\{n^{-(2+\beta_2)}, \kappa_2^{-1}\}).\]

Next we integrate over \( y \in (\eta_0, \eta_1) \) and obtain

\[
\mu(\varphi > n) = \sum_{j=1}^{\kappa} H_j n^{-j\beta_2} - \sum_{j=1}^{\kappa} \hat{H}_j n^{-(j\beta_2+1)} + O(\max\{n^{-(2+\beta_2)}, \kappa_2^{-1}\}),
\]

for \( H_j = \frac{1}{j!} \int_{\eta_0}^{\eta_1} h_{j-1}(y)\xi_0(y) dy \) and \( \hat{H}_j = \frac{1}{(j-1)!} \int_{\eta_0}^{\eta_1} h_{j-1}(y)\xi_0(y)\xi_1(y) dy \). This completes the proof. \( \square \)

### 2.4 The effect of small perturbations

To prove that the regular variation established in Proposition 2.1 is robust under perturbations of the vector field, we perturb \( X \) from (4) to obtain

\[
\tilde{X} = \begin{pmatrix} \tilde{X}_1 \\ \tilde{X}_2 \end{pmatrix} = \begin{pmatrix} x(a_0x^\alpha + a_2y^\kappa + O((|x,y|)^{\kappa+1})) \\ -y(b_0x^\alpha + b_2y^\kappa + O((|x,y|)^{\kappa+1})) \end{pmatrix},
\]

(22)

so that \( |\tilde{X} - X| = O(|(x,y)|^{\kappa+1}) \). The quantity \( \xi(\eta, T) \) then becomes \( \tilde{\xi}(\eta, T) \) and the goal is to show that \( \tilde{\xi}(\eta, T) \) is still regularly varying.

**Proposition 2.2** Consider a \( C^{\kappa+1} \) vector field of local form (22) with \( a_0, a_2, b_0, b_2 \geq 0 \) and \( \Delta \neq 0 \). Recall that \( \beta_2 = \frac{a_2+b_2}{a_0+b_2} \) and \( \beta_* = \frac{1}{\kappa} \min \left\{ 1, \frac{\alpha}{\beta_2}, \frac{b_0}{a_0} \right\} \). Then the asymptotics of the perturbed version of \( \xi(\eta, T) \) is

\[
\tilde{\xi}(\eta, \tilde{T}) = \xi_0(\eta)\tilde{T}^{-\beta_2}(1 + O(\tilde{T}^{-\beta_*}, \tilde{T}^{-\frac{1}{\kappa}} \log \tilde{T})).
\]

as \( T \to \infty \), and \( \xi_0(\eta) \) is as in Proposition 2.1.

**Proof.** As before, let \( \xi = \xi(\eta, T) \) be such that for the unperturbed flow, \( \Phi^T(\xi, \eta) = (\xi_0, \omega(\eta, T)) \). Proposition 2.1 gives the asymptotics of \( \xi(\eta, T) \) as \( T \to \infty \). At the same
time, under the perturbed flow associated to (22), \( \Phi^\tilde{T}(\xi, \eta) = (\zeta_0, \tilde{\omega}(\eta, \tilde{T})) \) for some \( \tilde{T} \). Therefore we can write \( \xi(\eta, T) = \tilde{\xi}(\eta, \tilde{T}) \), and once we estimated \( \tilde{T} \) as function of \( T \), we can express \( \tilde{\xi}(\eta, \tilde{T}) \) explicitly as function of \( \tilde{T} \). We follow the argument of the proof of Proposition 2.1, keeping track of the effect of the perturbations.

**The perturbed first integral:** To start, we construct a first integral \( \tilde{L} \) on \( Q = [0, \zeta_0] \times [0, \eta_0] \) by defining

\[
\tilde{L}(\tilde{\Phi}^t(\delta, \delta)) = L(\delta, \delta) = \begin{cases} 
\delta u + v + \kappa (a_0 u + b_2) & \text{if } \Delta > 0, \\
\delta^{-1}(u + v + \kappa)(a_0 v + b_2) & \text{if } \Delta < 0,
\end{cases}
\]

for \( 0 < \delta \leq \min\{\zeta_0, \eta_0\} \) and \( t \in \mathbb{R} \). (We continue the argument for the case \( \Delta > 0 \); the other case goes analogously.)

By construction, \( \tilde{L} \) is constant on integral curves of \( \dot{z} = \tilde{X}(z) \). Because \( \tilde{X} \) is \( C^{\kappa+1} \), the integral curves are \( C^{\kappa+1} \) curves, and form a \( C^{\kappa+1} \) foliation of \( P_0 \), see e.g. [T12, Theorem 2.10]. Note that the coordinate axes consist of the stationary point \((0, 0)\) and its stable and unstable manifold; we put \( \tilde{L}(x, 0) = \tilde{L}(0, y) = 0 \). Then \( \tilde{L} \) is continuous on \( Q \) and \( C^{\kappa+1} \) on the interior of \( \mathcal{U} \).

Now we compare \( \tilde{L} \) with \( L \) on a small neighbourhood \( \mathcal{U} \) of \( \Phi^{-1}(Q) \cup Q \cup \Phi(\tilde{Q}) \). Take \( y_0 = \eta_0 \) and \( x_0 = x_0(\delta) \) such that the integral curve of \( \dot{z} = X(z) \) through \( z_0 := (x_0, y_0) \) intersects the diagonal at \((\delta, \delta)\). Then the integral curve of \( \dot{z} = \tilde{X}(z) \) through \( z_0 \) intersects the diagonal at \((\tilde{\delta}, \tilde{\delta})\) for some \( \tilde{\delta} = \delta(\delta) \), see Figure 3.

![Figure 3: Solutions of (24) and (25), starting from the same point \( z = (x, y) \). The left and right panel refer to the cases \( \tilde{\delta} > \delta \) and \( \tilde{\delta} < \delta \) respectively.](image)

Therefore

\[
\tilde{L}(z) = \tilde{L}(\delta, \tilde{\delta}) = L(\delta, \delta) \left( \frac{\tilde{\delta}}{\delta} \right)^{u + v + \kappa} = L(z) \left( \frac{\tilde{\delta}}{\delta} \right)^{u + v + \kappa}.
\]  

**Estimating \( \tilde{\delta}/\delta \):** Parametrise the integral curve of \( X \) through \( z_0 \) as \( (x(y), y) \) for \( \min\{\delta, \tilde{\delta}\} \leq y \leq y_0 \). (So \( x \leq y \); the case \( y \leq x \) can be dealt with by switching the roles of \( x \) and \( y \).)

Then by (4):

\[
x' = \frac{x(a_0 x^\kappa + a_2 y^\kappa)}{y(b_0 x^\kappa + b_2 y^\kappa)}.
\]  

(24)
For the perturbed vector field (22) we parametrise the integral curve of through \( z_0 \) as \( (\tilde{x}(y), y) \) and we have the analogue of (24):

\[
\tilde{x}'(y) = -\frac{\tilde{x}(a_0 \tilde{x}^\kappa + a_2 y^\kappa + \sum_{j=0}^{\kappa+1} \tilde{a}_j \tilde{x}^j y^{\kappa+1-j} + o(||\tilde{x}, y||^{\kappa+1}))}{y(b_0 \tilde{x}^\kappa + b_2 y^\kappa + \sum_{j=0}^{\kappa+1} \tilde{b}_j \tilde{x}^j y^{\kappa+1-j} + o(||\tilde{x}, y||^{\kappa+1}))}.
\]

(25)

Since \( x \leq y \), the \( O \)-terms can be written as \( O(y^{\kappa+1}) \). Combining (24) and (25) we obtain

\[
\tilde{x}'(y) = -\frac{\tilde{x}(a_0 \tilde{x}^\kappa + a_2 y^\kappa)}{y(b_0 \tilde{x}^\kappa + b_2 y^\kappa)} (1 + q_0 \tilde{x} + q_2 y + o(||\tilde{x}, y||)) = x'(y)(1 + q_0 x + q_2 y + o(||\tilde{x}, y||)).
\]

We will neglect the term \( o(||\tilde{x}, y||) \) because they can be absorbed in the big-\( O \) terms at the end of the estimate. Integration over \([\delta, y_0]\) gives

\[
\tilde{x}(y_0) - \tilde{x}(\delta) = x(y_0) - x(\delta) + q_0 \int^{y_0}_\delta x'(y) x(y) \, dy + q_2 \int^{y_0}_\delta x'(y) y \, dy.
\]

Since \( \tilde{x}(y_0) = x(y_0) = x_0 \) and \( x(\delta) = \delta \), this simplifies to

\[
\tilde{x}(\delta) - \delta = -\frac{q_0}{2} \int^{y_0}_\delta (x^2(y))' \, dy - q_2 \int^{y_0}_\delta (x(y))' y \, dy + \int^{y_0}_\delta x(y) \, dy = \frac{q_0}{2} (\delta^2 - x_0^2) + \int^{y_0}_\delta x(y) \, dy.
\]

(26)

We solve for \( x \) from \( x^u y^v \left( \frac{a_0}{v} x^\kappa + \frac{b_2}{u} y^\kappa \right) = L(x, y) = L(\delta, \delta) = \delta^{u+v+\kappa} \left( \frac{a_0}{v} + \frac{b_2}{u} \right) \):

\[
x = x(y) = \frac{\delta^{u+v+\kappa} y^{-v} x^\kappa}{\left( 1 + \frac{u a_0}{v b_2} \right)^{\frac{1}{v}} \left( 1 + \frac{c_0 x^\kappa}{c_2 y^\kappa} \right)^{\frac{1}{c_2}}} = \left( c_2 + c_0 \right)^{\frac{1}{c_2}} (c_2 + c_0 \frac{x^\kappa}{y^\kappa})^{-\frac{1}{c_2}} \delta^{1+\frac{a_2}{b_2}} y^{-\frac{a_2}{b_2}}.
\]

(27)

In particular,

\[
x_0 = x(y_0) = \delta^{1+\frac{a_2}{b_2}} (1 + \frac{c_0}{c_2} \frac{1}{y_0} - \frac{a_2}{b_2}) (1 + O(\delta^{\kappa(1+\frac{a_2}{b_2})})).
\]

Combine the first two factors of (27) to \( U(y) := (c_2 + c_0)^{\frac{1}{c_2}} (c_2 + c_0 \frac{x^\kappa}{y^\kappa})^{-\frac{1}{c_2}} \in [1, (1 + \frac{c_0}{c_2})^{\frac{1}{c_2}}] \). Note that \( \lim_{y \to \delta} U(y) = 1 \), and \( U(y) \) is differentiable. Using (24) and (27) we compute the derivative

\[
U'(y) = \frac{\Delta c_0}{b_2} \frac{U(y) y^{\kappa} - 1}{y^\kappa} = \frac{\Delta c_0}{b_2} \delta^{(1+\frac{a_2}{b_2})} \frac{U(y)^{\kappa+1}}{b_2 + b_0 (\frac{c_0}{y})^{\kappa}} y^{-\kappa(1+\frac{a_2}{b_2})} - \delta^2
\]

Next we integrate by parts (assuming first that \( \frac{a_2}{b_2} \neq 1 \)):

\[
\int^{y_0}_\delta x(y) \, dy = \delta^{1+\frac{a_2}{b_2}} \int^{y_0}_\delta U(y) y^{-\frac{a_2}{b_2}} \, dy = \frac{b_2}{b_2 - a_2} \left( U(y_0) \delta^{1+\frac{a_2}{b_2}} y_0^{1-\frac{a_2}{b_2}} - \delta^2 \right) - \frac{\Delta c_0}{b_2 - a_2} \int^{y_0}_\delta U(y)^{\kappa+1} \frac{y^{-(\kappa+1)(1+\frac{a_2}{b_2})}}{b_2 + b_0 (\frac{c_0}{y})^{\kappa}} \, dy.
\]
Since \( \frac{1}{b_2 + b_0} \leq \frac{U(y)^{\kappa+1}}{b_2 + b_0(\xi)^{\kappa}} \leq \frac{1}{b_2} (1 + \frac{c_0}{c_2})^{\kappa+1} \) and \( \frac{U(y)^{\kappa+1}}{b_2 + b_0(\xi)^{\kappa}} \to \frac{1}{b_2} \) as \( y \to \delta \), there are constants \( \hat{C}_1, \hat{C}_2 \in \mathbb{R} \) such that the final term in the above expression is

\[
I = \hat{C}_1 \delta^2 + \hat{C}_2 \delta^{(\kappa+1)(1+\frac{a_2}{b_2})} y_0^{2-(\kappa+1)(1+\frac{a_2}{b_2})} + O(\delta^3).
\]

For the case \( \frac{a_2}{b_2} = 1 \), a similar computation gives

\[
\int_{\delta}^{y_0} x(y) \, dy = \hat{C}_3 \delta^2 \log \delta + \hat{C}_4 \delta^2 \log y_0 + \hat{C}_5 \delta^{2(\kappa+1)} y_0^{-2\kappa} \log y_0 + \hat{C}_6 \delta^{2(\kappa+1)} y_0^{-2\kappa} + O(\delta^3 \log \delta),
\]

for some generically nonzero \( \hat{C}_3, \hat{C}_4, \hat{C}_5, \hat{C}_6 \in \mathbb{R} \).

By (25), the derivative \( \hat{x}'(\delta) = \frac{a_0 + a_2}{b_0 + b_2} + O(\delta) \). Since \( \hat{\delta} \) lies between \( \delta \) and \( \hat{x}(\delta) \) (see Figure 3), we have

\[
|\hat{x}(\delta) - \delta| = |\hat{x}(\delta) - \hat{\delta}| + |\hat{\delta} - \delta| = \left(1 + \frac{a_0 + a_2}{b_0 + b_2} + O(\delta)\right) |\hat{\delta} - \delta| = \frac{c_0 + c_2 + O(\delta)}{b_0 + b_2} |\hat{\delta} - \delta|. (28)
\]

Later in the proof we need the quantity

\[
\psi(\delta) := \left(\frac{\delta}{\hat{\delta}}\right)^{u+v+\kappa} - 1 = \frac{\hat{x}(\delta) - \delta}{\delta} + O\left(\frac{|\delta - \hat{\delta}|^2}{\delta^2}\right).
\]

Writing \( |\delta - \hat{\delta}| \) in terms of \( |\hat{x}(\delta) - \delta| \) using (28), and combining with the above estimates for \( |\hat{x}(\delta) - \delta| \), we find

\[
\psi(\delta) = \hat{C}_1 \delta + \hat{C}_2 \delta^{\frac{a_2}{b_2}} y_0^{1-\frac{a_2}{b_2}} + \hat{C}_3 \delta^{1+\frac{a_2}{b_2}} y_0^{-\frac{a_2}{b_2}} + \hat{C}_4 \delta^{1+\frac{2a_2}{b_2}} y_0^{-\frac{2a_2}{b_2}} + \hat{C}_5 \delta^{1+\frac{a_0}{b_0}} x_1^{-\frac{a_0}{b_0}} + \hat{C}_6 \delta^{1+\frac{2a_0}{b_0}} x_1^{-\frac{2a_0}{b_0}} + \hat{C}_7 \delta \log \delta + O(\delta^2, \delta^{\frac{2a_2}{b_2}}). \quad (29)
\]

for (generically nonzero) constants \( \hat{C}_1, \hat{C}_2, \hat{C}_3, \hat{C}_4 \in \mathbb{R} \) and \( \hat{C}_7 \log \delta \) is only nonzero if \( \frac{a_2}{b_2} = 1 \).

For the region \( \{x \geq y\} \) (containing the point \( (x_1, y_1) := (\zeta_0, \hat{\omega}(\eta, \hat{T}) \}) \) we reverse the roles \( a_2, b_2, x_0, y_0 \leftrightarrow b_0, a_0, y_1, x_1 \). This gives

\[
\psi(\delta) = \hat{C}_1 \delta + \hat{C}_2 \delta^{\frac{a_2}{b_2}} x_1^{1-\frac{b_2}{a_2}} + \hat{C}_3 \delta^{1+\frac{b_2}{a_2}} x_1^{-\frac{b_2}{a_2}} + \hat{C}_4 \delta^{1+\frac{2b_2}{a_2}} x_1^{-\frac{2b_2}{a_2}} + \hat{C}_5 \delta \log \delta + O(\delta^2, \delta^{\frac{2a_2}{b_2}}),
\]

for (generically nonzero) constants \( \hat{C}_1, \hat{C}_2, \hat{C}_3, \hat{C}_4 \in \mathbb{R} \) and \( \hat{C}_7 \log \delta \) is only nonzero if \( \frac{b_2}{a_2} = 1 \). Combining with (29) gives

\[
\psi(\delta) = \begin{cases} 
O(\delta \log 1/\delta) & \text{if } \min\{\frac{a_2}{b_2}, \frac{b_2}{a_2}\} = 1, \\
O(\delta^{a_2}) & \text{otherwise, with } a_2 = \min\{1, \frac{a_2}{b_2}, \frac{b_2}{a_2}\}. 
\end{cases} \quad (30)
\]

**Estimate of \( \hat{T} \):** Now let \( z_0 = (x_0, y_0) = (\xi(\eta, T), \eta) = (\xi(\eta, \hat{T}), \eta) \) be the point such that \( \Phi^T(z_0) = (\zeta_0, \omega(\eta, T)) \) under the unperturbed flow and \( \hat{\Phi}^T(z_0) = (\zeta_0, \hat{\omega}(\eta, \hat{T})) \) under the perturbed flow. We estimate \( \hat{T} \) in terms of \( T \).

Combining the estimate for \( \xi(\eta, T) \) from Proposition 2.1 with \( L(\delta, \delta) = L(\xi(\eta, T), \eta) \), we can find the relation between \( \delta \) and \( T \):

\[
\delta = \delta_0 T^{-\frac{1}{\kappa}} (1 + \frac{\xi_1}{\kappa \beta_2} T^{-1} + O(T^{-2}, T^{-\kappa \beta_2})), \quad (31)
\]
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for $\delta_0 = \frac{1}{\kappa^2} \eta \frac{1}{\kappa^2 - \frac{1}{\kappa^2}} (\frac{c_2}{c_0 + c_2})^{-\frac{1}{\kappa^2}}$.

For $M = y/x$, computations analogous to (13) show that there is $\Psi = \Psi(x, M) = O(1 + M^{\kappa + 1})$ such that

$$M = -M(c_0 + c_2 M^\kappa + x \Psi(x, M)).$$

For every $(x, y) = (x, xM)$ on the $\Phi$-trajectory of $z_0$ (i.e., level set of $\tilde{L}$), we have

$$\xi^v \eta^v (\frac{\alpha_0}{v} \xi^\kappa + \frac{b_2}{u} \eta^\kappa) (1 + \psi(x, \xi, \eta)) = x^u + y^u M^\kappa (\frac{\alpha_0}{v} + \frac{b_2}{u} M^\kappa) (1 + \psi(x, xM)).$$

This gives the analogue of (14):

$$\tilde{M} = -C_\xi M^{1 - \frac{1}{\delta_0}} (c_0 + c_2 M^\kappa + x \Psi(x, M))^{\frac{1}{\kappa^0} + \frac{1}{\kappa^2}} \left( \frac{1 + \psi(x, y, \xi, \eta)}{1 + \psi(x, \xi, \eta)} \right)^{\frac{1}{\kappa^0} + \frac{1}{\kappa^2}}, \quad (32)$$

where $C_\xi$ is as in (15). To estimate $\tilde{T}$, we take some increasing function $\delta \leq \rho(\delta) \leq \delta^{1/2}$ such that $\delta = o(\rho(\delta))$ and divide the trajectory $\Phi^t(z_0) = (\tilde{x}(t), \tilde{y}(t))$ of $z_0$ into three parts separated by:

$$\tilde{T}_1 = \min \{ t > 0 : \tilde{y}(t) = \rho(\delta) \}, \quad \tilde{T}_2 = \max \{ t < \tilde{T} : \tilde{x}(t) = \rho(\delta) \}, \quad (33)$$

and let $T_1, T_2$ be the analogous quantities for the unperturbed trajectory. We compute

$$T_1 = \int_{y_0}^{\rho(\delta)} \frac{dy}{y} = \int_{y_0}^{\rho(\delta)} \frac{dy}{-y(\alpha_2 x(y)^\kappa + b_2 y^\kappa)} = O(\rho(\delta)^{-\kappa}).$$

Similarly, using $\tilde{x}(y)/x(y) = 1 + O(\psi(\delta))$ as in (27),

$$\tilde{T}_1 - T_1 = \int_{y_0}^{\rho(\delta)} \frac{1 + O(y)}{-y(\alpha_2 x(y)^\kappa + b_2 y^\kappa)} - \frac{1}{-y(\alpha_2 x(y)^\kappa + b_2 y^\kappa)} dy = O(\rho(\delta)^{1/\kappa}).$$

This gives

$$\tilde{T}_1 = T_1 (1 + O(T_1^{\frac{1}{\kappa}})) \quad \text{and} \quad \tilde{T} - \tilde{T}_2 = (T - T_2) (1 + O((T - T_2)^{-\frac{1}{\kappa}})) \quad (34)$$

by a similar computation for $T - T_2 = \int_{\rho(\delta)}^{\rho(\delta)} \frac{dx}{T}$ etc.

Finally, for $\tilde{T}_1 < t < \tilde{T}_2$, we have $\psi(x, y) = O(\delta^{\alpha_\kappa}, \delta \log(1/\delta))$ by (30), and $x \Psi(x, M) = O(x + y M^\kappa) = (1 + M^\kappa)O(\rho(\delta))$. Therefore

$$\tilde{T}_2 - \tilde{T}_1 = \int_{(M(\tilde{T}_1))}^{M(\tilde{T}_2)} C_\xi M^{1 - \frac{1}{\delta_0}} (c_0 + c_2 M^\kappa)^{\frac{1}{\kappa^0} + \frac{1}{\kappa^2}} \left( \frac{1 + \psi(x, y)}{1 + \psi(x, \xi, \eta)} \right)^{\frac{1}{\kappa^0} + \frac{1}{\kappa^2}} dM$$

$$= \int_{(M(\tilde{T}_1))}^{M(\tilde{T}_2)} C_\xi M^{1 - \frac{1}{\delta_0}} (c_0 + c_2 M^\kappa)^{\frac{1}{\kappa^0} + \frac{1}{\kappa^2}} (1 + O(\delta^{\alpha_\kappa}, \delta \log(1/\delta))) dM$$

$$= (T_2 - T_1) (1 + O(\rho(\delta), \delta^{\alpha_\kappa}, \delta \log(1/\delta))).$$

Choosing $\rho(\delta) = \delta \log(1/\delta)$, and using (31) gives

$$\tilde{T}_2 - \tilde{T}_1 = (T_2 - T_1) (1 + O(T^{\frac{\alpha_\kappa}{\kappa}}, T^{-\frac{1}{\kappa}} \log T)).$$

Combining this with (34) gives $\tilde{T} = T (1 + O(T^{-\beta_\kappa}, T^{-\frac{1}{\kappa}} \log T))$ for $\beta_\kappa = \frac{1}{\kappa} \min \{1, \frac{\alpha_\kappa}{b_2}, \frac{b_0}{a_0} \}$. The estimate of Proposition 2.1 now gives $\tilde{\xi}(\eta, \tilde{T}) = \xi_0(\eta) \tilde{T}^{-\beta_\kappa} (1 + O(\tilde{T}^{-\beta_\kappa}, \tilde{T}^{-\frac{1}{\kappa}} \log \tilde{T}))$ as claimed.
2.5 Regular variation of \( \mu(\varphi > n) \): proof of Theorem 1.1

In the next lemma, we make the step from \( C^\infty \) diffeomorphism of the previous section to \( C^{\infty+2} \) diffeomorphisms. The need for this approximation argument is that we do not know a priori if a \( C^{\infty+2} \) diffeomorphism of form (2) is indeed the time-1 map of \( C^{\infty+1} \) vector field of the form (25). It may well be so in specific cases, see [DRR81].

**Lemma 2.3** Let \( f \) be \( C^{\infty+2} \) almost Anosov diffeomorphism of local form (2), with \( a_0, a_2, b_0, b_2 > 0 \) and \( \Delta \neq 0 \). Recall that \( \beta_* = \frac{1}{\kappa} \min \left\{ 1, \frac{a_2}{b_2}, \frac{b_0}{a_0} \right\} \). Then

\[
\tilde{\xi}(\eta, \tilde{T}) = \xi_0(\eta) \tilde{T}^{-\beta}(1 + O(\tilde{T}^{-\beta_*}, \tilde{T}^{-\frac{1}{2}} \log T)).
\]

as \( \mathbb{N} \ni T \to \infty \), and \( \xi_0(\eta) \) is as in Proposition 2.1.

**Proof.** Let \( f \) be \( C^{\infty+2} \) almost Anosov diffeomorphism with local form (2). Then there is a sequence \( f_j \) of almost Anosov diffeomorphisms which coincide with \( f \) outside \( U \supset \Phi^{-1}(Q) \cap \Phi^1(Q) \), and are \( C^\infty \) with local form (2) and converge to \( f \) in \( C^{\infty+2} \)-topology inside \( U \). By Lemma 2.1 we can assume \( \partial Q \) consist of local stable and unstable leaves of \( f_j \) for each \( j \). By [DRR81, Theorem B and consequence 1(ii) on page 36)], there are \( C^\infty \) vector fields of local form (3), such that the \( f_j \) are the time-1 maps of their flows. By Proposition 2.2, \( \tilde{\xi}_j(\eta, T) = \xi_{0,j}(\eta) T^{-\beta}(1 + O(T^{-\beta_*})) \), where (as one can verify from the proof) \( O(T^{-\beta_*}) \)-terms depend only on the first \( \kappa + 1 \) derivatives of the vector field. Since \( f_j \to f \) in the \( C^{\infty+2} \)-topology, these terms are uniform in \( j \), say they are \( \leq A \max \{ T^{-\beta_*}, T^{-\frac{1}{2}} \log T \} \) for some \( A > 0 \) independent of \( j \) and \( T \). Also \( \xi_{0,j} \to \xi_0 \) uniformly in \( \eta \).

Take \( j_n \) so large that \( |\xi_{0,j} - \xi_0|_\infty < T^{-1} \) for all \( j \geq j_n \). Then the triangle inequality gives

\[
|\tilde{\xi}(\eta, T) - \xi_0(\eta) T^{-\beta}| \leq (A + 1) \max \{ T^{-\beta_*}, T^{-\frac{1}{2}} \log T \}
\]
as required. \( \square \)

**Proof of Theorem 1.1.** Recall the definition of \( \eta_0 \) and \( \eta_1 \) from the proof of Theorem 1.2. Lemma 2.3 yields the estimates for \( \xi(\eta, n) \) for \( \eta_0 \leq \eta \leq \eta_1 \). Every local unstable leaf \( W^u \) intersects the stable leaf \( W^s \) of \( p \) in a unique point \( (0, y) \), so we parametrise these local unstable leaves as \( W^u(0, y) \). Also the conditional measure \( \mu_{W^u}(y) \) is absolutely continuous w.r.t. Lebesgue, so we can write \( d\mu_{W^u}(y) = h(x, y) dm_{W^u}(y) \), and in fact \( h(x, y) \) is differentiable in \( x \). We can decompose \( d\mu = d\mu_{W^u}(y) dm^s \). Then we get

\[
\mu(\varphi > n) = \int_{\eta_0}^{\eta_1} \int_{W^u(\eta)} 1_{\{\varphi > n\}} d\mu_{W^u}(y) dm^s
\]

\[
= \int_{\eta_0}^{\eta_1} \int_{W^u(\eta)} h_{W^u}(x, y) dm_{W^u}(y) dm^s
\]

\[
= \int_{\eta_0}^{\eta_1} \int_{0}^{\xi_0(\eta) n^{-\beta}(1 + O(n^{-\beta_*}, n^{-\frac{1}{2}} \log n))} h_{W^u}(0, y) + \frac{\partial}{\partial x} h_{W^u}(0, y) x + O(x^2) dm(x) dm^s
\]

\[
= n^{-\beta_2} \left( 1 + O(\max \{ n^{-\beta_*}, n^{-\beta_2}, n^{-\frac{1}{2}} \log n \} \right) \int_{\eta_0}^{\eta_1} \xi_0(\eta) h_{W^u}(0, y) dm^s.
\]

This proves the result for \( C_0 = \int_{\eta_0}^{\eta_1} \xi_0(\eta) h_{W^u}(0, y) dm^s. \) \( \square \)
3 Banach spaces estimates

In this section we verify the hypotheses in Section 1.1 for the maps described in Section 1.3.

**Convention on the use of constants:** Unless otherwise specified, throughout this section C will denote a positive constant that might vary from line to line.

### 3.1 Notation and definitions

Since \( f : \mathbb{T}^2 \rightarrow \mathbb{T}^2 \) is Markov, \( F = f^\varphi : Y \rightarrow Y \) is also Markov. Indeed, let \( \mathcal{P} \) be the finite Markov partition for \( f \) (into rectangles, including \( P_0 \)). Then \( \mathcal{Y} = \bigcup_{n \geq 1} \{ \varphi = n \} \cap \mathcal{P}^n \), where \( \mathcal{P}^n \) is the \( n \)-th refinement of \( \mathcal{P} \), is a Markov partition for \( F \). We let \( Y_j \) be the elements of \( \mathcal{Y} \) indexed such that there is \( j_0 \) such that \( \{ \varphi = n \} = Y_{j_0+n} \). Note that these sets are small 'rectangles' with 'wavy' boundaries, namely two pieces of stable and two pieces of unstable curve. The stable lengths of the elements \( Y_j \) are bounded away from zero, and so will be the admissible leaves below. Also, the image partition \( F(\mathcal{Y}) := \{ Y'_j \} \) consists of "rectangles" with wavy boundaries, again two pieces of stable and two pieces of unstable curve.

For \( n \geq 0 \), let \( \mathcal{Y}_n = \{ Y_{n,j} \} \) be the Markov partition associated with \((Y, F^n)\). Since \( F \) is invertible, we have \( F^{-n}(\{ Y'_{n,j} \}) = \{ Y_{n,j} \} \). The map \( F^n \) is smooth in the interior of each element of \( \mathcal{Y}_n \).

**Singularities for the map \( F \) are solely created via inducing and are placed on the 'wavy' boundaries.** We let \( \mathcal{S}^\pm_n \) be the set of such singularities for \( F^{\pm n} \).

#### Admissible leaves, distance between leaves:

Throughout, \( \Sigma \) denotes the set of **admissible leaves**, which consists of maximal stable leaves \( W_{Y_j}^s \) in partition elements \( Y_j \) of \( \mathcal{Y} \). Such leaves can be conveniently described via charts \( \chi_j : [0, L_u(Y_j)] \times [0, 1] \rightarrow Y_j \), where \( Y_j \) is an element of the Markov partition \( \mathcal{Y} \). Let \( L_u(Y_j) \) be the length of the (largest) unstable leaf in \( Y_j \) and assume that \( \chi_j^{-1} \) maps the 'wavy' boundaries to the boundary of the rectangle \([0, L_u(Y_j)] \times [0, 1] \). Therefore we can stipulate that the distortion of \( \chi_j \) is bounded, uniformly in \( j \). The other stable and unstable leaves in \( Y_j \) map under \( \chi_j^{-1} \) to roughly "vertical and horizontal." More precisely, for any leaf \( W_{Y_j}^s \) in a partition element \( Y_j \),

\[
\chi_j^{-1}(W_{Y_j}^s) = \{(g_{Y_j,j}^s, w_{Y_j}^s(\eta), \eta) : \eta \in [0, 1]\},
\]

where \( g_{Y_j,j}^s, w_{Y_j}^s : [0, 1] \rightarrow [0, L_u(Y_j)] \) is \( C^4 \) (since by assumption \( f \) is four times differentiable). Writing \( W^u \) for maximal unstable leaves, also let

\[
L := \inf_j \inf_{W^u \subset Y_j} |F(W^u)|,
\]

which is positive because the images of the elements \( \{ \phi = n \} \) have uniformly long unstable lengths.

When there is no risk of confusion, we write \( W := W_{Y_j}^s \). Also, we note that in the above notation, for any \((x, y) \in W_{Y_j}^s \), there exists \( \eta \in [0, 1] \) such that \( \chi_j^{-1}(W_{Y_j}^s)(x, y) = (g_{Y_j,j}^s, w_{Y_j}^s(\eta), \eta) \). When there is no risk of confusion, we write \( g := g_{Y_j,j}^s \).

This definition of \( \Sigma \) differs from the one in [DL08] (being closer to the simplification in [LT16]) and allows for simpler arguments similar to the ones in [LT16]. This is possible due to the Markov structure of \( F \).

---

7These are still somewhat 'wavy' curves in the square \([0, L_u(Y_j)] \times [0, 1] \).
Given the representation (35), we define the distance between leaves $W, \tilde{W} \in \Sigma$ such that $W \in Y_k$ and $\tilde{W} \in Y_{\tilde{k}}$, by

$$d(W, \tilde{W}) = \begin{cases} \sup_{\eta \in [0,1]} |g(\eta) - \tilde{g}(\eta)| & \text{if } k = \tilde{k}; \\ \sup_{\eta \in [0,1]} |g(\eta) - L_u(Y_k) \tilde{g}(\eta)| + \sum_{j=k+1}^{\tilde{k}-1} L_u(Y_j) & \text{if } j_0 + 2 \leq k < \tilde{k}; \\ \infty & \text{otherwise.} \end{cases}$$

Recall here that $j_0$ is such that $\{\varphi = n\} = Y_{j_0+n}$ and an empty sum $\sum_{j=k+1}^{\tilde{k}}$ is 0 by convention.

**Uniform contraction/expansion, distortion properties:** Since $f$ satisfies Definition 1.1 and Remark 1.1, $F$ is hyperbolic. That is, there exist two transversal families of stable and unstable cones $y \rightarrow C^s(y), C^u(y)$ such that items i) and ii) hold with $F$ instead of $f$, for all $y \in Y \setminus S^{+1}$. There exist $\lambda > 1$ and $C > 0$ such that for all $n \geq 0$, $y \in Y_{n,j}$,

$$\|DF^n(y)v\| \geq C\lambda^n\|v\|, \forall v \in C^u(y) \quad \text{and} \quad \|DF^n(y)v\| \geq C\lambda^n\|v\|, \forall v \in C^s(y),$$

where $\|\cdot\|$ is the Euclidean norm on the tangent space $T_yY$.

Let $J_W F^n$ be the Jacobian of $F^n$ along the stable leaf $W$ and let $J_u F^n$ be the Jacobian of $F^n$ in the unstable direction. Note that for any $y \in Y \setminus S^{+n},$

$$|DF^n(y)| := |\det(DF^n(y))| = C_\theta(y) J_W F^n(y) J_u F^n(y),$$

where $C_\theta(y)$ is a number depending on the angle $\theta$ between the stable leaf $W$ and unstable leaf at the point $y$.

Since the family of admissible leaves $\Sigma$ is transversal to the unstable leaves (with a uniform lower bound on their angle), there exist $\lambda \in (0,1)$ and $C > 0$ independent of $y$ and $W$ such that for all $n \geq 0$ such that $|DF^n|$ is defined,

$$\left| |DF^n|^{-1} J_W F^n \right|_{\infty} \leq C\lambda^{-n}, \quad \left| J_W F^n \right|_{\infty} \leq C\lambda^{-n}$$

Because $F$ is hyperbolic, uniformly on all $Y_j$, we have by (37) and e.g. [DL08, Appendix A] that there exists some $C, C', C'' > 0$ such that for all $Y_j$ and all $z, w$ in the same connected component of $Y_{n,j} \setminus S^{+n} \subset Y_j$ and all $W \in \Sigma$,

$$\left\{ \begin{array}{l} \left| \frac{|DF^n(z)|}{|DF^n(w)|} - 1 \right| \leq C \max\{d(z,w), d(F^n(z), F^n(w))\}, \\
\left| \frac{J_W F^n(z)}{J_W F^n(w)} - 1 \right| \leq C' \max\{d(z,w), d(F^n(z), F^n(w))\}, \\
\left| \frac{J_u F^n(z)}{J_u F^n(w)} - 1 \right| \leq C'' \max\{d(z,w), d(F^n(z), F^n(w))\}, \end{array} \right.$$  

where

$$d(z, w) = \|x_j^{-1}(z) - x_j^{-1}(w)\|$$

with $\|\cdot\|$ denoting the Euclidean distance on $[0, L_u(Y_j)] \times [0, 1]$. Recall that $Y_n = \{Y_{n,j}\}$ is the Markov partition for $F^n$.

**Lemma 3.1** There is a constant $C > 0$ such that for every $W \in \Sigma$ and $W_j = F^{-n}(W) \cap Y_{n,j}$,

$$\left| |DF^n|^{-1} J_{W_j} F^n \right|_{\infty} \leq Cm(Y_{n,j}) \quad \text{and} \quad \sum_{W_j \in \mathcal{Y}_n} \left| |DF^n|^{-1} J_{W_{n,j}} F^n \right|_{\infty} < \infty.$$
Proof. The Markov partition $\mathcal{Y}$ of the induced map $F : Y \to Y$ has elements of the form \{\varphi = n\}, $n \geq 2$, so still the stable lengths of partition elements are $\geq L$ (see (36)), and this remains true for elements in $\mathcal{Y}_n$. Analogously, the unstable lengths of the elements of the image partition $\mathcal{Y}_n'$ are also $\geq L$.

Therefore $m(Y_{n,j}) \approx L_u(Y_{n,j})$ and $L_u(F^n(Y_{n,j})) \approx 1$. Let $W \in \Sigma$ be a stable leaf and $W_j := F^{-n}(W) \cap Y_{n,j}$. Recall that $|\det(DF^n(y))| = C_q(y) J W F^n(y) J_u F^n(y)$, where $C_q(y)$ is as in (38). These together with the distortion control (40) of the unstable derivatives, give

$$|DF^n|^{-1} J W F^n \approx \left| J_u F^n \right|^{-1} \approx \frac{L_u(Y_{n,j})}{L} \approx L_u(Y_{n,j}) \approx m(Y_{n,j}).$$

Now to sum over all pieces $W_j$ of $F^{-n}(W)$, note that each $W_j$ lies in a separate element $Y_{n,j}$. Therefore, there is $C > 1$ such that

$$\sum_j |DF^n|^{-1} J W_j F^n \leq C \sum_j m(Y_{n,j}) \leq m(Y) < \infty,$$

as required. \qed

Test functions: In what follows, for $W \in \Sigma$ and $q \leq 1$ we denote by $C^q(W)$ the Banach space of complex valued functions on $W$ with Hölder exponent $q$ and norm

$$|\phi|_{C^q(W)} = \sup_{z \in W} |\phi(z)| + \sup_{z,w \in W} \frac{|\phi(z) - \phi(w)|}{d(z,w)^q}.$$

Note that for a given $W_j \in \Sigma \cap Y_j$, $C^q(W)$ is isomorphic to $C^q([0,1])$ via the identification of the domain given by the representation via charts in (35). Throughout we will use such an identification without further notice. In particular, given $\phi \in C^q([0,1])$ we still call $\phi$ the corresponding function in $C^q(W_{Y_j}^s)$ and using (35) we write

$$\int_{W_j} h \phi dm = \int_0^1 h \circ \chi_j \phi (g(\eta),\eta) \sqrt{1 + g'(\eta)^2} d\eta, \quad (43)$$

where $\phi_g(\eta) = \phi(g(\eta),\eta)$ and $\sqrt{1 + g'(\eta)^2} d\eta$ is essentially the arc length (Lebesgue) measure on $\chi_j^{-1}(W_j)$.

Remark 3.1 Note that we use $m$ both for the one dimensional and two dimensional Lebesgue measure.

Definition of the norms: Given $h \in C^1(Y, \mathbb{C})$, define the weak norm by

$$\|h\|_{s_w} := \sup_{W \in \Sigma} \sup_{|\phi|_{C^1(W)} \leq 1} \int_W h \phi dm. \quad (44)$$

Given $q \in [0,1)$ we define the strong stable norm by

$$\|h\|_s := \sup_{W \in \Sigma} \sup_{|\phi|_{C^q(W)} \leq 1} \int_W h \phi dm. \quad (45)$$
Finally, recalling (37) we define the **strong unstable norm** by

\[
\|h\|_u := \sup_{\ell \in \mathbf{W}, \tilde{W} \in \Sigma \cap Y_j, 1 \leq d(\mathbf{W}, \tilde{W}) \leq 1} \frac{1}{d(\phi, \tilde{\phi})} \left| \int_{\mathbf{W}} h\phi dm - \int_{\tilde{\mathbf{W}}} h\tilde{\phi} dm \right|,
\]

where

\[d(\phi, \tilde{\phi}) = |\phi \circ \chi_\ell (g(\eta), \eta) - \tilde{\phi} \circ \chi_\ell (\tilde{g}(\eta), \eta)|_{C^1([0,1])}.
\]

The **strong norm** is defined by \(\|h\|_B = \|h\|_s + \|h\|_u\).

**Definition of the Banach spaces:** We will see in Lemma 3.2 that \(\|h\|_{\mathcal{B}_w} + \|h\|_B \leq C\|h\|_{C^1}\). We then define \(\mathcal{B}_w\) to be the completion of \(C^1\) in the strong norm and \(\mathcal{B}_w\) to be the completion in the weak norm.

The spaces \(\mathcal{B}\) and \(\mathcal{B}_w\) defined above are simplified versions of functional spaces defined in [DL08] (adapted to the setting of (2)). The main difference in the present setting is the simpler definition of admissible leaves and the absence of a control on short leaves. This is possible due to the Markov structure of the diffeomorphism.

### 3.2 Embedding properties: verifying (H1)(i)

The next result shows that (H1)(i) holds for \(\mathcal{B}, \mathcal{B}_w\) as described above.

**Lemma 3.2 [LT16, Lemma 7.2]** For all \(q \in (0,1)\) in definition (45) we have\(^8\)

\[C^1 \subset \mathcal{B} \subset \mathcal{B}_w \subset (C^1)'\]

Moreover, the unit ball of \(\mathcal{B}\) is relatively compact in \(\mathcal{B}_w\).

**Proof.** By the definition of the norms it follows that \(\|\cdot\|_{\mathcal{B}_w} \leq \|\cdot\|_s \leq \|\cdot\|_{\mathcal{B}}\). From this the inclusion \(\mathcal{B} \subset \mathcal{B}_w\) follows.

Using (43), for each \(h, \phi \in C^1\) and for each \(j\) and \(W, \tilde{W} \in Y_j \in \mathcal{Y},\)

\[
\left| \int_W h\phi dm - \int_{\tilde{W}} h\tilde{\phi} dm \right| \\
= \left| \int_0^1 h \circ \chi_j (g(\eta), \eta) \sqrt{1 + g'(\eta)^2} \phi_g (\eta) - h \circ \chi_j (\tilde{g}(\eta), \eta) \sqrt{1 + \tilde{g}'(\eta)^2} \phi_{\tilde{g}} (\eta) d\eta \right| \\
\leq \left| \int_0^1 \left( h \circ \chi_j (g(\eta), \eta) - h \circ \chi_j (\tilde{g}(\eta), \eta) \right) \sqrt{1 + g'(\eta)^2} \phi_g (\eta) d\eta \right| \\
+ \left| \int_0^1 \left( \sqrt{1 + g'(\eta)^2} - \sqrt{1 + \tilde{g}'(\eta)^2} \right) \phi_g (\eta) d\eta \right| \\
+ \left| \int_0^1 h \circ \chi_j (\tilde{g}(\eta), \eta) \sqrt{1 + \tilde{g}'(\eta)^2} (\phi_{\tilde{g}} (\eta) - \phi_{\tilde{g}} (\eta)) d\eta \right| \\
\leq C\|h\|_{C^1} \|\phi\|_{C^0} \left( \sup_{\eta \in [0,1]} |\chi (g(\eta), \eta) - \chi (\tilde{g}(\eta), \eta)| + |g' - \tilde{g}'|_{\infty} \right) \\
+ C'\|h\|_{C^0} \sup_{\eta \in [0,1]} |\phi_g (\eta) - \phi_{\tilde{g}} (\eta)| \\
\leq C(\|h\|_{C^1} \|\phi\|_{C^0} + \|h\|_{C^0} \|\phi\|_{C^1})d(W, \tilde{W}).
\]

\(^8\)Here the inclusion is meant to signify a continuous embedding of Banach spaces.
The above implies that \( \|h\|_u \leq C \|h\|_{C^1} \). Thus \( C^1 \subset B \).

The other inclusion is an immediate consequence of Proposition 3.1, an analogue of [DL08, Lemma 3.3]. The injectivity follows from the injectivity of the standard inclusion of \( C^1 \) in \( (C^1)' \).

Next, we need to show that the unit ball \( B_1 \) of \( B \) has compact closure in \( B_w \). Note that it suffices to show that it is totally bounded, i.e., for each \( \varepsilon > 0 \), it can be covered by finitely many \( \varepsilon \)-balls in the \( B_w \) norm.

For any \( \varepsilon > 0 \), let \( \mathcal{N}_\varepsilon \) be a finite collection of leaves in \( \Sigma \) such that for any \( W \in \Sigma \), there exists \( \tilde{W} \in \mathcal{N}_\varepsilon \) with \( d(W, \tilde{W}) \leq \varepsilon \). Let \( \mathcal{N}_\varepsilon := \#(\mathcal{N}_\varepsilon) \leq K/\varepsilon \) for some constant \( K \) independent of \( \varepsilon \). Say \( \mathcal{N}_\varepsilon = \{ \tilde{W}_j \}_{j=1}^N \). By (47) together with \( \|h\|_w \leq C \|h\|_{C^1} \), for every \( W \in \Sigma \) and test function \( \phi \in C^1 \) with \( |\phi|_{C^1} \leq 1 \), there exists \( \tilde{W} \in \mathcal{N}_\varepsilon \) such that

\[
\left| \int_W h\phi \, dm - \int_{\tilde{W}} h\phi \, dm \right| \leq \varepsilon \|h\|_u.
\]

On the other hand, by the Arzelà-Ascoli theorem, for each \( \varepsilon > 0 \) there exist a finite collection \( \{\phi_i\}_{i=1}^M \subset C^1([0,1]) \) which is \( C^q \) \( \varepsilon \)-dense in the unit ball of \( C^1 \). Accordingly, for each \( \phi \in C^1 \) with \( |\phi|_{C^1} \leq 1 \) and for every \( W \in \Sigma \) and \( \tilde{W} \in \mathcal{N}_\varepsilon \) such that \( d(W, \tilde{W}) \leq \varepsilon \), there exists \( \phi_i \) such that

\[
\left| \int_W h\phi \, dm - \int_{\tilde{W}} h\phi_i \, dm \right| \leq C \|h\|_{B_w} |\phi - \phi_i|_{C^1} + C\varepsilon \|h\|_u \leq 2C\varepsilon \|h\|_B. \tag{48}
\]

Let \( K_\varepsilon : B_w \to C^{M,N_\varepsilon} \) be defined by \( [K_\varepsilon(h)]_i = \int_{\tilde{W}_j} h\phi_i \, dm \) for some \( j \in \{1, \ldots, N_\varepsilon\} \). Clearly, \( K_\varepsilon \) is a continuous map. Since the image of the unit ball \( B_1 \) under \( K_\varepsilon \) is contained in \( \{a \in C^{M,N_\varepsilon} : |a_{ij}| \leq 1\} \), it has a compact closure. Hence, there exists finitely many \( a^k \in C^{M,N_\varepsilon} \) such that the sets

\[
U_{k,\varepsilon} = \left\{ h \in B_w : \left| \int_{\tilde{W}_j} h\phi_i \, dm - a^k_{ij} \right| \leq \varepsilon, \forall i, j \right\}
\]

cover \( B_1 \). To conclude note that if \( h_1, h_2 \in U_{k,\varepsilon} \), then, by (48), there exist \( i \) and \( \tilde{W} \) such that

\[
\left| \int_W (h_1 - h_2)\phi \, dm \right| \leq \left| \int_{\tilde{W}_j} (h_1 - h_2)\phi_i \, dm \right| + 2C\varepsilon \|h_1 - h_2\|_B \leq \left| \int_{\tilde{W}_j} h_1\phi_i \, dm - a^k_{ij} \right| + \left| \int_{\tilde{W}_j} h_2\phi_i \, dm - a^k_{ij} \right| + 4C\varepsilon \leq 4(C + 1)\varepsilon.
\]

This means that each \( U_{k,\varepsilon} \) is contained in a \( 4(C + 1)\varepsilon \)-ball in the \( B_w \) norm and the conclusion follows.

\[\square\]

### 3.3 Verifying (H2)

The first step in verifying (H2) is
**Proposition 3.1** For any $j \geq 1$, let $Y_j \in \mathcal{Y}$. Let $W, \tilde{W} \in \Sigma \cap Y_j$ and write $W = \{\chi_j(g(\eta), \eta) : \eta \in [0,1]\}$ and $\tilde{W} = \{\chi_j(\tilde{g}(\eta), \eta) : \eta \in [0,1]\}$. Let $E = \{\chi_j(y, \eta) : g(\eta) \leq y \leq \tilde{g}(\eta), \eta \in [0,1]\}$ and note that $1_E W^*$ is constant on any $W^* \in \Sigma \cap Y_j$. Then for any such set $E$, for all $\phi \in C^1(Y_j)$ and for all $h \in B_w$, we have $1_E h \in B_w$. Moreover,

$$|\langle 1_E h, \phi \rangle| \leq \|h\|_{B_w} \|\phi\|_{C^1} m(E).$$

**Proof.** First note that on any $Y_j \in \mathcal{Y}$, the Lebesgue measure $m$ can be decomposed according to the collection $\mathcal{W}_j = \{W_i\}$ of stable leaves on $Y_j$. That is, there exists a measure $\nu$ on $\mathcal{W}_j$ such that for any $J \in L^1(m)$

$$\int_{Y_j} h dm = \int_{\mathcal{W}_j} \nu \int_{W_i} h dm.$$

Let $h \in C^1$ and consider $v \in L^\infty$ such that $v|_W$ is constant for any $W \in \Sigma$. Using (43), we have that

$$\left| \int_Y h \nu \phi dm \right| \leq \sum_j \int_{\mathcal{W}_j} |v| \nu \int_{W_i} h \phi dm \leq \sum_j \int_{\mathcal{W}_j} |v| \nu \int_0^1 h \circ \chi_j(g(\eta), \eta) \phi(\tilde{g}(\eta)) \sqrt{1 + g^2(\eta)} d\eta \leq \|h\|_{B_w} \|\phi\|_{C^1} \|v\|_{L^1}.$$

To see that $1_E h \in B_w$ note that $E$ is a union of unstable leaves (between $W$ and $\tilde{W}$) and that the following are the only possibilities:

- If $W \in \Sigma$ but $W \not\subset E$ then $\int_W 1_E h \phi dm = 0$;
- If $W \in \Sigma \cap E$ then $\int_W 1_E h \phi dm = \int_W h \phi dm$, so $\|1_E h\|_{B_w} \leq \|h\|_{B_w}$.

Also, from the previous displayed equation with $v = 1_E$, we obtain that

$$|\langle 1_E h, \phi \rangle| \leq \|h\|_{B_w} \|\phi\|_{C^1(Y_j)} m(E)$$

as required. \hfill \Box

Note that the connected components of $\{\varphi = n\}$ satisfy the assumption on the set $E$ in the statement of Proposition 3.1. Therefore

$$\left| \int_E h dm \right| \leq \|h\|_{B_w} m(E).$$

We still need to argue that the same is true with $\mu$ instead of $m$ on the right hand side. Let $\mathcal{W}^w, \mathcal{W}^s$ be the collection of unstable, stable, respectively, leaves restricted to $E$. There exists measures $\nu^s$ on $\mathcal{W}^s$ and $\nu^u$ on $\mathcal{W}^u$ such that for any $W^s \in \mathcal{W}^s$ and $W^u \in \mathcal{W}^u$,

$$\left| \int_E h dm \right| = \int_{\mathcal{W}^s} \nu^s \int_{W^s} h dm |_W^s \leq \|h\|_{B} \int_{\mathcal{W}^s} \int_{W^s} dm |_W^s \nu^s \leq \|h\|_{B} \int_{\mathcal{W}^s} \int_{W^s} dm |_W^s \nu^s$$

$$= \|h\|_{B} \int_{\mathcal{W}^u} \int_{W^u} dm |_W^u \nu^u \leq \|h\|_{B} \int_{\mathcal{W}^u} \int_{W^u} dm |_W^u \nu^u.$$

Since $\mu$ is absolutely continuous w.r.t. $m$ on the unstable leaves with density bounded away from 0, there exist $C$ such that $C^{-1} \leq \frac{dm|_W^u}{dm|_W^s}$. Thus,

$$\left| \int_E h dm \right| \leq \|h\|_{B} \int_{\mathcal{W}^u} \int_{W^u} d\mu |_W^u \nu^u = C \|h\|_{B} \int_{E} d\mu = C \|h\|_{B} \mu(E).$$
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3.4 Transfer operator: definition

If $h \in L^1(m)$, then $R : L^1(m) \to L^1(m)$ acts on $h$ by

$$\int_Y Rh \cdot v \, dm = \int_Y h \cdot v \circ F \, dm, \quad v \in L^\infty.$$  

By a change of variables we have

$$Rh = 1_Y h \circ F \cdot |DF|^{-1},$$  

(49)

where $|DF^{-1}| = |\det(DF^{-1})|$. Note that, in general, $RC^1 \not\subset C^1$, so it is not obvious that the operator $R$ has any chance of being well defined in $B$. The next lemma addresses this problem, using the existence of the Markov partition.

**Lemma 3.3** With the above definition, $R(C^1) \subset B$.

**Proof.** Using the notation introduced at the beginning of Section 3.1, we have $F(Y) = \bigcup_j Y_j''$. Moreover, both $F^{-1}$ and $\det(DF^{-1})$ are $C^1$ on each $Y_j''$. For each $j \in \mathbb{N}$, $Y_j'$ is bounded by the stable curves $\gamma_0, \gamma_1$ defined via (35) by

$$\gamma_0(\eta) = \chi_j((g_j^0(\eta), \eta)), \quad \gamma_1(\eta) = \chi_j((g_j^1(\eta), \eta)), \quad \eta \in [0, 1].$$

In particular, the above representation implies that $|\gamma_0', \gamma_1'| < \infty$. Thus, we can consider a sequence of $\tilde{\psi}_n \in C_0^1(\mathbb{R}, [0, 1])$ that converges monotonically to $1_{[0, 1]}$.

Next, note that for every stable leaf $W \in \Sigma$, $F^{-1}W = \bigcup_j W_j$ where $W_j = F^{-1}W \cap Y_j$ are (possibly infinitely many) stable leaves. With this notation, given the sequence $\tilde{\psi}_n$ introduced above, we define $\tilde{\psi}_{n,W}(\chi_j(g(\eta), \eta)) := \tilde{\psi}_n(\eta)$. With these specified, we further define the function $\psi_n = \tilde{\psi}_{n,W_j}(g(\eta), \eta) \circ F^{-1} \cdot 1_{F(Y)}$ and note that $\psi_n$ is smooth and converges monotonically to $1_W$. For $h \in C^1$, let

$$\mathcal{H}_n = \psi_n h \circ F^{-1} \cdot |DF|^{-1} \in C^1,$$

and compute that\(^9\)

$$\left| \int_W [Rh - \mathcal{H}_n] \phi \, dm \right| \leq \sum_j \int_{W_j} |h| |DF|^{-1} |J_{W_j}F| |\phi \circ F| |1_{W_j} - \tilde{\psi}_{n,W_j}| \, dm$$

$$\leq |h|_\infty \|\phi\| \sum_j |DF|^{-1} |J_{W_j}F|_\infty \int_{W_j} |1_{W_j} - \tilde{\psi}_{n,W_j}| \, dm.$$  

By (43) and the fact that $\tilde{\psi}_{n,W_j}(g(\eta), \eta) = \tilde{\psi}_n(\eta)$,

$$\int_{W_j} |1_{W_j} - \tilde{\psi}_{n,W_j}| \leq \int_0^1 |1 - \tilde{\psi}_n(\eta)| \frac{1 + g'(\eta)^2}{\sqrt{1 + g'(\eta)^2}} \, d\eta \leq C \int_0^1 |1 - \tilde{\psi}_n(\eta)| \, d\eta.$$  

Thus,

$$\left| \int_W [Rh - \mathcal{H}_n] \phi \, dm \right| \leq C |h|_\infty \|\phi\| \int_0^1 |1 - \tilde{\psi}_n(\eta)| \, d\eta \sum_j \left( |DF|^{-1} |J_{W_j}F| \right)_\infty.$$  

\(^9\)Since $W_j \subset Y$, $F(W_j) \subset F(Y)$. Thus, when restricted on $W_j$, $1_{F(Y)} \circ F|_{W_j} = 1_{W_j}$.
By (42), the sum is convergent and thus, $|\int_W [Rh - \mathcal{H}_n]\phi dm|$ converges to zero as $n \to \infty$. As a consequence, $\mathcal{H}_n$ converges to $Rh$ in $B_w$ and $\lim_{n \to \infty} \|Rh - \mathcal{H}_n\|_s = 0$.

It remains to check the unstable norm. Let $\phi$ such that $|\phi|_{C^1(Y)} \leq 1$. Using (43), for any $W, \tilde{W} \in Y_j$ and for any $j \geq 1$ we compute that

$$
\left| \int_W [Rh - \mathcal{H}_n]\phi dm - \int_{\tilde{W}} [Rh - \mathcal{H}_n]\phi dm \right|
\leq \sum_j \int_0^1 \left| h \circ \chi_j(g_j(\eta), \eta)\right|DF \circ \chi_j(g_j(\eta), \eta)\right|^{-1} J_{W_j} F \circ \chi_j(g_j(\eta), \eta)\phi \circ F \circ \chi_j(g_j(\eta), \eta)
- h \circ \chi_j(\tilde{g}_j(\eta), \eta)\right|DF \circ \chi_j(\tilde{g}_j(\eta), \eta)\right|^{-1} J_{\tilde{W}_j} F \circ \chi_j(\tilde{g}_j(\eta), \eta)\phi \circ F(\tilde{g}_j(\eta), \eta) \right| (1 - \overline{\psi}_n(\eta)) \, d\eta.
$$

Using that $h, \phi \in C^1$, recalling (39)\(^10\) and the fact that $|g - \tilde{g}|_{\infty} = d(W, \tilde{W})$ we obtain that for some $C > 0$,

$$
\left| \int_W [Rh - \mathcal{H}_n]\phi dm - \int_{\tilde{W}} [Rh - \mathcal{H}_n]\phi dm \right| \leq C d(W, \tilde{W}) \int_0^1 \left| 1 - \overline{\psi}_n(\eta) \right| d\eta \sum_j \left| DF \right|^{-1} J_{W_j} F \right|_{\infty}
$$

and we conclude using (42).

\[ \square \]

3.5 Lasota-Yorke inequality and compactness: verifying (H5)(i) and (H1)(ii).

The next lemma is the basic result on which all the theory rests.

**Proposition 3.2 (Lasota–Yorke inequality)** For each $z \in \overline{B}$, $n \in \mathbb{N}$ and $h \in C^1(Y)$ we have

$$
\|R(z)^n h\|_{B_w} \leq C |z|^n \|h\|_{B_w},
\|R(z)^n h\|_B \leq \lambda^{-nq} |z|^n \|h\|_B + C |z|^n \|h\|_{B_w}.
$$

**Proof.** Write $\varphi_n = \sum_{k=0}^{n-1} \phi \circ F^k$ and note that $R(z)^n h = R^n(z^{\varphi_n} h)$. Given $W \in \Sigma$, write $F^{-n}(W) = \bigcup_{j \in \mathbb{N}} W_j$. Let $W = \{W_j\}_{j \in \mathbb{N}} \subset \Sigma$ be the collections of the connected components of $F^{-n}(W)$; each $Y_{n,j} \in \mathcal{Y}_n$ contains at most one $W_j$. For a test function $\phi \in C^1$, we have

$$
\int_W (R(z)^n h) \phi dm = \int_W z^{\varphi_n \circ F^{-n}} 1_{F^n(Y)} h \circ F^{-n}|DF^{-n}| \phi dm = \sum_{W_j \in W} \int_{W_j} z^{\varphi_n} 1_{F^n(Y)} h \frac{J_{W_j} F^n}{|DF^n|} \phi \circ F^n dm.
$$

Since $\varphi_n$ is constant on the elements $Y_{n,j}$ of $\mathcal{Y}_n$ and $\varphi_n \geq n$, we have $|z^{\varphi_n}| \leq |z|^n$. The same is true for $z^{\varphi_n \circ F^n}$, that is $|z^{\varphi_n \circ F^n}| \leq |z|^n$. Let $\phi \in C^1$ such that $|\phi|_{C^1(W)} \leq 1$ and compute that

$$
\left| \int_W (R(z)^n h) \phi dm \right| \leq \sum_{W_j \in W} \left| \int_{W_j} z^{\varphi_n} h \phi \circ F^n J_{W_j} F^n |DF^n| \, dm \right|
\leq \sum_{Y_{n,j} \in \mathcal{Y}_n} \|h\|_{B_w} |\phi \circ F^n J_{W_j} F^n |DF^n|_{C^1(W_j)} |z|^n.
$$

\[ ^{10}\text{Here we also use that for } \eta \in [0, 1], \ |DF(g_j(\eta), \eta)|^{-1} J_{W_j} F(g_j(\eta), \eta) \leq \left| DF \right|^{-1} J_{W_j} F \right|_{\infty}. \]
Weak norm: W.r.t. the $C^0$ norm, we have
\[
\frac{|J_{W_j}F_n|}{|DF^n|} \phi \circ F^n_{C^0(W_j)} \leq |\phi \circ F^n_{C^0(W_j)}| |DF^n|^{-1} J_{W_j}F^n \|_{\infty}.
\]
W.r.t. the $C^1$ norm, we have
\[
\frac{|J_{W_j}F_n|}{|DF^n|} \phi \circ F^n_{C^1(W_j)} \leq |DF^n|^{-1} J_{W_j}F^n |\phi \circ F^n_{C^0(W_j)}| + |DF^n|^{-1} J_{W_j}F^n \|_{C^0(W_j)} \|_{\infty}.
\]
By definition,
\[
|\phi \circ F^n_{C^1(W_j)} = \sup_{z \in W_j} |\phi \circ F^n(z)| + \sup_{z,w \in W_j} \frac{|\phi \circ F^n(z) - \phi \circ F^n(w)|}{d(F^n(z), F^n(w))}.
\]
But for $z, w \in W_j$,
\[
\frac{|\phi \circ F^n(z) - \phi \circ F^n(w)|}{d(F^n(z), F^n(w))} \leq C||\phi||_{C^1(W_j)}|J_{W_j}F^n|_{C^1(W_j)} \leq \lambda^{-n}||\phi||_{C^1(W_j)},
\]
where in the last inequality we have used (39). Hence, $|\phi \circ F^n_{C^1(W_j)} \leq C||\phi||_{C^1(W_j)}$.

Putting the above together,
\[
\frac{|J_{W_j}F_n|}{|DF^n|} \phi \circ F^n_{C^1(W_j)} \leq C||DF^n|^{-1} J_{W_j}F^n \|_{\infty} |\phi||_{C^1(W_j)}. \]

As a consequence, we can estimate the weak norm as follows:
\[
\int_W (R(z)^n h) \phi dm \leq C\|h\|_{B_w} \|z^n \sum_j |DF^n|^{-1} J_{W_j}F^n \|_{\infty} \leq C\|h\|_{B_w} \|z^n \|
\]
where we have used (42). This ends the proof of the first claimed inequality in $B_w$.

Strong stable norm: Given $||\phi||_{C^Q(W)} \leq 1$, we have
\[
\int_W (R(z)^n h) \phi dm \leq \sum_j \int_{W_j} h \frac{J_{W_j}F^n}{|DF^n|} \phi \circ F^n dm \|z^n \|
\leq \sum_j \int_{W_j} h \phi_j dm \|z^n \| + \int_{W_j} h \frac{J_{W_j}F^n}{|DF^n|} \phi_j dm \|z^n \|,
\]
where
\[
\phi_j = \frac{J_{W_j}F^n}{|DF^n|}(\phi \circ F^n - \phi_j), \quad \phi_j = |W_j|^{-1} \int_{W_j} \phi \circ F^n dm.
\]
Proceeding as in (50),
\[
\frac{|\phi \circ F^n(z) - \phi \circ F^n(w)|}{d(z, w)^q} \leq C||\phi||_{C^Q(W_j)}|J_{W_j}F^n|^q_{C^1(W_j)}.
\]
Thus, if $H\omega_q(\phi)$ is the Hölder constant of $\phi$, then the distortion bounds (40) together with the above inequality imply that
\[
H\omega_q(\phi \circ F^n) \leq C|J_{W_j}F^n|^q_{C^0(W_j)} H\omega_q(\phi).
\]
As a consequence, using (39) we obtain
\[ |\phi \circ F^n - \tilde{\phi}_j|_{C^0(W_j)} \leq |\sup_{W_j} \phi \circ F^n - \inf_{W_j} \phi \circ F^n| \leq H_{\text{ol}}(\phi \circ F^n)|W_j|^q \]
\[ \leq C|W_j|F^n|_{C^0(W_j)} \leq C\lambda^{-nq}. \]

Next, note that
\[ |\tilde{\phi}_j|_{C^q(W_j)} \leq |\phi \circ F^n - \tilde{\phi}_j|_{C^q(W_j)}|DF^n|^{-1}J_{W_j}F^n|_{C^q(W_j)} \]
\[ + |\phi \circ F^n - \tilde{\phi}_j|_{C^q(W_j)}|DF^n|^{-1}J_{W_j}F^n|_{C^q(W_j)} \leq 2|\phi \circ F^n - \tilde{\phi}_j|_{C^q(W_j)}|DF^n|^{-1}J_{W_j}F^n|_{C^q(W_j)} \]
\[ \leq 2|\phi \circ F^n - \tilde{\phi}_j|_{C^q(W_j)}|DF^n|^{-1}J_{W_j}F^n|_{C^q(W_j)} \leq C\lambda^{-nq}. \]

Putting the above together,
\[ |\tilde{\phi}_j|_{C^q(W_j)} \leq C\lambda^{-nq}|DF^n|^{-1}J_{W_j}F^n|_{C^q(W_j)} \]
which together with (52) implies that
\[ \left| \int_{W} (R(z)^n h) \phi \, dm \right| \leq C\int_{\mathbb{R}} h|s\lambda^{-nq}|z|^n + C\|h\|_{L^\infty} |z|^n. \]

**Strong unstable norm:** Let \( W, \tilde{W} \in \Sigma \cap Y_{\ell} \). Using the chart \( \chi_{\ell} \), there is a natural bijection
\[ v : \tilde{W} \to W, \quad v \circ \chi_{\ell}(\tilde{g}(\eta), \eta)) = \chi_{\ell}(g(\eta), \eta). \]

Write \( F^{-n}(W) = \bigcup_{j \in \mathbb{N}} W_j, \ F^{-n}(\tilde{W}) = \bigcup_{j \in \mathbb{N}} \tilde{W}_j \) with \( W_j, \tilde{W}_j \subset Y_{n,j} \) and let \( v_j : \tilde{W}_j \to W_j \).

Let \( \phi : W \to \mathbb{R} \) and \( \tilde{\phi} : \tilde{W} \to \mathbb{R} \) be such that \( |\phi|_{C^q(W)}, |\tilde{\phi}|_{C^q(W)} \leq 1 \). Define \( \tilde{\psi} : \tilde{W} \to \mathbb{R} \) by
\[ \tilde{\psi}(y) = \phi(v(y)) \frac{(J_{W_j}F^n|DF^n|^{-1}) \circ F^{-n}(v(y))}{(J_{\tilde{W}_j}F^n|DF^n|^{-1}) \circ F^{-n}(y)}. \]

This choice of \( \tilde{\psi} \) is such that
\[ d(J_{W_j}F^n|DF^n|^{-1} \phi \circ F^n, J_{\tilde{W}_j}F^n|DF^n|^{-1} \tilde{\psi} \circ F^n) = 0, \]
so that normalising \( \phi \) and \( \tilde{\psi} \) by some factor doesn’t change the distance between these quantities.

Compute that
\[ \left| \int_{W} R(z)^n h \phi \, dm - \int_{\tilde{W}} R(z)^n h \phi \, dm \right| \leq |z|^n \sum_j \int_{W_j} h \frac{J_{W_j}F^n}{|DF^n|} \phi \circ F^n \, dm - \int_{\tilde{W}_j} h \frac{J_{\tilde{W}_j}F^n}{|DF^n|} \tilde{\psi} \circ F^n \, dm \]
\[ + |z|^n \sum_j \int_{W_j} \frac{J_{W_j}F^n}{|DF^n|} v_j \frac{1}{h(\tilde{\phi} - \tilde{\psi}) \circ F^n} \, dm \leq S_1 + S_2. \]

Now by (39) and (51),
\[ S_1 \leq \|h\|_u |z|^n \sum_j d(W_j, \tilde{W}_j) \|DF^n|^{-1} J_{W_j} F^n \|_{C^q(W_j)} \leq C\lambda^{-n} \|h\|_u |z|^n \sum_j d(W_j, \tilde{W}_j). \]
Recall \( L > 0 \) from (36) and that \( L_u(Y_{n,j}) \) is the largest unstable length of \( Y_{n,j} \) and note that
\[
d(W_j, \tilde{W}_j) \leq C \frac{L_u(Y_{n,j})}{L} d(W, \tilde{W}).
\]
Hence, renaming \( C/L \) to \( C \),
\[
S_1 \leq C \lambda^{-n} \|h\|_u |z|^n \sum_j L_u(Y_{n,j}) d(W, \tilde{W}) \leq C \lambda^{-n} \|h\|_u |z|^n d(W, \tilde{W}).
\]
For \( S_2 \), using the definition of \( \tilde{\psi} \), we split
\[
(\tilde{\phi} - \tilde{\psi}) \circ F^n = (\tilde{\phi} - \phi \circ v) \circ F^n + \left( \frac{|DF^n|^{-1} J_{W_j} F^n \circ v_j}{|DF^n|^{-1} J_{W_j} F^n} - 1 \right) \phi \circ v \circ F^n.
\]
For the first term, (51) gives
\[
|J_{W_j} F^n|DF^n|^{-1}(\tilde{\phi} - \tilde{\psi}) \circ F^n|_{C^1(\tilde{W}_j)} \leq C |J_{W_j} F^n|DF^n|^{-1}|\infty|\tilde{\phi} - \phi \circ v|_{C^1(\tilde{W})}
\]
and \( |\tilde{\phi} - \phi \circ v|_{C^1(\tilde{W})} = d(\tilde{\phi}, \phi) \leq d(W, \tilde{W}) \). Using the weak norm and summing over \( j \) we get
\[
\sum_j \left| \int_{\tilde{W}_j} J_{W_j} F^n \circ v_j \phi h(\tilde{\phi} - \phi \circ v) \circ F^n \right| \leq C \|h\| \|B_u\| d(W, \tilde{W}).
\]
Finally, since \( \left( \frac{|DF^n|^{-1} J_{W_j} F^n \circ v_j}{|DF^n|^{-1} J_{W_j} F^n} - 1 \right) \leq C' d(W, \tilde{W}) \) by (40), using the weak norm and summing again over \( j \) we get
\[
\sum_j \int_{\tilde{W}_j} J_{W_j} F^n \circ v_j h \phi h \circ v \circ F^n \left| \frac{|DF^n|^{-1} J_{W_j} F^n \circ v_j}{|DF^n|^{-1} J_{W_j} F^n} - 1 \right| \leq C \|h\| \|B_u\| d(W, \tilde{W}).
\]
Thus, \( S_2 \leq 2C \|h\| \|B_u\| |z|^n d(W, \tilde{W}) \). Putting together the estimates for \( S_1 \) and \( S_2 \),
\[
\|R(z)^n h\|_u \leq C \|h\| \|B\| \lambda^{-n} |z|^n + C \|h\| \|B_u\| |z|^n,
\]
and the conclusion follows. \( \square \)

Proposition 3.2 and Lemma 3.3 imply that \( R(z) \in L(B, B) \), i.e., Hypothesis (H1)(ii) holds true. As in [LT16], we note that Proposition 3.2 alone would not suffice. The fact that a function has a bounded norm does not imply that it belongs to \( B \): for this, it is necessary to prove that it can be approximated by \( C^1 \) functions in the topology of the Banach space.

The proof of Lemma 3.3 holds essentially unchanged also for the operator \( R(z) \), thus \( R(z) \in L(B, B) \). We can then extend, by denseness, the statement of Proposition 3.2 to all \( h \in B \), whereby proving hypothesis (H5)(i).

### 3.6 Verifying (H1)(iv) and (H5)(ii)

The following result is an immediate consequence of Lemma 3.2 and the compact embedding stated in Lemma 3.2 (e.g. see [H93]).

**Lemma 3.4** For each \( z \in \overline{D} \) the operator \( R \) is quasi-compact with spectral radius bounded by \( |z| \) and essential spectral radius bounded by \( |z|^q \).
Note that 1 belongs to the spectrum \( \sigma(R) \) of \( R \) (since the composition with \( F \) is the dual operator to \( R \) and \( 1 \circ F = 1 \)). By the spectral decomposition of \( R \) it follows that \( \frac{1}{n} \sum_{i=0}^{n-1} R^i \) converges (in uniform topology) to the eigenprojector \( P \) associated to the eigenvalue 1. Recall that \( \mu = P \).

The result below gives the characterization of the peripheral spectrum and it goes the same with both statement and proof as in [LT16].

**Lemma 3.5** [LT16, Lemma 7.6] Let \( \nu \in \sigma(R(z)) \) with \( |\nu| = 1 \). Then any associated eigenvector \( h \) is a complex measure. Moreover, such measures are all absolutely continuous with respect to \( \mu \) and have bounded Radon-Nikodým derivatives.

Now suppose that \( Rh = e^{i\theta} h \). Then, by Lemma 3.4, there exists \( v \in L^\infty(\mu) \) such that \( h = v\mu \). Hence

\[
\mu(\nu \phi) = h(\phi) = e^{-i\theta} h(\phi \circ F) = e^{-i\theta} \mu(\nu \phi \circ F) = e^{-i\theta} \mu(\nu \phi \circ F^{-1})
\]

implies \( v = e^{i\theta} v \circ F \) \( \mu \)-almost surely. By similar arguments, if \( z = e^{i\theta} \) and \( R(z)h = \bar{R}(e^{i\theta} \phi h) = h \), then there exists \( v \in L^\infty(\mu) \) such that \( ve^{i\theta} = v \circ F \) \( \mu \)-a.e.

**Proposition 3.3** Hypotheses (H1)(iv) and (H5)(ii) hold true.

**Proof.** As the proof of the two hypotheses is essentially the same, we limit ourselves to the proof of (H5)(ii). The proof below is a slight modification of [LT16, Proof of Proposition 7.9], replacing the map \( F \) there with the quotient map \( \bar{F} \) of the map \( F \) used here. We recall that \( \bar{F} : Y \rightarrow \bar{Y} \), where \( \bar{Y} = Y/ \sim \) with \( x \sim y \) if \( x, y \) are on the same stable leaf \( W^s \in \Sigma \) (more needed facts about \( \bar{F} \) are recalled and used below). The idea is to show that a negation of (H5)(ii) for \( F \) leads to a similar statement for \( \bar{F} \), which is known to be a contradiction, since \( \bar{F} \) is Gibbs Markov\(^{11}\) (this is recalled at the end of the present argument).

Let \( v : Y \rightarrow \mathbb{C} \) be a (non identically zero) measurable solution to the equation \( v \circ F = e^{i\theta} v \mu \)-a.e. on \( Y \), with \( \theta \in (0, 2\pi) \). By Lusin’s theorem, \( v \) can be approximated in \( L^1(\mu) \) by a \( C^0 \) function, which in turn can be approximated by a \( C^\infty \) function. Hence, there exists a sequence \( \xi_n \) of \( C^1 \) functions such that \( |\xi_n - v|_{L^1(\mu)} \rightarrow 0 \), as \( n \rightarrow \infty \). So, we can write

\[
v = \xi_n + \rho_n,
\]

where \( \|\rho_n\|_{L^1(\mu)} \rightarrow 0 \), as \( n \rightarrow \infty \).

Starting from \( v = e^{-i\theta} v \circ F \) and iterating forward \( m \) times (for some \( m \) large enough to be specified later),

\[
v = e^{-i\theta} \sum_{j=0}^{m-1} \phi \circ F^j (\xi_n \circ F^m + \rho_n \circ F^m).
\]

Clearly,

\[
|e^{-i\theta} \sum_{j=0}^{m-1} \phi \circ F^j |_{L^1(\mu)} = |\rho_n \circ F^m|_{L^1(\mu)} = |\rho_n|_{L^1(\mu)} \rightarrow 0,
\]

as \( n \rightarrow \infty \).

Next, put \( A_{n,m} := e^{-i\theta} \sum_{j=0}^{m-1} \phi \circ F^j \xi_n \circ F^m \) and let \( d^s \) be the derivative in the stable direction. Note that for all \( n \) and \( m \)

\[
|d^s A_{n,m}| \leq |d^s \xi_n|_{\infty} |d^s F^m|.
\]

\(^{11}\)see [AD01, page 198] for the definition of Gibbs-Markov maps
By (37), there exists $0 < \tau < 1$ such that $|d^F| = \tau$. Hence, for any $\varepsilon > 0$ and any $n \in \mathbb{N}$, there exists $m \in \mathbb{N}$ such that

$$|d^nA_{n,m}|_{\infty} < \varepsilon.$$ 

It is then convenient to use $\mathbb{E}_\mu$ for the expectation with respect to $\mu$ and $\mathbb{E}_\mu(\cdot \mid x)$ for the conditional expectation with respect to the $\sigma$-algebra generated by the set of admissible leaves.

Next, we note that the point $\bar{x} \in \bar{Y}$ can be written as $\bar{x} = W^s(\bar{x})$. With this notation, the previous displayed equation implies that $|A_{n,m}(x, y) - \mathbb{E}_\mu(A_{n,m} \mid \bar{x})| \leq \varepsilon$. For arbitrary $\psi \in L^\infty(\mu)$, we can then write

$$\mathbb{E}(\psi v) = \mathbb{E}_\mu(\psi A_{n,m}) + O(\varepsilon) = \mathbb{E}_\mu(\psi \mathbb{E}_\mu(A_{n,m} \mid \bar{x})) + O(\varepsilon)$$

$$= \mathbb{E}_\mu(\mathbb{E}_\mu(\psi \mid \bar{x}) A_{n,m}) + O(\varepsilon) = \mathbb{E}_\mu(\mathbb{E}_\mu(v \mid \bar{x})) + O(\varepsilon).$$

Since $\varepsilon$ and $\psi$ are arbitrary, it follows that $v = \mathbb{E}_\mu(v \mid \bar{x})$.

Finally, recall the projection map $\pi : Y \to \bar{Y}$, $\pi \circ F = \bar{F} \circ \pi$ and write $\bar{\varphi} \circ \pi = \varphi$. Since $v = \mathbb{E}_\mu(v \mid \bar{x})$, there exists $\bar{v} : \bar{Y} \to \mathbb{C}$ such that $\bar{v} \circ \pi = \varphi$. Thus, $v \circ F = e^{i\theta \bar{\varphi}}v$ is equivalent to $\bar{v} \circ F = e^{i\theta \bar{\varphi}}\bar{v}$. But since $\bar{F}$ is Gibbs Markov, this equation has only the trivial solution $v = 0$ (see [AD01, Theorem 3.1]).

### 3.7 Verifying (H4): bounds for $\|R_n\|_B$.

**Lemma 3.6** There is $C > 0$ such that $\|R_n\|_B \leq Cm(\varphi = n)$ for all $n \in \mathbb{N}$.

**Proof.** Note that $\varphi$ is constant on each element of $\mathcal{Y}_1$. Thus, given $W \in \Sigma$ we can index the leaves in $F^{-1}(W)$ as $W_n = F^{-1}(W) \cap \{\varphi = n\}$. Let $\phi \in C^q$ be such that $|\phi|_{C^q(W)} \leq 1$. Using (42) we compute that

$$\left| \int_W (R_n h) \phi dm \right| \leq \int_{W_n} h |DF^n|^{-1} J_{W_n} F|\phi \circ F| dm$$

$$\leq \|h\|_s \|DF^n|^{-1} J_{W_n} F|_{C^q(W_n)} \leq Cm(\varphi = n).$$

Hence, $\|R_n\|_s \leq Cm(\varphi = n)$. By the same argument (with $q = 1$), $\|R_n\|_{B_w} \leq Cm(\varphi = n)$.

The estimate for the unstable norm follows by the argument used in the proof of Proposition 3.2 (for estimating the unstable norm). We sketch the argument for completeness. Let $W, \tilde{W} \in \Sigma \cap Y_j$, for some $j \geq 1$. As above, write $W_n = F^{-1}(W) \cap \{\varphi = n\}$ and $\tilde{W}_n = F^{-1}(\tilde{W}) \cap \{\varphi = n\}$. Let $|\phi|_{C^1(Y_j)} \leq 1$. Compute that (with $v_n$ and $\tilde{v}$ analogous to (53) and (54))

$$\left| \int_W (R_n h) \phi dm - \int_{\tilde{W}} (R_n h) \phi dm \right| \leq \left| \int_{W_n} h \frac{J_{W_n} F}{|DF|} \phi \circ F dm - \int_{\tilde{W}_n} \frac{J_{W_n} F}{|DF|} \tilde{v} \circ F dm \right|$$

$$+ \left| \int_{W_n} \frac{J_{W_n} F}{|DF|} v_n h(\tilde{\phi} - \tilde{v}) \circ F \right| dm = S_1 + S_2.$$ 

By the argument used in the proof of Proposition 3.2 together with (42),

$$S_1 \leq \|h\|_u d(W_n, \tilde{W}_n) ||DF||^{-1} J_{W_n} F|_{\infty} \leq C \|h\|_u m(\varphi = n) d(W, \tilde{W}),$$
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where we have used that \( \frac{d(W_n, \tilde{W}_n)}{d(W, \tilde{W})} \approx \frac{L_n(Y_n)}{L} \leq C m(\varphi = n) \), the last inequality being guaranteed by (42). Finally, using the analogues of (55) and (56) (for a single term in each), we find

\[
\int_{W_n} J_{W_n} F \circ v_n \frac{h(\tilde{\phi} - \tilde{\psi}) \circ F}{|DF|} \leq C \|h\|_{B_w} |J_{\tilde{W}_n} F| |DF|^{-1} |\infty| \tilde{\phi} - \phi \circ v|_{C^1(\tilde{W})} + C\|h\|_{B_w} |J_{\tilde{W}_n} F| |DF|^{-1} |\infty| d(W, \tilde{W}) \\
\leq 2C \|h\|_{B_w} \mu(\varphi = n) d(W, \tilde{W}).
\]

Combining these estimates we find \( S_2 \leq C \|h\|_{\epsilon B_w} m(\varphi = n) d(W, \tilde{W}) \), ending the proof. □
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