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Abstract. We apply the method of nonlinear steepest descent to compute the

long-time asymptotics of the Korteweg–de Vries equation with steplike initial
data leading to a rarefaction wave. In addition to the leading asymptotic we

also compute the next term in the asymptotic expansion of the rarefaction

wave, which was not known before.

1. Introduction

In this paper we investigate the Cauchy problem for the Korteweg–de Vries
(KdV) equation

(1.1) qt(x, t) = 6q(x, t)qx(x, t)− qxxx(x, t), (x, t) ∈ R× R+,

with steplike initial data q(x, 0) = q0(x) satisfying

(1.2)

{
q0(x)→ 0, as x→ +∞,
q0(x)→ c2, as x→ −∞.

This case is known as rarefaction problem. The corresponding long-time asymp-
totics of q(x, t) as t→∞ are well understood on a physical level of rigor ([28, 20, 24])
and can be split into three main regions:

• In the region x < −6c2t the solution is asymptotically close to the back-
ground c2.

• In the region −6c2t < x < 0 the solution can asymptotically be described
by − x

6t .
• In the region 0 < x the solution is asymptotically given by a sum of

solitons.

This is illustrated in Figure 1. For the corresponding shock problem we refer to
[2, 8, 13, 14, 18, 21, 27].

The aim of the present paper is to rigorously justify these results. Furthermore,
we will also compute the second terms in the asymptotic expansion, which were,
to the best of our knowledge, not obtained before. Our approach is based on the
nonlinear steepest descent method for oscillatory Riemann–Hilbert (RH) problems.
In turn, this approach rests on the inverse scattering transform for steplike initial
data originally developed by Buslaev and Fomin [3] with later contributions by
Cohen and Kappeler [4]. For recent developments and further information we refer
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Figure 1. Numerically computed solution q(x, t) of the KdV
equation at time t = 1.5, with initial condition q0(x) = 1

2 (1 −
erf(x))− 4 sech(x− 1).

to [9]. The application of the inverse scattering transform to the problem (1.1)–
(1.2) (see [10], [11]) implies that the solution q(x, t) of the Cauchy problem exists
in the classical sense and is unique in the class

(1.3)

∫ ∞
0

|x|(|q(x, t)|+ |q(−x, t)− c2|)dx <∞, ∀t ∈ R,

provided the initial data satisfy the following conditions: q0 ∈ C8(R) and

(1.4)

∫ ∞
0

x4
(
|q0(x)|+ |q0(−x)− c2|+ |q(j)(x)|

)
dx <∞, j = 1, . . . , 8.

To simplify considerations we will additionally suppose that the initial condition
decays exponentially fast to the asymptotics:

(1.5)

∫ +∞

0

eκx(|q0(x)|+ |q0(−x)− c2|)dx <∞,

for some small κ > 0. We remark that by [26] the solution will be even real analytic
under this assumption, but we will not need this fact.

This last assumption can be removed using analytic approximation of the reflec-
tion coefficient as demonstrated by Deift and Zhou [7] (see also [12, 22]), but we
will not address this in the present paper. However, we emphasize that all known
results concerning the asymptotic behavior of steplike solutions were obtained for
the case of pure step initial data (q0(x) = 0 for x > 0 and q0(x) = ±c2 for x ≤ 0)
only. Moreover, those using the Riemann-Hilbert approach did not address the
parametrix problem, which is one of the main contributions of the present paper.

As is known, the solution of the initial value problem (1.1), (1.4) can be computed
by the inverse scattering transform from the right scattering data of the initial
profile. Here the right scattering data are given by the reflection coefficient R(k),
k ∈ R, a finite number of eigenvalues−κ2

1, . . . , −κ2
N , and positive norming constants

γ1, . . . , γN . The difference with the decaying case c = 0 consists of the fact, that
the modulus of the reflection coefficient is equal to 1 on the interval [−c, c]. At
the point k = 0 the reflection coefficient takes the values ±1 (cf. [4]). The case
R(0) = −1 known as the nonresonant case (which is generic), whereas the case
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R(0) = 1 is called the resonant case. Note, that the right transmission coefficient
T (k) can be reconstructed uniquely from these data (cf. [3]).

Our main results is the following

Theorem 1.1. Let the initial data q0(x) ∈ C8(R) of the Cauchy problem (1.1)–
(1.2) satisfy (1.5). Let q(x, t) be the solution of this problem. Then for arbitrary
small εj > 0, j = 1, 2, 3, and for ξ = x

12t , the following asymptotics are valid as
t→∞ uniformly with respect to ξ:
A. In the domain (−6c2 + ε1)t < x < −ε1t:

(1.6) q(x, t) = −x+Q(ξ)

6t
(1 +O(t−1/3)), as t→ +∞,

where

(1.7) Q(ξ) =
2

π

∫ √−2ξ

−
√
−2ξ

 d

ds
logR(s)− 4i

N∑
j=1

κj
s2 + κ2

j

 ds√
s2 + 2ξ

∓ 1

2
√
−2ξ

,

with ± corresponding to the resonant/nonresonant case, respectively.
B. In the domain x < (−6c2 − ε2)t in the nonresonant case:

(1.8) q(x, t) = c2 +

√
4ντ

3t
sin(16tτ3 − ν log(192tτ3) + δ)(1 + o(1)),

where τ = τ(ξ) =
√

c2

2 − ξ, ν = ν(ξ) = − 1
2π log

(
1− |R(τ)|2

)
and

δ(ξ) =− 3π

4
+ arg(R(τ)− 2T (τ) + Γ(iν))

− 1

π

∫
R\[−τ,τ ]

log
1− |R(s)|2

1− |R(τ)|2
s ds

s2 − c2 − ( c
2

2 + ξ)1/2(c2 − s2)1/2
.

Here Γ is the Gamma function.
C. In the domain x > ε3t:

q(x, t) = −
N∑
j=1

2κ2
j

cosh2
(
κjx− 4κ3

j t− 1
2 log

γj
2κj
−
∑N
i=j+1 log

κi−κj
κi+κj

) +O(e−ε3t/2).

We should remark that our results do not cover the two transitional regions:
0 ≈ x near the leading wave front, and x ≈ −6c2t near the back wave front. Since
the error bounds obtained from the RH method break down near these edges, a
rigorous justification is beyond the scope of the present paper.

Our paper is organized as follows: Section 2 provides some necessary information
about the inverse scattering transform with steplike backgrounds and formulates
the initial vector RH problems. In Section 3 we study the soliton region. In
Section 4 the initial RH problem is reduced to a ”model” problem in the domain
−6c2t < x < 0. It is solved in Section 5, and the question of a suitable parametrix
is discussed in Section 6. Justification of the asymptotical formula (1.6)–(1.7) is
given in Section 7. In Section 8 we establish the asymptotics in the dispersive region
x < −6c2t.
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2. Statement of the RH problem and the first conjugation step

Let q(x, t) be the solution of the Cauchy problem (1.1), (1.4) and consider the
underlying spectral problem

(2.1) (H(t)f)(x) := − d2

dx2
f(x) + q(x, t)f(x) = λf(x), x ∈ R.

In order to set up the respective Riemann–Hilbert (RH) problems we recall some
facts from scattering theory with steplike backgrounds. We refer to [9] for proofs
and further details.

Throughout this paper we will use the following notations: Set D := C\Σ, where

Σ = ΣU ∪ΣL, ΣU = {λU = λ+ i0, λ ∈ [0,∞)}, ΣL = {λL = λ− i0, λ ∈ [0,∞)}

(throughout this paper the indices U and L will stand for ”upper” and ”lower”).
That is, we treat the boundary of the domain D as consisting of the two sides
of the cut along the interval [0,∞), with different points λU and λL on different
sides. In equation (2.1) the spectral parameter λ belongs to the set clos(D), where
clos(D) = D ∪ ΣU ∪ ΣL. Along with λ we will use two more spectral parameters

k =
√
λ, k1 =

√
λ− c2, where k > 0 and k1 > 0, for λU > c2.

The functions k1(λ) and k(λ) conformally map the domain D onto D1 := C+\(0, ic]
and D := C+, respectively. Since there is a bijection between the closed domains
closD, closD = C+ ∪ R and closD1 = D1 ∪ R ∪ [0, ic]r ∪ [0, ic]l, we will use the
ambiguous notation f(k) or f(k1) or f(λ) for the same value of an arbitrary function
f(λ) in these respective coordinates. Here the indices l and r are associated with
the right and the left sides of the cut. In particular, if k > 0 corresponds to λU then
−k corresponds to λL, and for functions defined on the set Σ we will sometimes
use the notation f(k) and f(−k) to indicate the values at symmetric points λU and
λL.

Since the potential q(x, t) satisfies (1.3), the following facts are valid for the
operator H(t) ([9]):

Theorem 2.1.

• The spectrum of H(t) consists of an absolutely continuous part R+ plus a
finite number of negative eigenvalues λ1 < · · · < λN < 0. The (absolutely)
continuous spectrum consists of a part [0, c2] of multiplicity one and a
part [c2,∞) of multiplicity two. In terms of the variables k and k1, the
continuous spectrum corresponds to k ∈ R, and the spectrum of multiplicity
two to k1 ∈ R.

• Equation (2.1) has two Jost solutions φ(λ, x, t) and φ1(λ, x, t), satisfying
the conditions

lim
x→+∞

e−ikxφ(λ, x, t) = lim
x→−∞

eik1xφ1(λ, x, t) = 1, for λ ∈ closD.

The Jost solutions fulfill the scattering relations

T (λ, t)φ1(λ, x, t) = φ(λ, x, t) +R(λ, t)φ(λ, x, t), k ∈ R,(2.2)

T1(λ, t)φ(λ, x, t) = φ1(λ, x, t) +R1(λ, t)φ1(λ, x, t), k1 ∈ R,(2.3)

where T (λ, t), R(λ, t) (resp., T1(λ, t), R1(λ, t)) are the right (resp., the
left) transmission and reflection coefficients.
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• The Wronskian

(2.4) W (λ, t) = φ1(λ, x, t)φ′(λ, x, t)− φ′1(λ, x, t)φ(λ, x, t)

of the Jost solutions has simple zeros at the points λj. The only other
possible zero is λ = 0. The case W (0, t) = 0 is known as the resonant
case. In this case R(0, t) = 1. In the nonresonant case, which is generic,
R(0, t) = −1.

• The solutions φ(λj , x, t) and φ1(λj , x, t) are the corresponding (linearly
dependent) eigenfunctions of H(t). The associated norming constants are

(2.5) γj(t) =

(∫
R
φ2(λj , x, t)dx

)−1

, γj,1(t) =

(∫
R
φ2

1(λj , x, t)dx

)−1

.

• The function T (λ, t) has a meromorphic extensions to the domain λ ∈
C \ [0,∞) with simple poles at the points λ1,. . . , λN . The only possible
zero is at λ = 0 in the nonresonant case. In the resonant case T (λ, t) 6= 0
for all λ ∈ clos(D).

• There is a symmetry T (λU , t) = T (λL, t), T1(λU , t) = T1(λL, t), R(λU , t) =

R(λL, t) for k ∈ R, i.e. for λ ∈ Σ. The same is valid for φ(λ, x, t) and
φ1(λ, x, t). Moreover, φ1(λ, x, t) ∈ R for k ∈ [−c, c] and R1(λU , t) =

R1(λL, t) for k1 ∈ R.
• The following identities are valid on the continuous spectrum:

(2.6) − T1(λ, t)

T1(λ, t)
=
T (λ, t)

T (λ, t)
= R(λ, t)e2i arg k, for k ∈ [−c, c],

and for k1 ∈ R:

1− |R(λ, t)|2 = 1− |R1(λ, t)|2 = T1(λ, t)T (λ, t),(2.7)

R1(λ, t)T (λ, t) +R(λ, t)T (λ, t) = 0.

Here arg k = π as k < 0.
• The spectrum is time independent and the time evolution of the scattering

data is given by ([11, 16, 17])

R(λ, t) = R(k)e8ik3t, k ∈ R,

χ(λ, t) = χ(k)e−8itk3
1−12itk1c

2

, k ∈ [−c, c],(2.8)

R1(λ, t) = R1(k1)e−8itk2
1−12itk1c

2

, k1 ∈ R,

γ1,j(t) = γ1,je
−8κ3

1,jt+12c2κ1,jt, γj(t) = γje
8κ3
j t,

where

(2.9) χ(λ, t) := −T1(λ, t)T (λ, t); χ(k) = χ(λ(k), 0); R(k) = R(λ(k), 0);

(2.10) γ1,j = γ1,j(0); γj = γj(0); 0 < κj =
√
−λj ; κ1,j =

√
κ2
j + c2.

• Under the assumption (1.5) with 0 < κ < κN the solution φ(λ, x, 0) has an
analytical continuation to a subdomain Dκ ⊂ D, where Dκ = {λ(k) : 0 <
Im k < κ}. Accordingly, the function R(k) has a holomorphic continuation
to the strip 0 < Im k < κ, continuous up to the boundary Im k = 0.
The transmission coefficient as a function of k always has an analytical
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continuation in C+, and is holomorphic in the strip and continuous up to
the boundary R. Identity (2.2) remains valid in the strip.

• The solution q(x, t) of the initial value problem (1.1)–(1.4) can be uniquely
recovered from either the right initial scattering data

{R(k), k ∈ R; λj = −κ2
j , γj > 0, j = 1, . . . , N},

or from the left initial scattering data

{R1(k1), k1 ∈ R; χ(k), k ∈ [−c, c]; λj , γ1,j > 0, j = 1, . . . , N}.

These properties allow us to formulate two vector RH problems. One of them
is connected with the right scattering data, another one with the left one. To this
end we introduce a vector function

(2.11) m(λ, x, t) =
(
T (λ, t)φ1(λ, x, t)eikx, φ(λ, x, t)e−ikx

)
on closD. By Theorem 2.1 this function is meromorphic in D with simple poles at
the points λj , and continuous up to the boundary Σ. We regard it as a function

of k ∈ C+ (with C+ the closed upper half-plane), keeping x and t as parameters.
Accordingly we will write m(k) := m(λ(k), x, t). This vector function has the
following asymptotical behavior (cf. [8] and [9], Lemma 4.3) as k → ∞ in any
direction of C+:
(2.12)

m(k) =
(
m1(k) m2(k)

)
=
(
1 1

)
− 1

2ik

∫ +∞

x

q(y, t)dy
(
−1 1

)
+O

(
1

k2

)
,

and

(2.13) m1(k)m2(k) = T (k)φ(k, x, t)φ1(k, x, t) = 1 +
q(x, t)

2k2
+O(

1

k4
).

Extend the definition of m(k) to C− using the symmetry condition

(2.14) m(k) = m(−k)σ1,

where

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
are the Pauli matrices. After this extension the function m has a jump along the
real axis. We consider the real axis as a contour with the natural orientation from
minus to plus infinity, and denote by m+(k) (resp. m−(k)) the limiting values of
m(k) from the upper (resp. lower) half-plane.

Theorem 2.2. Let {R(k), k ∈ R; λj = −κ2
j , γj > 0, j = 1, . . . , N} be the right

scattering data for the initial datum q0(x), satisfying condition (1.4), and let q(x, t)
be the unique solution of the Cauchy problem (1.1), (1.4). Then the vector-valued
function m(k) defined by (2.11) and (2.14) is the unique solution of the following
vector Riemann–Hilbert problem:

Find a vector-valued function m(k), which is meromorphic away from the contour
R with continuous limits from both sides of the contour and satisfies:

I. The jump condition m+(k) = m−(k)v(k), where

(2.15) v(k) := v(λ(k), x, t) =

(
1− |R(k)|2 −R(k)e−2tΦ(k)

R(k)e2tΦ(k) 1

)
, k ∈ R;
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II. the pole conditions

(2.16)

Resiκj m(k) = lim
k→iκj

m(k)

(
0 0

iγje
2tΦ(iκj) 0

)
,

Res−iκj m(k) = lim
k→−iκj

m(k)

(
0 −iγje

−2tΦ(iκj)

0 0

)
;

III. the symmetry condition (2.14);
IV. the normalization condition

(2.17) m(k) =
(
1 1

)
+O(k−1), k →∞.

Here the phase Φ(k) = Φ(k, x, t) in (2.15) is given by

Φ(k) = 4ik3 + ik
x

t
.

Remark 2.3. Note that by property (2.6) we have |R(k)| = 1 for k ∈ [−c, c]
implying

v(k) =

(
0 −R(k)e−2tΦ(k)

R(k)e2tΦ(k) 1

)
, k ∈ [−c, c].

Proof of Theorem 2.2. Since our further considerations mainly affect k, we drop
x and t from our notation whenever possible. Let m(k) be defined by (2.11).
In the upper half-plane it is a meromorphic function, its first component m1(k)
has simple poles at points iκj , and the second component m2(k) is holomorphic
one. Both components have continuous limits up to the boundary R, moreover, for
k ∈ R we have m+(−k) = m+(k). To compute the jump condition we observe that
if m+ =

(
Tφ1z, φz

−1
)
, where z = eikx, k ∈ R, then by the symmetry condition

m− =
(
φz, Tφ1z

−1
)

at the same point k ∈ R. Write
( α(k) β(k)
γ(k) δ(k)

)
for the unknown

jump matrix. Then

Tφ1z = φ zα+ Tφ1z
−1γ, φ z−1 = φ zβ + Tφ1z

−1δ.

Multiply the first equality by z−1, the second one by z, and then conjugate both
of them. We finally get

(2.18) αφ = Tφ1 − Tγφ1z
2, T δφ1 = φ− βφz−2.

Now divide the first of these equalities by T and compare it with (2.3) as k1 ∈ R.
From (2.7) it follows that α = T1T = 1− |R|2, γz−2 = R if k1 ∈ R. For k ∈ [−c, c]
we use the first equality of (2.18) taking into account that φ1 = φ1. Then by (2.6)
αφ = φ1T (1 − γz2R) and therefore α = 0, γz−2 = R if k ∈ [−c, c]. Taking into
account (2.8) and z = eikx we finally justify the 11 and 21 entries of the jump
matrix (2.15). Comparing the second equality of (2.18) with (2.2) gives δ = 1 and
−βz−2 = R. This justifies the 12 and 22 entries.

The pole condition (2.16) is proved in [12] or in Appendix A of [8]. The symmetry
condition holds by definition, and the normalization condition follows from (2.12).

It remains to prove that the solution of this RH problem is unique. Let m(k)
and m̃(k) be two solutions. Then m̂(k) = m(k) − m̃(k) satisfies I–III (note, that
condition II does not guarantee that m̂ is a holomorphic solution!) and condition
IV is replaced by m̂(k) = O(k−1). Therefore the function

F (k) := m̂1(k)m̂1(k) + m̂2(k)m̂2(k)
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is a meromorphic in C+ with simple poles at the points iκj and with the asymp-

totical behavior F (k) = O(k−2) as k → ∞. Since −k = k for k ∈ iR condition II
implies

(2.19) Resiκj F (k) = 2iγj |m̂2(iκj)|2e2tΦ(iκj) ∈ iR+.

Moreover, F (k) has continuous limiting values F+(k) on R, which can be repre-

sented, due to condition III, as F+(k) = m̂1,+(k)m̂1,−(k) + m̂2,+(k)m̂2,−(k). From
condition I we then get

F+(k) =
(
(1− |R|2)m̂1,− +Rm̂2,−

)
m̂1,− +

(
m̂2,− −Rm̂1,−

)
m̂2,−

= (1− |R|2)|m̂1,−|2 + |m̂2,−|2 + 2i Im
(
Rm̂1,−m̂2,−

)
.

Now let ρ > κ1 and consider the half-circle

Cρ = {k : k ∈ [−ρ, ρ], or k = ρeiθ, 0 < θ < π}

as a contour, oriented counterclockwise. By the Cauchy theorem and (2.19)∮
Cρ
F (k)dk = 2πi

N∑
j=1

Resiκ F (k) = −4π

N∑
j=1

γj |m̂2(iκj)|2e2tΦ(iκj).

Using F (k) = O(k−2) as k →∞ we see limρ→∞
∫ π

0
F (ρeiθ)ρeiθdθ = 0 implying∫

R
F+(k)dk + 4π

N∑
j=1

γj |m̂2(iκj)|2e2tΦ(iκj) = 0.

Taking the real part we further obtain∫
R

(
(1− |R(k)|2)|m̂1,−(k)|2 + |m̂2,−(k)|2

)
dk + 4π

N∑
j=1

γj |m̂2(iκj)|2e2tΦ(iκj) = 0,

which shows

m̂2,−(k) = 0 as k ∈ (R ∪j {iκj}), and m̂1,−(k) = 0 as k1 ∈ R.

Thus, function F (k) is entire and taking into account its behavior at infinity we
conclude that it is zero. This proves uniqueness of the RH problem under consid-
eration. �

For our further analysis we rewrite the pole condition as a jump condition,
and hence we turn our meromorphic Riemann–Hilbert problem into a holomorphic
one literally following [12]. Choose δ > 0 so small that the discs |k − iκj | < δ
lie inside the upper half-plane and do not intersect any of the other contours,
moreover κN − δ > κ, where κ is the same as in estimate (1.5). Redefine m(k) in
a neighborhood of iκj (respectively −iκj) according to

(2.20) m(k) =



m(k)

(
1 0

− iγje
2tΦ(iκj)

k−iκj
1

)
, |k − iκj | < δ,

m(k)

(
1

iγje
2tΦ(iκj)

k+iκj

0 1

)
, |k + iκj | < δ,

m(k), else.
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Denote the boundaries of these small discs as Tj,U and Tj,L (as usual, indices U
and L are associated with ”upper” and ”lower”). Set also

(2.21) hU (k, j) := − iγje
2tΦ(iκj)

k − iκj
, hL(k, j) := − iγje

2tΦ(iκj)

k + iκj
.

Then a straightforward calculation using Resiκm(k) = limk→iκ(k − iκ)m(k) shows
the following well-known result (see [12]):

Lemma 2.4. Suppose m(k) is redefined as in (2.20). Then m(k) is holomorphic

in C \
(
R ∪

⋃N
j=1(Tj,U ∪ Tj,L)

)
. Furthermore it satisfies conditions I, III, IV and

II is replaced by the jump condition

(2.22) m+(k) = m−(k)



(
1 0

hU (k, j) 1

)
, k ∈ Tj,U(

1 hL(k, j)

0 1

)
, k ∈ Tj,L,

where the small circles Tj,U around iκj are oriented counterclockwise, and the circles
Tj,L around −iκj are oriented clockwise.

This ”holomorphic” RH problem is equivalent to the initial one, given by con-
ditions I–IV. Thus, it also has a unique solution. We use it everywhere except of
small regions of (x, t) half-plane in vicinities of the rays x = 4κ2

j t, which correspond
to the solitons. In what follows we will denote this RH problem as RH-k problem,
associated with the right scattering data. This problem is convenient for investiga-
tions in the region x > −6c2t. In the remaining region it turns out more convenient
to use an RH-k1 problem, associated with the left scattering data. In this region
we study the nonresonant case only.

Let D1 = C+\(0, ic] be the domain for k1, which is in one-to-one correspondence
with the domain D for λ as well as with the upper half-plane for k. As already
pointed out before we will simply consider the scattering data and Jost solutions
as functions of k1.

In the C plane of the k1 variable we consider the cross contour consisting of the
real axis R, with the orientation from minus to plus infinity, and of the vertical
segment [ic,−ic], oriented top-down. The images of the discrete spectrum of H(t)
are now located at the points ±iκ1,j , κ1,j > c (see Theorem 2.1, formulas (2.5),
(2.9), (2.10)). By definition, χ(k), considered as the function of k1, is defined on

the contour [ic, 0] as χ(k1) = −T1(k1, 0)T (k1, 0), as k1 ∈ [0, ic]r, i.e. k ∈ [0, c].
We define it on [0,−ic] as χ(−k1) := −χ(k1). In the nonresonant case this is a
continuous function for k1 ∈ [−ic, ic] with χ(−ic) = χ(ic) = χ(0) = 0.

In D1 we introduce the vector-valued function

(2.23) m(1)(k1, x, t) =
(
T1(k1, t)φ(k1, x, t)e

−ik1x, φ1(k1, x, t)e
ik1x
)

and extend it to the lower half-plane by the symmetry condition

(2.24) m(1)(−k1) = m(1)(k1)σ1.

In the nonresonant case this vector function has continuous limits on the boundary
of the domain D1 and has the following asymptotical behavior as k1 →∞:

(2.25) m(1)(k1, x, t) =
(
1 1

)
+

1

2ik1

(∫ x

−∞
(q(y, t)− c2)dy

)(
1 −1

)
+O

(
1

k2
1

)
.
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Theorem 2.5. Let {R1(k1), k1 ∈ R; χ(k1), k1 ∈ [0, ic]; (κ1,j , γ1,j), 1 ≤ j ≤ N}
be the left scattering data of the operator H(0) which correspond to the nonresonant
case. Let TUj (resp., TLj ) be circles with centres in iκ1,j (resp., −iκ1,j) and with

radii 0 < ε < 1
4 minNj=1 |κ1,j − κ1,j−1|, κ1,0 = 0. Then m(1)(k1) = m(1)(k1, x, t),

defined in (2.23), (2.24), is the unique solution of the following vector Riemann–
Hilbert problem: Find a vector function m(1)(k1) which is holomorphic away from

the contour
⋃N
j=1(TUj ∪TLj )∪R∪ [−ic, ic], has continuous limiting values from both

sides of the contour and satisfies:

(i) The jump condition m
(1)
+ (k1) = m

(1)
− (k1)v(1)(k1)

(2.26) v(1)(k1) =



(
1− |R1(k1)|2 −R1(k1)e−2tΦ1(k1)

R1(k1)e2tΦ1(k1) 1

)
, k1 ∈ R,

(
1 0

χ(k1)e2tΦ1(k1) 1

)
, k1 ∈ [ic, 0],

(
1 χ(k1)e−2tΦ1(k1)

0 1

)
, k1 ∈ [0,−ic],

(
1 0

− iγ1,je
tΦ1(iκ1,j)

k1−iκ1,j
1

)
, k1 ∈ TUj ,

(
1 − iγ1,je

−tΦ1(−iκ1,j)

k1+iκ1,j

0 1

)
, k1 ∈ TLj ;

(ii) the symmetry condition (2.24);
(iii) the normalization condition limκ→∞m(1)(iκ) = (1 1).

Here the phase Φ1(k) = Φ1(k1, x, t) is given by

Φ1(k1) = −4ik3
1 − 6ic2k1 − 12iξk1, ξ =

x

12t
,

and the circles are oriented in the same way as in Lemma 2.4.

The proof of this theorem is analogous to the proof of Theorem 2.2.

Remark 2.6. In our above formulations of the RH problems we could replace the
continuous limits by non-tangential L2 limits (cf. [5, Sect. 7.1]). Locally this is
clear and globally this follows from the normalization conditions (which is supposed
to hold around the contour as well). All our RH problems will satisfy the stronger
condition from above (except for possibly a finite number of points in the model
problems later on) and hence we have chosen to use this simpler formulation.

Our first aim is to reduce these RH problems to model problems which can be
solved explicitly. To this end we record the following well-known result (see e.g.
[12]) for easy reference.

Lemma 2.7 (Conjugation). Let v(k) be a continuous matrix on the contour Σ̂,

where Σ̂ is one of the contours which appeared in Theorem 2.2 or 2.5. Let m(k),
k ∈ C, be a holomorphic solution of the RH problem m+(k) = m−(k)v(k), k ∈
Σ̂, which has continuous limiting values from both sides of the contour and which
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satisfies the symmetry and normalization conditions. Let Σ̃ ⊂ Σ̂ be a contour with
the same orientation. Suppose that Σ̃ contains with each point k also the point −k.
Let D be a matrix of the form

(2.27) D(k) =

(
d(k)−1 0

0 d(k)

)
,

where d : Ĉ \ Σ̃ → C is a sectionally analytic function with d(k) 6= 0 except for a

finite number of points on Σ̃. Set

(2.28) m̃(k) = m(k)D(k),

then the jump matrix of the problem m̃+ = m̃−ṽ is

ṽ =



(
v11 v12d

2

v21d
−2 v22

)
, k ∈ Σ̂\Σ̃,

(
v11d

−1
+ d− v12d+d−

v21d
−1
+ d−1
− v22d

−1
− d+

)
, k ∈ Σ̃.

If d satisfies d(−k) = d(k)−1 for k ∈ C \ Σ̃, then the transformation (2.28) respects
the symmetry condition (2.14). If d(k) → 1 as k → ∞ then (2.28) respects the
normalization condition (2.17).

Note that in general, for an oriented contour Σ̂, the value f+(k0) (resp. f−(k0))

will denote the nontangential limit of the vector function f(k) as k → k0 ∈ Σ̂ from

the positive (resp. negative) side of Σ̂, where the positive side is the one which lies
to the left as one traverses the contour in the direction of its orientation.

3. Soliton region, x > 0.

Here we use the holomorphic RH problem with jump given by (2.15), (2.22),
and (2.21). We consider x and t as parameters, which change in a way that the
value ξ = x

12t evolves slowly when x and t are sufficiently large. In the region under
consideration we have ξ > 0. To reduce our RH problem to a model problem which
can be solved explicitly, we will use the well-known conjugation and deformation
techniques ([12], [8]).

The signature table of the phase function Φ(k) = 4ik3 + 12iξk in this region is
shown in Figure 2.

Namely, Re Φ(k) = 0 if Im k = 0 or (Im k)2 − 3(Re k)2 = 3ξ, where the second
curve consists of two hyperbolas which cross the imaginary axis at the points±i

√
3ξ.

Set

κ0 =

√
x

4t
> 0.

Then we have Re(Φ(iκj)) > 0 for all κj > κ0 and Re(Φ(iκj)) < 0 for all κj < κ0.
Hence, in the first case the off-diagonal entries of our jump matrices (2.22) are
exponentially growing, and we need to turn them into exponentially decaying ones.
We set

Λ(k, ξ) := Λ(k) =
∏
κj>κ0

k + iκj
k − iκj

,
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Figure 2. Signature table for Re Φ(k) in the soliton region.

and introduce the matrix

D(k) =



(
1 hU (k, j)−1

−hU (k, j) 0

)
D0(k), |k − iκj | < δ, j = 1, . . . , N,(

0 hL(k, j)
−hL(k, j)−1 1

)
D0(k), |k + iκj | < δ, j = 1, . . . , N,

D0(k), else,

where

D0(k) =

(
Λ(k)−1 0

0 Λ(k)

)
.

Observe that by the property Λ(−k) = Λ−1(k) we have

(3.1) D(−k) = σ1D(k)σ1.

Now we set

m̃(k) = m(k)D(k).

By (3.1) this conjugation preserves properties III and IV. Moreover (for details see
Lemma 4.2 of [12]), the jump corresponding to κ0 < κj is given by

(3.2)

ṽ(k) =

(
1 Λ2(k)

hU (k,j)

0 1

)
, k ∈ Tj,U ,

ṽ(k) =

(
1 0

− 1
hL(k,j)Λ2(k)

1

)
, k ∈ Tj,L,

and the jumps corresponding to κ0 > κj (if any) by

ṽ(k) =

(
1 0

hU (k, j)Λ−2(k) 1

)
, k ∈ Tj,U ,

ṽ(k) =

(
1 hL(k, j)Λ2(k)
0 1

)
, k ∈ Tj,L.

In particular, all jumps corresponding to poles, except for possibly one if κj = κ0,
are exponentially close to the identity for t → ∞. In the latter case we will keep
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..........................................................................................................................................................

Figure 3. Contour deformation in the soliton region.

the pole condition for κj = κ0 which now reads

Resiκj m̃(k) = lim
k→iκj

m̃(k)

(
0 0

iγje
2tΦ(iκj)Λ(iκj)

−2 0

)
,

Res−iκj m̃(k) = lim
k→−iκj

m̃(k)

(
0 −iγje

2tΦ(iκj)Λ(iκj)
−2

0 0

)
.

Furthermore, the jump along R is given by

(3.3) ṽ(k) =

(
1− |R(k)|2 −Λ2(k)R(k)e−2tΦ(k)

Λ−2(k)R(k)e2tΦ(k) 1

)
, k ∈ R.

The new Riemann–Hilbert problem

m̃+(k) = m̃−(k)ṽ(k)

for the vector m̃ preserves its asymptotics (2.17) as well as the symmetry condi-
tion (2.14). It remains to deform the remaining jump along R into one which is
exponentially close to the identity as well. We choose two contours CU = R+ iε/2,
CL = R − iε/2, where ε = min{κ, κN − δ} with κ is from (1.5) (see Figure 3).
This choice of ε guarantees that the reflection coefficient can be continued ana-
lytically into the domain 0 < Im k < ε, and CU does not cross TN,U . Since by
definition R(k) = R(−k), then the function R extends analytically into the domain
−ε < Im k < 0, and thus up to CL.

Now we factorize the jump matrix along R according to

ṽ(k) = b−1
L (k)bU (k) =

(
1 −Λ2(k)R(−k)e−2tΦ(iκj)

0 1

)(
1 0

Λ−2(k)R(k)e2tΦ(iκj) 1

)
and set

(3.4) m̆(k) =

 m̃(k)b−1
U (k), 0 < Im k < ε/2,

m̃(k)b−1
L (k), −ε/2 < Im k < 0,

m̃(k), else,
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such that the jump along R is moved to CU ∪ CL and is given by

v̆(k) =



(
1 0

Λ−2(k)R(k)e2tΦ(iκj) 1

)
, k ∈ CU ,

(
1 −Λ2(k)R(−k)e−2tΦ(iκj)

0 1

)
, k ∈ CL.

Hence, all jumps v̆ are exponentially close to the identity as t → ∞ and one can
use Theorem A.6 from [19] to obtain (repeating literally the proof of Theorem 4.4
in [12]) the following result:

Theorem 3.1. Assume (1.4)–(1.5) and abbreviate by cj = 4κ2
j the velocity of the

j’th soliton determined by Re(Φ(iκj)) = 0. Then the asymptotics in the soliton
region, x/t ≥ ε for some small ε > 0, are as follows:

Let δ > 0 be sufficiently small such that the intervals [cj − δ, cj + δ], 1 ≤ j ≤ N ,
are disjoint and cN − δ > 0.

If |xt − cj | < δ for some j, one has

q(x, t) =
−4κjγj(x, t)

(1 + (2κj)−1γj(x, t))2
+O(e−ε4t),

where min{κ, κN − δ} > ε4 > ε/2,

γj(x, t) = γje
−2κjx+8κ3

j t
N∏

i=j+1

(
κi − κj
κi + κj

)2

.

If |xt − cj | ≥ δ, for all j, one has q(x, t) = O(e−ε4t).

4. Reduction to the model problem in the region −6c2t < x < 0

When the parameter ξ passes through the point 0 and changes its sign from
positive to negative, the hyperbolas Re Φ(k) = 0 start to cross the real axis at the
points k = ±

√
−ξ, ξ < 0. Thus in the holomorphic RH-k problem with the jump

matrix ṽ(k), given by (3.3) with

(4.1) Λ(k, ξ) := Λ(k) =

N∏
j=1

k + iκj
k − iκj

,

and (3.2), j = 1, . . . , N , all jumps (3.2) are exponentially close to the identity
matrix for large t. Set

(4.2) R(k) = R(k)Λ−2(k).

This is a continuous function with |R(k)| 6= 0 for k ∈ R. Since Λ(k) = Λ−1(k) for
k ∈ R the matrix ṽ(k) can be written as

(4.3) ṽ(k) =

(
1− |R(k)|2 −R(k)e−2tΦ(k)

R(k)e2tΦ(k) 1

)
, k ∈ R.

Moreover, by (2.6), R(k) = R−1(k) for k ∈ [−c, c]. We keep the notation m̃(k)
for the unique solution of the holomorphic RH problem with the jumps (4.3) and
(3.2) where Λ(k) is defined by (4.1) for j = 1, . . . , N , satisfying conditions III–IV
of Theorem 2.2.

The aim of this section is to reduce the RH problem for m̃(k) to a problem with
“almost constant” jumps, which can be solved explicitly. To this end we perform
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Figure 4. Signature table for Re(g) together with the level curve
Re(Φ) = 0 (dashed).

a few conjugation and deformation steps. The first one is connected with the so-
called g-function [6], which replaces the phase function such that the jump matrix
can be factorized in a way which reveals the asymptotic structure. In fact, in
the current formulation of the RH problem, the part of the contour from −

√
−ξ

to
√
−ξ would require a lower/upper triangular factorization of the jump matrix

which is impossible since |R(k)| = 1 for k ∈ [−c, c]. Hence the idea is to perform a

conjugation as in Lemma 2.7 with a function d̃(k) such that d̃+(k)d̃−(k)e−2tΦ(k) = 1

on [−a, a] and d̃+(k, t)d̃−1
− (k, t) = o(1) with respect to t → ∞ as k ∈ (−a, a) for

some a >
√
−ξ, but otherwise the function g(k) = − 1

t log d̃(k) + Φ(k) preserves the
qualitative behavior of Φ. This will lead to a jump matrix(

0 −R(k)
R(k) 0

)
+ o(1), k ∈ [−a, a],

as t→∞. A further conjugation step will then turn this into a constant (w.r.t. k)
jump which subsequently has to be solved explicitly.

Set a = a(ξ) =
√
−2ξ. This parameter is positive and monotonous with respect

to ξ for ξ < 0 and covers the interval (0, c) when ξ covers the region under consid-
eration. In particular, we will use a > 0 in place of ξ in this section. Explicitly we
choose

(4.4) g(k) := g(k, ξ) = 4i(k2 − a2)
√
k2 − a2, a =

√
−2ξ,

defined in the domain D(ξ) = clos(C \ [−a, a]). We suppose that
√
k2 − a2 takes

positive values for k > a. By definition g(−k) = −g(k) for k ∈ D(ξ), g has a jump
along the interval [−a, a], and g+(k) = −g−(k) > 0 on the contour [−a, a], taken
with orientation from −a to a. The signature table for Re g is shown in Figure 4.
Since

(4.5)

Φ(k)− g(k) = 4i

(
k3 + 3ξk − (k3 + 2ξk)

√
1 +

2ξ

k2

)

=
12ξ2

2ik
(1 +O(k−1)), k →∞,
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the function
d̃(k) := et(Φ(k)−g(k)), k ∈ C,

satisfies all conditions of Lemma 2.7.
STEP 1. Let D(k) be the matrix (2.27) with d = d̃. Put m(1)(k) = m̃(k)D(k),

then m(1)(k) solves the holomorphic RH problem m
(1)
+ (k) = m

(1)
− (k)v(1)(k) with

(4.6) v(1)(k) =



(
0 −R(k)

R(k) e−2tg+(k)

)
, k ∈ [−a, a],(

1− |R(k)|2 −R(k)e−2tg(k)

R(k)e2tg(k) 1

)
, k ∈ R \ [−a, a],(

1 h̃U (k, j)

0 1

)
, k ∈ Tj,U , j = 1, . . . , N,(

1 0

−h̃L(k, j) 1

)
, k ∈ Tj,L, j = 1, . . . , N,

where

h̃U (k, j) :=
Λ2(k)

hU (k, j)
e2t(Φ(k)−g(k)), h̃L(k, j) :=

1

Λ2(k)hL(k, j)
e−2t(Φ(k)−g(k)),

and hU (k, j), hL(k, j) are defined by (2.21).

Lemma 4.1. Let the radii δ of the circles Tj,L and Tj,U satisfy the inequalities

(4.7) (κN − δ)3 > 3δ

(
(κ1 + δ)2 +

c2

2

)
and δ < κN−κ, where κ is from (1.5). Then, uniformly with respect to ξ ∈ [0,− c

2

2 ],

|h̃U (k, j)|+ |h̃L(−k, j)| < C1(δ)e−C(δ)t, k ∈ Tj,U ; C(δ) > 0, C1(δ) > 0.

Proof. It is sufficient to check that for sufficiently small δ > 0 we have Re(Φ(k) −
g(k) − Φ(iκj)) < 0 when |k − iκj | = δ. The rough estimates, which are valid for
ξ ∈ (0, c2/2] show that

|Φ(k)− Φ(iκj)| ≤ 12
(
(κ1 + δ)2 + |ξ|

)
δ ≤ 12δ

(
(κ1 + δ)2 +

c2

2

)
,

and Re g(k) ≥ 4(κN − δ)3. Thus, it is sufficient to choose δ satisfying (4.7). �

Now set
Tδ = ∪Nj=1

(
Tj,U ∪ Tj,L

)
and denote by I the identity matrix. We observe that the matrix (4.6) admits the
following representation on Tδ :

(4.8) v(1)(k, x, t) = I +A(k, ξ, t), ‖A(k, ξ, t)‖ ≤ C1(δ)e−C(δ)t, C(δ), C1(δ) > 0,

where ‖A‖ = maxi,j=1,2 |Aij | denotes the matrix norm and the estimate for A is

uniform with respect to k ∈ Tδ and ξ ∈ [0,− c
2

2 ].
To perform the next transformation step, we first consider the following scalar

Conjugation problem: Find a holomorphic function d(k) in C \ [−a, a] which
solves the jump problem

(4.9) d+(k)d−(k) = R−1(0)R(k), k ∈ [−a, a],
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and satisfies symmetry and normalization conditions

(4.10) d(−k) = d−1(k), k ∈ clos (C \ [−a, a]) ; d(k)→ 1, k →∞.

Here R is defined by (4.1) and (4.2).

Lemma 4.2. The function arg(R(k)R−1(0)) is an odd smooth function on R.
Moreover, R(0) = −1 in the nonresonant case and R(0) = 1 in the resonant case.

Proof. First of all, recall that R(k)R−1(0) is continuous and nonzero for k ∈ R.
Therefore its argument is a continuous function. We observe that

arg Λ(k) = arg Λ(0) +G(k) = πN +G(k),

where G(−k) = −G(k), G ∈ C(R). Furthermore, the Levinson theorem (cf. [1],
formula (4.3)) yields

πN =
±πY

2
+ arg T (0± 0),

where Y = 1 in the nonresonant case, and Y = 0 in the resonant case. By (2.6)

lim
k→0

argR(k) = lim
k→0

(2 arg T (k)− 2 arg k − 2 arg Λ(k)) = −πY.

Thus, the function arg(R(k)R−1(0)) is a smooth odd function. Since Λ2(0) = 1 the
value of R(0) coincides with the value of the reflection coefficient (see Theorem 2.1),
that is, R(0) = −1 in the nonresonant case, and R(0) = 1 in the resonant case. �

To simplify notation introduce

(4.11) S(k) := R(k)R−1(0), P (k) :=
1√

k2 − a2 + i0
, k ∈ [−a, a].

To find the solution of the conjugation problem, we transform it to an additive
jump problem

f+(k) = f−(k) + P (k) logS(k); f(k)→ 0, k →∞,

for the function

f(k) = (k2 − a2)−1/2 log d(k).

The Sokhotski–Plemelj formula and the property |S| = |R| = 1 imply

(4.12) f(k) =
1

2πi

∫ a

−a

P (s) logS(s)

s− k
ds,

where the values of logS(s) = i arg(S(s)) are chosen continuous according to
Lemma 4.2. Since logS(s) is odd and P (s) is even we note f(−k) = f(k). Moreover,
from the oddness it also follows that

f(k) =
−1

2πik

(∫ a

−a
P (s) logS(s)ds+O

(
1

k

))
= O

(
1

k2

)
, k →∞.

Thus
√
k2 − a2f(k) = O(k−1) and the function

(4.13) d(k) := e
√
k2−a2 f(k) = exp

(√
k2 − a2

2πi

∫ a

−a

log(R(s)R−1(0))√
s2 − a2 + i0 (s− k)

ds

)
,

satisfies (4.9) and (4.10). Since f(k) is even and
√
k2 − a2 is odd, it also satisfies

the symmetry condition (4.10). Note also that d(k) is a bounded function in a
vicinity of the points ±a as will be shown in Lemma 6.1 below.
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Figure 5. Contour deformation.

STEP 2. Set m(2)(k) = m(1)(k)D(k) and apply Lemma 2.7 with d given by
(4.13). Then we obtain the following RH problem: Find a holomorphic vector
function m(2)(k) in the domain C\(R∪Tδ), satisfying conditions III, IV of Theorem

2.2 and the jump condition m
(2)
+ (k) = m

(2)
− (k)v(2)(k), where

v(2)(k) =



(
0 −R(0)

R(0) d+(k)
d−(k)e−2tg+(k)

)
, k ∈ [−a, a],(

1− |R(k)|2 −d(k)2R(k)e−2tg(k)

d(k)−2R(k)e2tg(k) 1

)
, k ∈ R \ [−a, a],

I +D−1(k)A(k, ξ, t)D(k), k ∈ Tδ,

with d(k) is given by (4.13) and A(k, ξ, t) given by (4.8).
STEP 3. The next upper-lower factorization step is standard (cf. [7], [12]). Set

v(2)(k) = BL(k)(BU (k))−1, k ∈ R \ [−a, a],

with

BL(k) =

(
1 −d(k)2R(−k)e−2tg(k)

0 1

)
, BU (k) =

(
1 0

−d(k)−2R(k)e2tg(k) 1

)
.

Recall that R(k) = R(−k) for k ∈ R. This allows us to continue the matrices
BL(k) and BU (k) to a vicinity of the real axis. Introduce the domains ΩU and ΩL,
bounded by contours CU and CL which are contained in the strip | Im k| < κ/2, and
asymptotically close to its boundary as k → ∞, as depicted in Figure 5. Redefine
m(2) in ΩU and ΩL according to

m(3)(k) =


m(2)(k)BU (k), k ∈ ΩU ,

m(2)(k)BL(k), k ∈ ΩL,

m(2)(k), else.

Then the jumps along the intervals (−∞,−a] and [a,∞) disappear and there appear
new jumps along CU and CL which are asymptotically close to the identity matrix
as t→∞ away from the points ±a. Moreover, set A(3)(k) = D−1(k)A(k, ξ, t)D(k),
k ∈ Tδ, where D(k) is the diagonal matrix associated with (4.13) and A is from



RAREFACTION WAVES OF THE KDV EQUATION 19

(4.8). Then (4.8) and the boundness of d(k) and d−1(k) uniformly on Tδ and
uniformly with respect to ξ ∈ [−c2/2, 0] imply

(4.14) ‖A(3)(k)‖ ≤ Ce−Ct, C > 0, k ∈ Tδ.

Moreover, we observe that offdiagonal elements of matrices BL(k) and BU (k) are
continuous on the contours CL and CU respectively and decay as k → ∞ along
the contours exponentially. Indeed, by Lemma 6.1 and (4.4) we see that BU21(k)→
−R(0) as k → ±a and k ∈ CU ; BL21(k)→ −R(0) as k → ±a and k ∈ CL; moreover,

v
(2)
22 (k)→ 1 as k → a− 0 and k → a+ 0, where k ∈ R. Since contours CU and CL

are chosen inside the strip | Im k| < κ, then by the initial condition q0(x) ∈ C8(R),
the function R(k) = R(k)Λ(k) behaves as R(k) = O(k−9) as k →∞, k ∈ CU ∪ CL
(cf. [9]). From the other side, the estimate is valid

(4.15) exp{tg(k)} = O(exp{−2t|Re k|3/2κ}), k →∞, k ∈ CU ,

and by symmetry we get that the offdiagonal elements of BU and BL decay expo-
nentially for each t as k →∞. We proved the following

Theorem 4.3. Let ξ ∈ [−c2/2, 0]. Then the RH problem I–IV (cf. Theorem 2.2) is
equivalent to the following RH problem: Find a holomorphic vector function m(3)(k)
in C\

(
CU ∪ CL ∪ Tδ ∪ [−a, a]

)
, continuous up to the boundary of the domain, which

satisfies:

(a) The jump condition m
(3)
+ (k) = m

(3)
− (k)v(3)(k), where

(4.16) v(3)(k) =



(
0 −R(0)

R(0) d+(k)
d−(k)e−2tg+(k)

)
, k ∈ [−a, a],(

1 0

d(k)−2R(k)e2tg(k) 1

)
, k ∈ CU ,(

1 −d(k)2R(−k)e−2tg(k)

0 1

)
k ∈ CL,

I +A(3)(k), k ∈ Tδ;

(b) the symmetry condition (2.14);
(c) the normalization condition (2.17).

Here d(k) is defined by (4.13), g(k) by (4.4), R(k) by (4.2) and (4.1), and the
matrix A(3)(k) admits the estimate (4.14).

For | Im k| > κ1 +1 the solution m(k) of the initial problem I–IV and the solution
of the present problem (a)–(c) are connected via

(4.17) m(3)(k) = m(k)

(
h−1(k) 0

0 h(k)

)
, h(k) = d(k)Λ(k)et(Φ(k)−g(k)).

We observe that the jump matrix v(3)(k) has the structure

(4.18) v(3)(k) =


−iR(0)σ2 +A(4)(k), k ∈ [−a, a],

I +A(5)(k), k ∈ CU ∪ CL,

I +A(3)(k), k ∈ Tδ,
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where σ2 is the second Pauli matrix and the matrices A(j)(k) admit the estimates

(4.19) ‖A(j)(k)‖ ≤ Ce−tν(|k2−a2|), j = 4, 5.

Here ν(k), k ∈ R+, is an increasing positive function as k 6= 0 with ν(0) = 0
and ν(k) = O(k3/4) as k → +∞. This structure suggests the shape of a limiting
(or model) RH problem, which can be solved explicitly. A solution of this model
problem is a contender for the leading term in the asymptotic expansion for the
solution of problem (a)–(c) from Theorem 4.3 as t→∞.

5. The solution of the model problem

In the previous section we were lead to the following model RH problem:
Find a holomorphic vector function mmod(k) in the domain C \ [−a, a], contin-
uous up to the boundary of the domain, except of the endpoints ±a , where the
singularities of the order O((k ± a)−1/4) are admissible, which satisfies the jump
condition

mmod
+ (k) = mmod

− (k)

(
0 −R(0)
R(0) 0

)
, k ∈ [−a, a];

and the symmetry and normalization conditions:

mmod(k) = mmod(−k)σ1, mmod(k) =
(
1 1

)
+O(k−1).

We remark that the solution of this model problem is unique as can be shown using
a similar argument as in Theorem 2.2. However, this will also follow directly from
existence and uniqueness of a solution (to be constructed below) for the associated
matrix problem. Indeed, two solutions for the vector problem would give two
solutions for the matrix problem, violation uniqueness for the matrix problem.

We look for the matrix solution Mmod(k) = Mmod(k, ξ, t) of the matrix RH
problem:
Find a holomorphic matrix-function Mmod in C \ [−a, a], which has continuous
limits to the boundary of the domain, except for the endpoints ±a, where Mmod

ij =

O((k ± a)−1/4), i, j = 1, 2, and which satisfies the jump

Mmod
+ (k) = −iR(0)Mmod

− (k)σ2, k ∈ [−a, a],

and is normalized according to Mmod(k) = I +O(k−1) as k →∞.
Note that det(−iR(0)σ2) = 1 and, respectively, detMmod(k) is a holomorphic

function in C \ {a,−a}, with isolated singularities detMmod(k) = O((k ± a)−1/2),
which are, therefore, removable. By Liouville’s theorem and by the normalization
condition one has detMmod(k) = 1. Thus (Mmod)−1(k) = O((k±a)−1/4), k → ∓a,
and the rest of the arguments proving uniqueness are the same as in [5, page 189].

The uniqueness and the symmetry σ1σ2σ1 = −σ2 then imply Mmod(−k) =
σ1M

mod(k)σ1. In turn, the vector solution to our model problem is given by

mmod(k) =
(
1 1

)
Mmod(k),

and hence it fulfills the symmetry condition.
We construct the solution of the matrix problem following [15]. First consider

the resonant case. Since

(5.1) σ2 = S0σ3S
−1
0 , S0 =

1 + i

2

(
1 1
i −i

)
, S−1

0 =
1− i

2

(
1 −i
1 i

)
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then we can first find a holomorphic solution of the jump problem M∞+ = −iM∞− σ3,
M∞(∞) = I, where σ3 is the third Pauli matrix. The solution can be easily
computed:

M∞(k) =

(
β(k) 0

0 β(k)−1

)
, β(k) = 4

√
k + a

k − a
.

Here the function β(k) is defined on clos(C \ [−a, a]) and its branch is fixed by the
condition β(∞) = 1. Note that β(−k) = β(k)−1. For the original matrix function
Mmod(k) this yields the representation

(5.2) Mmod(k) = S0M
∞(k)S−1

0 =

 β(k)+β(k)−1

2
β(k)−β(k)−1

2i

−β(k)−β(k)−1

2i
β(k)+β(k)−1

2


in the resonant case. In the nonresonant case one has to replace β(k) by β(−k).
The solution of the vector model problem is

(5.3) mmod(k) =
1

2i

(
β(k)(i− 1) + β(k)−1(i + 1), β(k)(i + 1) + β(k)−1(i− 1)

)
.

In summary we have shown the following

Lemma 5.1. The solution of the vector (resp. the matrix) model RH problems,
mmod(k) (resp. Mmod(k)) is given by formula (5.3) (resp. (5.2)), where β(k) =
4

√
k−a
k+a in the nonresonant case, and β(k) = 4

√
k+a
k−a in the resonant case.

Before we justify the asymptotic equivalence m(3)(k) ∼ mmod(k) as t→∞ for k
outside of small vicinities of ±a, let us compute what this will imply for the leading
asymptotics of the solution of the KdV equation. By (4.17) we have for sufficiently
large k

(5.4) m1(k) = m
(3)
1 (k)d(k)Λ(k)et(Φ(k)−g(k)) ∼ mmod

1 (k)d(k)Λ(k)et(Φ(k)−g(k))

as t→∞. By (2.12) we have

q(x, t) = − ∂

∂x
lim
k→∞

2ik (m1(k, ξ, t)− 1),

and defining h(ξ) via

(5.5) Λ(k)d(k, ξ)mmod
1 (k, ξ) = 1− h(ξ)

2ik
+O

(
1

k2

)
,

we have by (4.5)

(5.6) lim
k→∞

2ik (m1(k, ξ, t)− 1) ∼ 12tξ2 − h(ξ).

Thus formally differentiating (2.12) we arrive at

(5.7) q(x, t) ∼ −t ∂
∂x

(12ξ2) + h′(ξ)
∂ξ

∂x
= − x

6t
+
h′(ξ)

12t

and hence the leading order comes from the phase alone.
The next two sections are devoted to the proof of this result. In fact, in the

following section we will also compute the next term Q(ξ) in the asymptotic ex-

pansion q(x, t) ∼ − x
6t + Q(ξ)

6t + o(t−1) and show that the only contribution is from
(5.4). So let us also compute this contribution. Since Λ(k) does not depend on ξ,
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it does not affect Q(ξ). Thus, h′(ξ) depends on the respective terms of d and mmod
1

only. By (5.3), in the resonant case

mmod
1 (k) =

1

2i

(
4

√
k + a

k − a
(i− 1) + 4

√
k − a
k + a

(i + 1)

)

=
1

2i

(
(1 +

a

2k
)(i− 1) + (1− a

2k
)(i + 1)

)
+O(k−2) = 1− a

2ik
+O(k−2).

Consequently, in the resonant case

mmod
1 (k) = 1 +

a

2ik
+O(k−2).

Next recall that P (s) logS(s) is an odd function on the interval [−a, a], where P
and S are defined by (4.11). Then taking into account (4.13) and d

dsP
−1(s) = sP (s)

one has

d(k) =

(
1− a2

2k2
+O(k−4)

)
exp

(
− 1

2πi

∫ a

−a

P (s) logS(s)

1− s
k

ds

)
= 1− 1

2πik

∫ a

−a
sP (s) logS(s)ds+O(k−2)

= 1 +
1

2πik

∫ a

−a
P−1(s)

d

ds
logR(s) ds+O(k−2).

Thus

h(ξ) = 4

N∑
j=1

κj ± a−
1

π

∫ a

−a

√
s2 − a2 + i0

d

ds
logR(s) ds,

where ± corresponds to the resonant/nonresonant case, respectively. Since

∂a

∂x
=
da

dξ

1

12t
= − 1

12at
,

then

h′(ξ) = −1

a

(
±1 +

a

π

∫ a

−a

d
ds logR(s)
√
s2 − a2 + i0

ds

)
.

Once (5.7) is justified this will prove (1.7).

6. The parametrix problem

To justify formula (1.6) we study first the so called parametrix problem, which
appears in vicinities of the node points±a = ±a(ξ). In these vicinities the jump ma-
trices A(4)(k) and A(5)(k) (cf. (4.16), (4.18), (4.19)), which were dropped when solv-
ing the model problem, are in fact not close to the identity matrix. The parametrix
problem takes their influence into account.

Consider, for example, the point −a(ξ). Let B− be a small open neighborhood
of this point. Abbreviate Σ1 = [−a, a] ∩ B−, Σ2 = CU ∩ B−, and Σ3 = CL ∩ B−.
We choose the orientation of these contours as outward from the node point −a,
that is, the orientation on Σ2 and Σ3 is opposite to the orientation on CU and CL,
respectively. Inside B− the solution m(3) has jumps only on these contours.

As a preparation we investigate the behavior of d(k) from (4.13) as k → −a.
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Lemma 6.1. The following asymptotical behavior is valid as k → −a:

(6.1) d(k)−2R(k) = R(0)+O(
√
k + a), k /∈ Σ1;

d+(k)

d−(k)
= 1+O(

√
k + a), k ∈ Σ1.

Proof. To prove (6.1) we use (4.11), and represent the integral in (4.13) as

(6.2)

∫ a

−a

P (s) logS(s)

(s− k)
ds = I1(k) + i argS(−a)I2(k),

with

I1(k) =

∫ a

−a

P (s)(logS(s)− logS(−a))

s− k
ds, I2(k) =

∫ a

−a

P (s)ds

s− k
.

Since for a ∈ (0, c) both the reflection coefficient and the Blaschke factor Λ(k) are
differentiable, we have S(s)− S(−a) = O(s+ a). Thus

(logS(s)− logS(−a))(s2 − a2)−1/2 = O((s+ a)1/2)

in a vicinity of −a. Consequently, (cf. [23], formulas (22.4) and (22.7)) the function
I1(k) is Hölder continuous in a vicinity of −a with the finite limiting value

I1(−a) =
1

2

∫ a

−a

argS(s)− argS(−a)√
|a2 − s2|(s− a)

ds

from any direction. The second integral is given by

1

2πi
I2(k) =

1

2
√
k2 − a2

,

as a solution of the jump problem F+(k) = F−(k) +P (k), k ∈ [−a, a]; F (k)→ 0 as
k →∞. Substituting this into (4.13) and taking into account (6.2) yields

log d(k) = −1

2
i argS(−a) +

I1(−a)

πi

√
k2 − a2 +O(k + a)

= −1

2
logS(−a) + Ĩ(−a)

√
k + a+O(k + a),(6.3)

where

(6.4) Ĩ(−a) =

√
2a

2π

∫ a

−a

argS(s)− argS(−a)√
a2 − s2(s+ a)

ds.

Note that the main term in the representation of log d+(k) and log d−(k) in the
vicinity of −a is evidently the same. Formula (6.3) then proves (6.1). �

This lemma allows us to replace the jump matrix (4.16) inside B− approximately
by the matrix

(6.5) vpar(k) := e−tg−(k)σ3 S etg+(k)σ3 ,

where

(6.6) S =



S1 :=

(
0 −R(0)

R(0) 1

)
, k ∈ Σ1,

S2 :=

(
1 0

−R(0) 1

)
, k ∈ Σ2,

S3 :=

(
1 R(0)

0 1

)
, k ∈ Σ3.
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Figure 6. The local change of coordinates w(k).

Since R(0)2 = 1 we have S1S2S3 = I and det(Sj) = 1.
We look for a matrix solution in B− \ (Σ1 ∪ Σ2 ∪ Σ3) of the jump problem

(6.7) Mpar
+ (k) = Mpar

− (k)vpar(k),

which is, in some sense to be made precise below, asymptotically close to Mmod(k)
on the boundary ∂B− as t→∞ (cf. also [15]). If Mpar solves (6.7), then the matrix
function

M(k) = Mpar(k)e−tg(k)σ3

solves the constant jump problem

M+(k) = M−(k)S,

with the normalization M ∼Mmode−tgσ3 on ∂B−.
To simplify our considerations we will next use a change of coordinates which will

put the phase into a standardized form and at the same time rescales the problem.
To this end note that in a small vicinity of −a the g-function can be represented as

g(k) = 8
√

2a3/2(k + a)3/2(1 +O(k + a)), as k → −a,

where the branch cut is taken along [−a,+∞) and the branch is fixed by (ε+i0)3/2 >
0 for ε > 0. The error term depends only on a and is uniform on compact sets.
Thus we can introduce a local variable

(6.8) w(k) :=

(
3tg(k)

2

)2/3

,

for which we have

(6.9) w(k) = t2/3C1(k + a)(1 +O(k + a)), C1 = 2 · 62/3a > 0, k → −a,

such that w(k) is a holomorphic change of variables. Moreover, we choose the set
B− to be the preimage under the map k 7→ w of the circle Dρ of radius t2/3C1ρ,
with ρ < a/4, centered at w = 0. Furthermore, without loss of generality we can
choose the contours CU and CL such that the segments Σ1 ∪ Σ2 ∪ Σ3 are mapped
onto the straight lines (Γ1 ∪ Γ2 ∪ Γ3) ∩ Dρ, where

Γ2 = {w ∈ C : argw =
2πi

3
}, Γ3 = {w ∈ C : argw =

4πi

3
}, Γ1 = [0, +∞).

Compare Figure 6. Then the matrix problem (6.5)–(6.7) can be considered as
problem in terms of w ∈ Dρ.
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From now on we have to distinguish between the resonant and nonresonant case.
Consider first the generic nonresonant case where

(6.10) S1 =

(
0 1
−1 1

)
, S2 =

(
1 0
1 1

)
, S3 =

(
1 −1
0 1

)
,

and the function β(k) is locally given by (cf. Lemma 5.1)

β(k) = w−1/4γ(w), w ∈ Dρ,

where γ is holomorphic and satisfies

γ(w) = 22/331/6
√
ae

iπ
4 t1/6

(
1 +O(

w

t2/3
)
)
, as w → 0,

where the error depends only on a and is uniform on compact sets, which do not
contain the point a = 0. In turn, (5.2) can be represented as (cf. (5.1))

(6.11) Mmod(k) = S0γ(w)σ3w−
σ3
4 S−1

0 .

Since Dρ grows as t → ∞ this suggests to look for a matrix A(w) satisfying the
jump condition

(6.12) A+ = SjA− on Γj ,

and the normalization

(6.13) A(w) = w−
σ3
4 (S−1

0 +O(w−3/2))e−
2
3w

3/2σ3 , as w →∞,

in any direction with respect to w. Then

Mpar(k) = S0γ(w)σ3A(w)e
2
3w

3/2σ3

= Mmod(k)S0

(
3tg(k)

2

)σ3/6

A
(( 3tg(k)

2

)2/3)
etg(k)σ3(6.14)

will satisfy

(6.15) Mpar(k) = Mmod(k)
(
I +O(ρ−3/2t−1)

)
, as t→∞, k ∈ ∂B−,

with the error term again depending only on a and uniform as a ∈ [ε1, c − ε2] for
arbitrary small εj > 0. The solution the problem (6.12), (6.13) can be given in
terms of Airy functions. To this end set

y1(w) = Ai(w) :=
1

2πi

∫ i∞

−i∞
exp(

1

3
z3 − wz)dz,

and let

y2(w) = e−
2πi
3 Ai(e

−2πi
3 w), and y3(w) = e

2πi
3 Ai(e

2πi
3 w).

These functions are entire functions, and they are connected by the well-known
identity [25, (9.2.12)]

(6.16) y1(w) + y2(w) + y3(w) = 0.

Furthermore, set

Ω1 = {w : argw ∈
(

0,
2π

3

)
}, Ω2 = {argw ∈

(
2π

3
,

4π

3

)
}, Ω3 = C \ {Ω1 ∪ Ω2}.

http://dlmf.nist.gov/9.2.12
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We chose the cuts for all roots of w along the contour Γ1 and argw ∈ [0, 2π). With
this convention the asymptotics of the Airy functions (cf. [25, (9.7.5), (9.7.6)]) read

y1(w) =

{
1

2
√
πw1/4 e−

2
3w

3/2

(1 +O(w−3/2)), w ∈ Ω1,
i

2
√
πw1/4 e

2
3w

3/2

(1 +O(w−3/2)), w ∈ Ω3,
(6.17)

y2(w) = − i

2
√
πw1/4

e
2
3w

3/2

(1 +O(w−3/2)), w ∈ Ω1 ∪ Ω2,(6.18)

y3(w) = − 1

2
√
πw1/4

e−
2
3w

3/2

(1 +O(w−3/2)), w ∈ Ω2 ∪ Ω3,(6.19)

and can be differentiated with respect to w. Set

(1− i)
√
π

(
y1(w) y2(w)
−y′1(w) −y′2(w)

)
=: A1(w), w ∈ Ω1.

Then detA1(w) = 1 (cf. [25, (9.2.8)]), and by (6.17), (6.18) we have the correct
normalization (6.13) in Ω1.

Next, by (6.16)

A1(w)S2 = (1− i)
√
π

(
−y3(w) y2(w)
y′3(w) −y′2(w)

)
=: A2(w),

and we will use this definition in the sector Ω2. Again detA2(w) = 1 and by (6.18),
(6.19) the matrix A2(w) obeys the normalization (6.13) in Ω2. Finally,

A2S3 = A1(w)S−1
1 = (1− i)

√
π

(
−y3(w) −y1(w)
y′3(w) y′1(w)

)
=: A3(w),

has the desired properties in the domain Ω3. In summary, A(w) = Aj(w) for
w ∈ Ωj is the solution we look for.

Corollary 6.2. The parametrix Mpar(w) defined in (6.14) satisfies detMpar = 1
and is bounded in C.

Taking into account the second term of the Airy functions (cf. again [25, (9.7.5),
(9.7.6)]), we get from (6.15) that

(6.20) (Mmod(k))−1Mpar(k) = I +
1

72tg(k)

(
−7 7

5 −5

)
+O(t−2)

uniformly on the boundary ∂B−.
Let B+ be a vicinity of the point a, symmetric to B− with respect to the map

k 7→ −k. Using the symmetry properties of the jump matrices in B± and the
symmetry of the model problem solution Mmod(−k) = σ1M

mod(k)σ1, one can set

Mpar(k) = σ1M
par(−k)σ1, k ∈ B+,

and check directly, that it is indeed the solution of the corresponding parametrix
problem in B+. Note also that since detMpar(k) = 1 this matrix is invertible and
both Mpar(k) and (Mpar)−1(k) are bounded for all k ∈ clos(B+∪B−) and all t > 0.

At the end of his section we briefly discuss the parametrix problem solution in
the resonant case. The scheme is the same. The S matrix is now given by

(6.21) S1 =

(
0 −1
1 1

)
, S2 =

(
1 0
−1 1

)
, S3 =

(
1 1
0 1

)
,

http://dlmf.nist.gov/9.7.5
http://dlmf.nist.gov/9.7.6
http://dlmf.nist.gov/9.2.8
http://dlmf.nist.gov/9.7.5
http://dlmf.nist.gov/9.7.6
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and β(k) = (2a)−1/4e
−iπ

4 (k + a)1/4. We represent the matrix (5.2) as

Mmod(k) = S0

(
β(k)−1 0

0 β(k)

)
S−1

0 .

Thus (cf. Lemma 5.1),

Mmod(k) = S̃0γ(w)σ3w−
σ3
4 S̃−1

0 , γ(k) = β(k(w))−1w1/4,

where

S̃0 =
1 + i

2

(
1 −1
−i −i

)
, S̃−1

0 =
1− i

2

(
−i 1
i 1

)
.

The normalization (6.13) will have the form

(6.22) A(w) := w−
σ3
4 (S̃−1

0 +O(w−3/2))e−
2
3w

3/2σ3 ,

and

A1(w) = (1− i)
√
π

(
y1(w) −y2(w)
y′1(w) −y′2(w)

)
, w ∈ Ω1.

7. The completion of the asymptotic analysis

The aim of this section is to establish that the solution m(3)(k) of the RH prob-
lem (a)–(c) from Theorem 4.3, is well approximated by

(
1 1

)
Mpar(k) inside the

domain B = B+ ∪ B− and by
(
1 1

)
Mmod(k) in C \ B. We follow the well-known

approach via singular integral equations (see e.g., [7], [12], [15], [22]). To simplify
notations we introduce

Σ̃ = [−a, a] ∪ CU ∪ CL ∪ Tδ ∪ ∂B, Σ± = Σ̃ ∩ B±, ΣB = Σ̃ ∩ B.

We will denote the three parts of each contour Σ+ and Σ−, with the orientation as
on [−a, a] ∪ CU ∪ CL, by Σ+

j and Σ−j . Next set

(7.1) m̂(k) = m(3)(k)(Mas(k))−1, Mas(k) :=

{
Mpar(k), k ∈ B,
Mmod(k), k ∈ C \ B.

Then m̂ solves the jump problem

m̂+(k) = m̂−(k)v̂(k),

where

(7.2) v̂(k) =


Mpar
− (k)v(3)(k)(Mpar

+ (k))−1, k ∈ ΣB,

(Mmod(k))−1Mpar(k), k ∈ ∂B,
Mmod
− (k)v(3)(k)(Mmod

+ (k))−1, k ∈ Σ̃ \ (ΣB ∪ ∂B),

and satisfies the symmetry and the normalization conditions:

(7.3) m̂(k) = m̂(−k)σ1, m̂→
(
1 1

)
, k →∞.

Abbreviate W (k) = v̂(k)− I. Then
(7.4)

W (k) =


Mpar
− (k)

(
v(3)(k)− vpar(k)

)
(Mpar

+ (k))−1, k ∈ ΣB,

(Mmod(k))−1Mpar(k)− I, k ∈ ∂B,
Mmod
− (k)(v(3)(k) + iR(0)σ2)(Mmod

+ (k))−1, k ∈ [−a, a] \ ΣB,

Mmod
− (k)(v(3)(k)− I)(Mmod

+ (k))−1, k ∈ Σ̃ \ (ΣB ∪ ∂B ∪ [−a, a]).
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By construction the function W (k) depends smoothly on ξ when ξ ∈ I = [− c
2

2 +

ε,−ε], for arbitrary small fixed positive ε. Since a(ξ) >
√

2ε we assume that the

minimal radius ρ of the sets B± admits the estimate ρ ≥ 1
4

√
2ε.

First we study W (k) on ΣB. The matrices Mpar
− (k) and (Mpar

+ (k))−1 are smooth
bounded functions with respect to k ∈ ΣB, t ∈ [1,∞), and ξ ∈ I. The matrix
v(3)(k)− vpar(k) has one nonvanishing entry on each part of contour ΣB, which we
denote by u±(k):

u±(k) =


(R(0)− d(k)2R(−k))e−2tg(k), k ∈ Σ±3 ,

(d(k)−2R(k)−R(0))e2tg(k), k ∈ Σ±2 ,

( d+(k)
d−(k) − 1)e−2tg+(k), k ∈ Σ±1 .

Since g(k) = Re g(k) on Σ±, then by (6.1), (6.3) and (6.4)

(7.5) u±(k) =
(
C±j Ĩ(±a)

√
|k ∓ a|

)
e−2(2a)3/2 t |k∓a|3/2

+O(k∓a)e−2tg(k), k ∈ Σ±j ,

where (C±j )6 = 1. First of all, we observe that

(7.6) u±(k) = O(t−1/3), k ∈ Σ±,

where the error O(t−1/3) is uniformly bounded with respect to ρ = ρ(ξ) and a =
a(ξ) for ξ ∈ I. Moreover, in this section, the notation O(t−`) will always denote
a function of a, ρ and t with the above mentioned properties. It is defined for
t ∈ [T0,∞), where T0 = T0(ε) is some large positive time.

Now let (±a + (C±j )2δ±j ) be the end points of the contours Σ±j . Recall that

δ±j ≥ ρ ≥
√

2ε
4 . Then

(7.7)∫
Σ±j

u±(k)dk = C±j Ĩ(±a)

∫ δ±j

0

y1/2e−8ta
√

2ay3/2

dy+O(t−4/3) =
F±(a, j)

t
+O(t−4/3),

where F±(a, j) = C±j Ĩ(±a)(12a
√

2a)−1, and

(7.8) ‖u±(k)‖L1(Σ±) = O(t−1).

Moreover, using the same arguments taking into account that the matrix entries
[Mpar
− ]rs(k)[(Mpar

+ )−1]pq(k), r, s, p, q ∈ {1, 2}, are bounded for k ∈ ΣB, uniformly
with respect to ξ ∈ I, and using (6.9), (7.5) and Corollary 6.2, we get for ` = 0, 1:

(7.9)
∑
±

∫
Σ±

k`u±(k)[Mpar
− ]rs(k)[(Mpar

+ )−1]pq(k)dk =
hp,q,r,s,`(a)

t
+O(t−4/3).

Here the functions hp,q,r,s,`(a) are bounded with respect to ξ ∈ I and the estimate
(7.9) implies that

(7.10)

∫
ΣB

k`W (k)dk =
F2,`(a)

t
+O(t−4/3), ` = 0, 1,

where the matrices F2,`(a) are bounded for ξ ∈ I. We also have

(7.11) ‖k`W (k)‖L1(ΣB) = O(t−1), ‖k`W (k)‖L∞(ΣB) = O(t−1/3).

Moreover, from (7.4) and (6.20) it follows that

(7.12)

∫
∂B
k`W (k)dk =

F3,`(a)

t ρ1/2
+O(t−4/3),
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where the matrices F3,`(a) have the same properties as F2,`(a). Next, the matrix

Mmod(k) and its inverse are bounded with an estimate O(ρ−1/4) on the remaining

part of the contour Σ̃. Using (4.15), (7.4), (4.18), (4.19), and (4.14) we conclude
that for ` = 0, 1:

(7.13)

∫
Σ̃\(ΣB∪∂B)

k`W (k)dk = F̃`(a, ρ, t), ‖F̃`(a, ρ, t)‖ ≤ C(`)ρ−1/4e−
ρt
2 ,

where the matrix norms of F`(a, ρ, t) are uniformly bounded with respect to a and
ρ for t ∈ [T0,∞) and ξ ∈ I. From (7.4), (4.18), (4.19), and (4.14) it follows also

‖k`W (k)‖L1(Σ̃\(ΣB∪∂B)) ≤ O(e−εt), ‖k`W (k)‖L∞(Σ̃\(ΣB∪∂B)) ≤ O(e−εt).

As a consequence of these considerations (and using interpolation) we get:

Lemma 7.1. The following estimates hold uniformly with respect to ξ ∈ I:

(7.14) ‖W‖Lp(Σ̃) = O
(
t−

1
3−

2
3p

)
, 1 ≤ p ≤ ∞.

Moreover,

(7.15)
1

πi`
(
1 1

) ∫
Σ̃

k`W (k)dk =
(
1 (−1)`

) f`(a, ρ)

t
+O

(
t−4/3

)
, j = 0, 1,

where the functions f`(a, ρ) are bounded with respect to a and ρ for ξ ∈ I.

Now we are ready to apply the technique of singular integral equations. Since
this is well known (see, for example, [7], [12], [22]) we will be brief and only list the
necessary notions and estimates.

Let C denote the Cauchy operator associated with Σ̃:

(Ch)(k) =
1

2πi

∫
Σ̃

h(s)
ds

s− k
, k ∈ C \ Σ̃,

where h =
(
h1 h2

)
∈ L2(Σ̃) ∪ L∞(Σ̃). Let C+f and C−f be its non-tangential

limiting values from the left and right sides of Σ̃, respectively. These operators will
be bounded with bound depending on the contour, that is on a. However, since we
can choose our contour scaling invariant at least locally, scaling invariance of the
Cauchy kernel implies that we can get a bound which is uniform on compact sets.

As usual, we introduce the operator CW : L2(Σ̃) ∪ L∞(Σ̃) → L2(Σ̃) by CW f =
C−(fW ), where W is our error matrix (7.4). Then,

‖CW ‖L2(Σ̃)→L2(Σ̃) ≤ C‖W‖L∞(Σ̃) ≤ O(t−1/3)

as well as

(7.16) ‖(I− CW )−1‖L2(Σ̃)→L2(Σ̃) ≤
1

1−O(t−1/3)

for sufficiently large t. Consequently, for t� 1, we may define a vector function

µ(k) =
(
1 1

)
+ (I− CW )−1CW

( (
1 1

) )
(k).

Then by (7.14) and (7.16)

‖µ(k)−
(
1 1

)
‖L2(Σ̃) ≤ ‖(I− CW )−1‖L2(Σ̃)→L2(Σ̃)‖C−‖L2(Σ̃)→L2(Σ̃)‖W‖L2(Σ̃)

= O(t−2/3).(7.17)
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With the help of µ the solution of the RH problem (7.2)–(7.3) can be represented
as

m̂(k) =
(
1 1

)
+

1

2πi

∫
Σ̃

µ(s)W (s)ds

s− k
and by virtue of (7.17) and Lemma 7.1 we obtain as k → +i∞ :

(7.18) m̂(k) =
(
1 1

)
− 1

2πi

∫
Σ̃

(
1 1

)
W (s)

k − s
ds+H(k),

where

(7.19) |H(k)| ≤ 1

Im k
‖W‖L2(Σ̃)‖µ(k)−

(
1 1

)
‖L2(Σ̃) ≤

O(t−4/3)

Im k
,

where O(t−4/3) is uniformly bounded with respect to a and ρ as ξ ∈ I. In the
regime Re k = 0, Im k → +∞ we have

1

2πi

∫
Σ̃

(
1 1

)
W (s)

k − s
ds =

f0(a, ρ)

2ikt

(
1 −1

)
+
f1(a, ρ)

2k2t

(
1 1

)
+O(t−1)O(k−3) +O(t−4/3)O(k−1),

where O(k−s) are vector-functions depending on k only and O(t−s) are as above.
From now we can choose ρ =

√
ε
8 and denote f`(a, ρ) := f`(ξ). These functions are

bounded as ξ ∈ I, and in fact they are differentiable with respect to ξ, but we will
not use their smoothness. By (7.1) and (5.4) for large k → +i∞ we have

m(k) = m̂(k)Mmod(k)
(
d(k)Λ(k)et(Φ(k)−g(k)

)σ3

,

and from (5.5), (5.6) , (7.18), (7.15), (5.2), (2.12) and (2.13) it follows:∫ ∞
x

q(y, t)dy = 12tξ2 − h(ξ) +
f0(ξ)

t
+O(t−4/3),

q(x, t) = −2ξ − f1(ξ)∓ 2af0(ξ)

t
+O(t−4/3).

In particular, this shows that the first asymptotic formula can be differentiated
with respect to x giving

q(x, t) = −2ξ +
1

12t
h′(ξ) +O(t−4/3).

This establishes (5.7) and completes the proof of Theorem 1.1 A.

8. Asymptotics in the domain x < −6c2t

Here we solve the RH1 problem, considered in Theorem 2.5, and prove claim B

of Theorem 1.1. Let k±1 = ±
√
− c22 − ξ be the stationary phase points of the phase

function Φ1(k1). The signature table for Re Φ1 in the present domain ξ < − c
2

2
is shown in Figure 7. It shows that in the domain under consideration, the jump
matrix v(k1) is exponentially close to the identity matrix as t → ∞ except for
k1 ∈ R. Now, following the usual procedure [7], [12]. We let d(1)(k1) be an analytic
function in the domain C \

(
R \ [k−1 , k

+
1 ]
)

satisfying

d
(1)
+ (k1) = d

(1)
− (k1)(1− |R1(k1)|2) for k1 ∈ R \ [k−1 , k

+
1 ] and d(1)(k1)→ 1, k1 →∞.
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Figure 7. Sign of Re(Φ1(k1))

By the Sokhotski–Plemelj formulas this function is explicitly given by

(8.1) d(1)(k1) = exp

(
1

2πi

∫
(−∞,k−1 )∪(k+

1 ,∞)

log(1− |R1(s)|2)

s− k1
ds

)
.

Note that this integral is well defined since R1(k1) = O(k−1
1 ) and |R1(k1)| < 1 for

k1 6= 0 (cf. [9]). As the domain of integration is even and the function log(1−|R1|2)
is also even, we obtain d(1)(−k1) = d(1)(k1)−1 and the matrix

D(k1) =

(
d(1)(k1)−1 0

0 d(1)(k1)

)
satisfies the symmetry conditions of Lemma 2.7. Now setm(2)(k1) = m(1)(k1)D(k1),

then the new RH1 problem will read m
(2)
+ (k1) = m

(2)
− (k1)v(2)(k1), where

m(2)(k1)→
(
1 1

)
as k1 →∞, m(2)(−k1) = m(2)(k)σ1, and

v(2)(k) =


AL(k1)AU (k1), k1 ∈ R \ [k−1 , k

+
1 ],

BL(k1)BU (k1), k1 ∈ [k−1 , k
+
1 ],

D−1(k1)v(1)(k1)D(k1), k1 ∈ [ic,−ic] ∪j (TUj ∪ TLj ),

where v(1)(k1) is defined by (2.26),

AL(k1) :=

(
1 0

R1(k1)etΦ1(k1)

(1−|R1(k1)|2)d(1)(k1)2 1

)
, k ∈ ΩLl ∪ ΩLr ,

AU (k1) :=

(
1 −d

(1)(k1)2R1(−k1)e−tΦ1(k1)

(1−|R1(k1)|2)

0 1

)
, k1 ∈ ΩUl ∪ ΩUr ,

BL(k1) :=

(
1 −d(1)(k1)2R1(−k1)e−tΦ1(k1)

0 1

)
, k1 ∈ ΩLc ,

BU (k1) :=

(
1 0

d(1)(k1)−2R1(k1)etΦ1(k1) 1

)
, k1 ∈ ΩUc .

Here the domains ΩLl , ΩUl , ΩLr , ΩUr , ΩLc , and ΩUc together with their boundaries CLl ,
CUl , CLr , CUr , CLc , and CUc are shown in Figure 8. Evidently, the matrix BU (resp.
BL) has a jump along the contour [ic, 0] (resp. [0,−ic]). All contours are oriented
from left to right. They are chosen to respect the symmetry k1 7→ −k1 and are
inside a set, where R1(k1) has an analytic continuation. We also used the analytic

continuation R1(k1) = R1(−k1) to these domains.
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Figure 8. Contour deformation in the domain x < −6c2t

Lemma 8.1. The following formula is valid

(BU )− v
(2) (BU )−1

+ = I, k1 ∈ [ic, 0]; (BL)−1
− v(2) (BL)+ = I, k1 ∈ [0,−ic].

Proof. By virtue of the Plücker identity (cf. [8]). �

Now redefine m(2)(k1) according to

m(3)(k1) = m(2)(k1)


AL(k1), k1 ∈ ΩUl ∪ ΩLr ,
AU (k1)−1, k1 ∈ ΩLl ∪ ΩUr ,
BL(k1), k1 ∈ ΩLc ,
BU (k1)−1, k1 ∈ ΩUc ,
I, else.

Then the vector function m(3)(k1) has no jump along k1 ∈ R and, by Lemma 8.1,
also not along k1 ∈ [ic,−ic]. All remaining jumps on the contours CLl , CUl , CLc , CUc ,
CLr , CUr , and ∪Nj=1(TUj ∪ TLj ) are close to the identity matrix up to exponentially

small errors except for small vicinities of the stationary phase points k−1 and k+
1 .

Thus, the model problem has the trivial solution mmod(k1) =
(
1 1

)
. For large

imaginary k1 with |k1| > κ1,1 + 1 we have m(2)(k1) = m(3)(k1) ∼ mmod(k1) and
consequently

m(1)(k1) = m(2)(k1)D−1(k1) =
(
d(1)(k1) d(1)(k1)−1

)
for sufficiently large k1. By (8.1)

d(1)(k1) = 1 +
1

2ik1

(
− 1

π

∫
(−∞,k−1 )∪(k+

1 ,∞)

log(1− |R1(s)|2)ds

)
+O

(
1

k2
1

)
and comparing this formula with formula (2.25) we conclude the expected leading
asymptotics in the region x < −c2t given by

q(x, t) = c2(1 +O(t−1/2)).

Moreover, the contribution from the small crosses at k±1 can be computed using the
usual techniques [7], [12].
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Theorem 8.2. In the domain x < (−6c2− ε)t the following asymptotics are valid:

q(x, t) = c2 +

√
4ν(k+

1 )k+
1

3t
sin(16t(k+

1 )3 − ν(k+
1 ) log(192t(k+

1 )3) + δ(k+
1 )) + o(t−α)

for any 1/2 < α < 1. Here k+
1 =

√
− c22 − ξ and

ν(k+
1 ) =− 1

2π
log
(
1− |R1(k+

1 )|2
)
,

δ(k+
1 ) =

π

4
− arg(R1(k+

1 )) + arg(Γ(iν(k+
1 )))

− 1

π

∫
(−∞,−k+

1 )∪(k+
1 ,∞)

log

(
1− |R1(s)|2

1− |R1(k+
1 )|2

)
1

s− k+
1

ds.

The claim B of Theorem 1.1 follows from this theorem by the change of variables
k1 7→ k and by use of (2.7).
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