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Preface

The present manuscript are the notes for my courses Partial Differential
Equations and Advanced Partial Differential Equations given at the Univer-
sity of Vienna in winter 2020 and 2021, respectively. When preparing a
course on such a classical topic, the first question is naturally why another
set of notes. However, while this question is common, so is the answer: Be-
cause I could not find existing notes meeting all my expectations. To help
you find out if the present notes will meet yours, I will describe its content
and explain some of my motivations below.

The manuscript is updated whenever I find some errors and extended
from time to time. Hence you might want to make sure that you have the
most recent version, which is available from

http://www.mat.univie.ac.at/~gerald/ftp/book-pde/

Please do not redistribute this file or put a copy on your personal
webpage but link to the page above.

Aims and features

The first question one has to answer when designing such a course is the
question about the prerequisites and the overall direction (in most cases these
items will in fact already have been decided for you). In my case the pre-
requisites for the first part are only multi-variable calculus (including some
elementary facts about ordinary differential equations). Neither functional
analysis nor measure theory (Lebesgue spaces) are assumed to be known
(and it is also not the purpose to introduce them during the first part). In
particular, rushing through the classical theory and getting to functional

vii
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analytic tools as fast as possible is not the aim of the present course. Never-
theless, this is still supposed to be a modern introduction and hence I tried
to focus on those topics which either enhance the understanding of partial
differential equations (PDE) or can still be considered useful nowadays. The
main features from my perspective are the following:

• An important point I want to make is that this subject is part of
Analysis. Complete and detailed proofs of all results are a core
ingredient, even if some of them are challenging. Nevertheless, I
have strived to avoid mathematical elegance which might impress
the expert reader by its brevity but leaves the beginner puzzled.

• I wanted to start gentle but still cover a good amount of key results
during the course. Hence I spent a lot of time streamlining the
presentation and searching for the simpelst possible proofs. I found
it surprising that some of them, even though already quite old, still
did not make it into the standard textbook literature. The most
striking example being the proof for the strong maximum principle
for general parabolic equations.

• Math books are rarely read (or taught) cover to cover and hence
the material is presented to minimize interdependence such that
certain parts can be easily skipped.

• Examples within the text. From easy standard examples, over
neat applications, to (sometimes tricky) counterexamples, explain-
ing why results fail once some of their assumptions are dropped.

• Problems. Again from easy standard drill problems, over neat
applications, to additional results extending the material presented
in the main text. All problems are student-tested and the harder
ones usually have hints to get you started.

• Don’t be afraid of special functions: The only difference between
trigonometric and Bessel functions is that your pocket calculator
might not have a button for the latter. However, all modern com-
puter algebra systems have them built in and a myriad of formulas
is available. While these formulas can be readily looked up in
standard references like the NIST Digital Library of Mathemati-
cal Functions1, I still find it interesting how they can be derived.
Hence for every formula there is both a reference and a problem
(in case you want to get your hands dirty).

Contents

1https://dlmf.nist.gov

https://dlmf.nist.gov
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Below follows a short description of each chapter together with some
hints which parts can be skipped.
First Part

Chapter 1. I have chosen to start with the method of characteristics
not only because this stands historically at the beginning of PDE theory,
but also because it serves as a gentle entry point. In particular, this already
allows us to discuss some interesting examples and get a first flavor of what
PDEs are about. We also have a first look at second order equations starting
with the case of two variables and discussing canonical forms as well as the
common classification scheme.

Chapter 2. Of course the method of characteristics raises the question
about a general existence and uniqueness result for the Cauchy problem
(an anlog of the Picard–Lindelöf theorem for ordinary differential equations
(ODE)). This endeavor turned out too much to hope for and consequently
had to be shelved. Still I find it interesting to understand to what extend
this is possible and where it fails. For this reason the Cauchy–Kowalevsky
theorem is discussed and it is applied to the classical equations (the Holy
Trinity) in order to explain its limitations. It requires some familiarity with
real analytic functions; the necessary background is collected in an appendix.
Finally, there is Lewy’s example to show that one cannot go beyond. This
chapter (in fact the first two chapters) is independent of the rest and could
be skipped.

Chapter 3. The third classical method is separation of variables. It
is possible (and indeed quite frequent) to do a full course only using this
method. I have decided to devote limited time to this topic dealing only with
the heat and wave equation (in one spatial variable) in somewhat detail. This
is done with the extension to higher dimensions in mind and hence special
emphasis on the fundamental solution, the maximum principle, and energy
methods is made. In addition to an interval, the case of a rectangle and a
disc are also briefly discussed.

Chapter 4 introduces the Fourier transform as the premier tool for
(constant coefficient) evolution problems on the real line. In addition to the
heat and wave equation, we discuss dispersion including the stationary phase
method. The emphasis is on a precise treatment avoiding vague arguments
often found in this context. There is also a brief section on symmetry groups.
There is nothing substantial here, but I at least wanted the reader to know
that these methods exist.

Chapter 5 makes the step to arbitrary dimensions and in principle one
could even start here. We begin with harmonic functions, discuss the Newton
potential, Green’s function, and the Dirichlet principle. Many authors stop
at this point since the modern way of solving the Dirichlet problem is via
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the calculus of variations, which is far beyond the current toolbox. However,
I found it disappointing to say so much about the structure of solutions
without ever establishing existence (except for a ball and a half space). Hence
I have decided to include Perron’s method to solve the Dirichlet problem.
Finally, there is a glimpse at general elliptic equations including the strong
maximum principle.

Chapter 6 deals with the heat equation. To this end the Fourier trans-
form is extended to higher dimensions. There is also a brief discussion on
the fundamental solution for a domain which is used to motivate the mean
value formula. I prefer this approach over (the slightly shorter approach of)
postulating the formula and then verifying it via an opaque calculation. As
a consequence we obtain the maximum principles, which are extended to
unbounded domains including a discussion of Tikhonov’s counterexample.
Again there is a glimpse at general parabolic equations including the strong
maximum principle.

Chapter 7 derives the Kirchhoff and the Poisson formula for the wave
equation using the Fourier transform. The method of spherical averages is
used to obtain formulas for arbitrary dimensions. Also energy methods are
briefly discussed.
Second Part

The second part covers some selected topics using advanced tools from
functional analysis and measure theory. It is to a large part independent
of the first part but of course assumes some basic familiarity with partial
differential equations. Moreover, the reader is assumed to be familiar with
the Lebesgue integral as well as Lebesgue spaces. The relevant results are
collected in Section B.2. Similarly, we require some basic familiarity with
Functional Analysis. Again the required results are collected in the appendix.

Chapter 8 is intended as a motivation for what is to come. Here con-
stant coefficient equations on Rn are discussed by virtue of the Fourier trans-
form. Weak derivatives and the semigroup point of view for evolution equa-
tions are introduced in this context.

Chapter 9. Since the course is not limited to problems on Rn, general
Sobolev spaces are introduced in this chapter. While you will not see a
single partial differential equation in this chapter, it will lay they technical
foundation for the following chapters. Apart from the basic results, trace
operators as well as the usual embedding theorems are established.

Chapter 10 discusses elliptic problems via the Lax–Milgram approach.
We start out with the Poisson problem and introduce the key ideas using
this simplest case. We also discuss domain issues for the associated operator,
a topic which is sometimes swept under the carpet. Everything is then
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extended to elliptic operators. In particular, the maximum principle and
elliptic regularity are discussed in detail.

Chapter 11 turns to evolution problems. I have decided to take the
abstract approach via operator semigroups. Since this is an extremely versa-
tile tool, I feel that it is worth while covering in such a course. To facilitate
the extra abstract hurdle I start with discussing abstract Cauchy problems
before turning to the question of generator theorems. While contraction
semigroups (on Hilbert spaces) would be sufficient for the intended applica-
tions, I have decided to develop the general (Banach space) theory, since the
simplifications would only be minimal. Parabolic and hyperbolic equations
are then handled as straightforward applications.

Chapter 12 leaves the realm of linear equations. We look at the simplest
case of semilinear equations, again within the framework of semigroup theory.
Apart from the basic local existence result, blowup criteria and persistence
of regularity are discussed. One prototypical example, reaction diffusion
equations, are discussed in some detail (including a comparison principle).

Chapter 13 aims at nonlinear elliptic problems via the calculus of varia-
tions. Again this is only a short glimpse at this huge area. Only some basics
of the direct method, including the case of constraints, are discussed.

Chapter 14 is intended as an outlook to even more advanced techniques.
We discuss one prominent example, the nonlinear Schrödinger equation. We
show how the basic semigroup theory provides local existence in Hr(Rn)
provided r > n

2 exploiting the algebra structure available in this case. We
discuss global existence and blowup in detail for the one-dimensional case,
since this explains all the main ideas and since the previous local result
covers H1 in this case. Establishing local existence in L2 and H1 (without
the restriction to one dimension) requires the use of Strichartz estimates. Of
course this raises the technical bar even further (in particular, since a clean
mathematical treatment involves the Bochner integral), but the results will
hopefully reward the reader for the efforts.

Problems relevant for the main text are marked with a "*".

Acknowledgments
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Bastian Hilder, Jakob Holböck, Janik Hrubant, Daniel Karner, Clemens
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meier, Johannes Rotheneder, Miloš Vujičić, Eric Wahlén, Anton Zand who
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Part 1

Classical Partial
Differential Equations





Chapter 1

The method of
characteristics

1.1. Introduction and motivation

As you might have already guessed from the name, a partial differential
equation (PDE) is an equation involving an unknown function u and its
derivatives. Unlike the case of ordinary differential equations, u will depend
on more than one variable and hence we have to deal with partial derivatives.
As with ordinary differential equations, the order of the differential equation
is the order of the highest derivative appearing in the equation.

To get a first feeling for partial differential equations, let us look at a
specific example. The simplest example is of course a first order homogenous
linear equation (with constant coefficients) for an unknown (differentiable,
C1 say) scalar function u depending on two independent variables (x, y):

a ux + b uy + c u = 0. (1.1)

Here we use the convenient notation

ux :=
∂u

∂x
, uy :=

∂u

∂y
(1.2)

for partial derivatives. To ensure that this is really a differential equation,
we need to assume that at least one of the coefficients a or b is nonzero.
We will assume b ̸= 0 and then divide by b such that we can assume b = 1
without loss of generality. Moreover, to begin with we will also assume c = 0.
Interpreting the second variable y as time t, this is the famous transport
equation

ut + a ux = 0. (1.3)

3
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Figure 1.1. Transport equation: Characteristics (left) and solution
(right) for a Gaussian initial datum

The equation tells us that a certain directional derivative (namely the de-
rivative in the direction (1, a) in the (t, x)-plane) vanishes. Hence a solu-
tion u does not change in this direction. So if u(t0, x0) = u0 we also have
u(t0+ s, x0+as) = u0 for all s ∈ R. Consequently, if we prescribe the values
of u at some time t0,

u(t0, x) = g(x), (1.4)

then we obtain the value of u at a given point (t, x) ∈ R2 by following the
characteristic line (along which u is constant) (t + s, x + as) through this
point backwards until we hit the line t = t0, where we have specified our
initial condition. This implies the condition t+ s = t0 from which we get

u(t, x) = u(t+s, x+as)
∣∣
s=t0−t = u(t0, x−a(t−t0)) = g(x−a(t−t0)). (1.5)

Hence the effect of our equation is to take the initial condition g and
translate (transport) it by a distance of a(t− t0). Hence the profile g travels
to the right with constant speed a as illustrated in Figure 1.1.

Note that we could specify the initial conditions along pretty much any
curve as long as the characteristic line through any point (t, x) has precisely
one point of intersection with this curve. In particular, we cannot prescribe
the value of u on (part of) a characteristic line since this will lead to a con-
tradiction in general. Moreover, even if it works, we could loose uniqueness
— Problem 1.1.

Even without specifying an initial condition, we could read our findings
as any solution being of the form u(t, x) = g(x− at), where g is an arbitrary
differentiable function. Hence in contradistinction to ordinary differential
equations, the general solution of a partial differential equations will typically
depend on unknown functions, rather than unknown constants.

Motivated by our success, let us return to the original problem with
c ̸= 0:

ut + a ux + c u = 0. (1.6)
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Now u is no longer constant along characteristic lines, but we still know
how it changes. More precisely, setting z(s) := u(t + s, x + as) our partial
differential equations gives us an ordinary differential equation for the change
of u along characteristic lines:

ż(s) = ut(t+ s, x+ as) + a ux(t+ s, x+ as) = −c u(t+ s, x+ as)

= −c z(s), (1.7)

where the dot indicates a derivative with respect to s. Solving this differential
equation we obtain

z(s) = z(s0)e
−c(s−s0). (1.8)

Moreover, choosing s0 such that t+ s0 = t0 we obtain

u(t, x) = z(0) = z(s0)e
cs0 = u(t0, x− a(t− t0))e

−c(t−t0)

= g(x− a(t− t0))e
−c(t−t0). (1.9)

This clearly raises the question how far this approach can be pushed. Well,
first of all note that we can easily replace the term c u by an arbitrary function
c(t, x, u). Evaluating u along the characteristic lines as before gives

ż = −c(t+ s, x+ as, z), (1.10)

which has to be regarded as an ordinary differential equation for z as a
function of s with t and x as fixed parameters. The only remaining problem
is solving this ordinary differential equation. For example, this can be used
to solve the inhomogeneous problem where c(t, x, u) = c u + f(t, x), see
Problem 1.2.

But what if the coefficients are no longer constant? We will consider this
case in the next section.

Problem* 1.1. Find two different solutions of

ut + ux = 1

with initial conditions u(s, s) = s along a characteristic line.

Problem 1.2. Establish the solution formula

u(t, x) = g(x− at) +

∫ t

0
f(s, x+ a(s− t))ds (1.11)

for the inhomogeneous transport equation

ut + a ux = f(t, x), u(0, x) = g(x). (1.12)

Problem 1.3. Derive d’Alembert’s formula

u(t, x) =
g(x+ ct) + g(x− ct)

2
+

1

2c

∫ x+ct

x−ct
h(y)dy
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for the solution of the wave equation

utt − c2uxx = 0, u(0, x) = g(x), ut(0, x) = h(x).

(Hint: Note that the wave equation can be factorized as two transport equa-
tions

(∂t − c∂x) (∂t + c∂x)u = (∂t + c∂x) (∂t − c∂x)u = 0

and use Problem 1.2.)

1.2. Semilinear equations

Let U be some nonempty open subest of Rn. We now look at the more
general problem of a semilinear equation for an unknown differentiable
scalar function u depending on n independent variables x ∈ U :

a1(x)ux1 + · · ·+ an(x)uxn + c(x, u) = 0. (1.13)

Here the name semilinear refers to the fact that the equation is linear with re-
spect to the (highest) derivatives with the coefficients depending only on the
independent variables, whereas the lower oder terms are allowed to depend
on u (and possibly on lower order derivatives, if there were any).

Again we can regard this as a directional derivative

a(x) · ∇u = −c(x, u), (1.14)

where we use the notation

∇u := (ux1 , . . . , uxn) (1.15)

for the gradient of u and a dot to indicate the scalar product in Rn. If c = 0
we can interpret this as the level sets of the solution u being tangential to
the vector field a. Hence it suggests itself to evaluate the solution u along
characteristic curves, which are now given as the integral curves x(s) of the
vector field a, that is, the solutions of the system of ordinary differential
equations

ẋ = a(x). (1.16)
Then, evaluating u along this characteristic curves and setting z(s) := u(x(s)),
we obtain from the chain rule

ż = a(x(s)) · ∇u(x(s)) = −c(x(s), z). (1.17)

This clearly gives a procedure for solving (1.13) with given initial conditions
on an n− 1 dimensional surface Γ ⊂ U .

To describe it in detail we first need to describe Γ. Recall that there
are basically two ways of describing a hyper-surface: Either implicitly as the
zero set of a given function or explicitly given some parametrization. By the
implicit function function theorem both ways are of course equivalent at least
locally. Here we will assume that we have a parametrization Γ = {h(y)|y ∈
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V }, where V is some nonempty open subset in Rn−1 and h ∈ C1(V,Γ) is a
differentiable homeomorphism whose Jacobi1 matrix ∂h

∂y is injective for every
y ∈ V . In particular, the tangent vectors ∂h

∂yj
(y), 1 ≤ j ≤ n− 1, are linearly

independent and span the tangent space of Γ at x0 := h(y). A vector ν(x0)
orthogonal to these tangent vectors is called the normal vector of Γ. If we
normalize ν it is unique up to its direction. If Γ is defined implicitly, then
the normal vector is given by the gradient. In addition to h let us assume
that also a ∈ C1(U,Rn) and c ∈ C1(U × R,R).

First solve (1.16) to obtain the characteristic curves ξ(s, y) corresponding
to initial conditions ξ(0, y) = h(y) ∈ Γ. Please recall that by standard ODE
theory our assumption a ∈ C1(U,Rn) implies that for every y there is a
unique solution which exists at least locally for s in a neighborhood of 0 (the
Picard–Lindelöf theorem). Moreover, this solution depends differentiable on
the initial condition and the solution ξ will be C1 in a neighborhood of (0, y0)
for any y0 ∈ V (e.g. Theorem 2.10 from [33]). Now fix x0 = h(y0) ∈ Γ and
assume that a(x0) is not in the tangent space of Γ at x0. That is, assume
the non-characteristic condition

ν(x0) · a(x0) ̸= 0, (1.18)

where ν(x0) is the normal vector of Γ at x0. Then the Jacobi matrix of
ξ(s, y) at (0, y0) is given by

∂ξ

∂(s, y)
(0, y0) =

(
a(x0),

∂h

∂y1
(y0), · · · ,

∂h

∂yn−1
(y0)

)
(1.19)

and will be invertible thanks to (1.18). Hence by the inverse function theo-
rem ξ(s, y) will be a diffeomorphism when restricted to a small neighborhood
(−ε, ε) × V (y0) → U(x0) by the inverse function theorem. Note that geo-
metrically this condition is clear since the characteristic curves must not
stay within Γ for our procedure to work. Moreover, if they intersect Γ non-
tangentially, they form a mesh which covers a neighborhood of x0 without
leaving any holes.

Hence for any x ∈ U(x0) we can find some corresponding (s, y) ∈
(−ε, ε) × V (x0) such that the characteristic curve ξ(., y) starts at h(y) ∈ Γ
and hits x = ξ(s, y). Finally, compute z by solving (1.17) with x(.) = ξ(., y)
and initial condition z(0) = u(ξ(0, y)) = u(h(y)) = g(h(y)), from which
u(x) = z(s) follows.

In summary (compare also Figure 1.2):

• Solve ẋ = a(x) with initial conditions x(0) = h(y) ∈ Γ to obtain
the characteristic curves ξ(s, y).

• Solve ż = −c(ξ(s, y), z) with initial condition z(0) = g(h(y)).

1Carl Gustav Jacob Jacobi (1804–1851), German mathematician

http://en.wikipedia.org/wiki/Carl Gustav Jacob Jacobi
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Γ

h(y)

ν(y)

x
ξ(s, y)

Figure 1.2. Cartoon for the method of characteristics: To find the
value of the solution u(x) we first find the characteristic curve ξ which
leads from Γ to x and then we compute the values of u along ξ.

• Solve the nonlinear system ξ(s, y) = x for (s, y) and insert the
solution into u(x) = z(s, y).

As pointed out above, the last step will be possible in a neighborhood of x0
by the inverse function theorem provided (1.18) holds.

Theorem 1.1 (Method of Characteristics – semilinear case). Let U be some
nonempty open subest of Rn. Suppose a ∈ C1(U,Rn) and c ∈ C1(U ×R,R).
Let Γ ⊂ U be an n−1 dimensional C1 surface such that the non-characteristic
condition (1.18) holds at some point x0 ∈ Γ. Then, the semi-linear partial
differential equation (1.13) has a unique solution u in a sufficiently small
neighborhood U0 of x0 for any given initial data g ∈ C1(Γ ∩ U0). This
solution can be obtained by solving the characteristic differential equations
as described above.

Proof. Of course our procedure gives the necessary form of a solution and
hence it remains to verify that the function u constructed in this way is
indeed a solution. First of all note that u is C1 and by the chain rule we
have ∂u

∂x = ż ∂s∂x + ∂z
∂y

∂y
∂x . Now observe that, by the inverse function theorem,

the Jacobi matrix of the inverse of the map ξ(s, y) is the inverse of the
Jacobi matrix of ξ(s, y). Furthermore, the first column of the Jacobi matrix
of ξ(s, y) is a(ξ(s, y)) = a(x) and hence its inverse maps a(x) to the vector
(1, 0, . . . , 0) implying ∂u

∂x(x) · a(x) = ż(s, y) = −c(x, u(x)). □

Example 1.1. Let Γ = {x ∈ R2|x2 = x21} and solve

ux1 + x1ux2 + x1u = 0, u(y, y2) = 1.

The normal vector is given by the gradient of x2 − x21,

ν(y, y2) =
1√

1 + 4y2

(
−2y
1

)
,
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Figure 1.3. Initial surface Γ (black) and characteristics for Example 1.1

and the non-characteristic condition reads (a(x) = (1, x1))

ν(y, y2) · a(y, y2) = 1√
1 + 4y2

(
−2y
1

)
·
(
1
y

)
=

−y√
1 + 4y2

̸= 0,

which is satisfied for y ̸= 0.
The characteristic equations read

ẋ1 = 1, ẋ2 = x1, ż = −x1z
and the initial conditions are x1(0) = y, x2(0) = y2, z(0) = 1. The solution
is

ξ1(s, y) = y + s, ξ2(s, y) = y2 + ys+
s2

2
, z(s, y) = e−ys−s

2/2.

Solving x = ξ(s, y) gives (s, y) = (x1∓
√
2x2 − x21,±

√
2x2 − x21) for ±y > 0.

Consequently
u(x) = z(s) = ex2−x

2
1 .

The characteristics are shown in Figure 1.3. Observe that the characteristics
are indeed tangential to Γ at (0, 0). Moreover, while the characteristic curve
starting at (0, 0) leaves Γ, the characteristics still do not cover a neighborhood
of this point. In particular, note that the characteristics starting on Γ do not
cover the region x2 <

x21
2 and hence our method cannot give us the values

of u in this region. Indeed, our system x = ξ(s, y) only has a (real-valued)
solution provided x2 ≥ x21

2 . The fact that the final formula for u makes
sense on all of R2 just means that the solution we have found in the region
x2 ≥ x21

2 has an analytic continuation to all of R2. Finally, observe that
the characteristic curves intersect Γ twice and such a situation will typically
lead to a contradiction if you try to prescribe the values at both intersection
points. Indeed, in our case this will work if we prescribe symmetric initial
conditions g(y) = g(−y), while it will fail otherwise. For example, if we
look for a solution satisfying u(y, y2) = y and start our characteristics on
Γ± = {(x1, x21)| ± x1 > 0} we get u±(x) = ±

√
2x2 − x21e

x2−x21 . Hence
u±(y, y

2) = ±|y| and u±(y, y2) = y on Γ± while u±(y, y2) = −y on Γ∓. ⋄
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Example 1.2. The Liouville equation2

ut + v ux +
1

m
F (x)uv = 0, u(0, x, v) = g(x, v),

describes the density u(t, x, v) of an ensemble of identical particles of mass
m in phase space (x, v) ∈ R2 (position and velocity) at time t ∈ R.

The characteristic equations are

ṫ = 1, ẋ = v, v̇ =
1

m
F (x), ż = 0.

Hence the density is constant along the trajectories of the individual particles
given by Newton’s3 second law of motion mẍ = F (x). ⋄

Of course this method reduces our original partial differential equation
to a system of ordinary differential equations and, provided we can solve
this system, we get an implicit form of the solution. If we can also solve the
resulting nonlinear system of equations, we even get an explicit solution. So
from this point of view we can record this as a full success. Moreover, the
fact that we only get local solvability is not surprising either, since we do
not have global solutions for ordinary differential equations in general either.
However, note that even if the system of ordinary differential equations has
global solutions, we might still have further trouble since the characteristic
curves might not reach all points.

Problem 1.4. Let Γ = {(t, x)|t = 0} and solve

ut + t ux = 0, u(0, x) = g(x).

Problem 1.5. Let Γ = {(t, x)|t = 0} and solve

ut + xux = 0, u(0, x) = g(x).

Problem 1.6. Let Γ = {x ∈ R2|x2 = ex1} and solve

x1ux1 + x2ux2 + (x1 − 2)u = 0, u(y, ey) = y.

Problem 1.7. Let Γ = {x ∈ R3|x3 = 0} and solve

x1ux1 + x2ux2 + x1x2ux3 = 0, u(y1, y2, 0) = y21 + y22.

Note that the solution is constant along characteristics. Nevertheless the
formula for the solution gives u(1, 1, 1) = −2 while the initial conditions are
nonnegative. How can this be explained?

Problem 1.8. Solve the Liouville equation for the harmonic oscillator F (x) =
−mω2x, ω > 0, with the initial density g(x, v).

2Joseph Liouville (1809–1882), French mathematician and engineer
3Isaac Newton (1643–1727), English mathematician, physicist, astronomer, and theologian

http://en.wikipedia.org/wiki/Joseph Liouville
http://en.wikipedia.org/wiki/Isaac Newton


1.3. Quasilinear equations 11

Problem 1.9. Find the general solution of Euler’s homogeneity relation

x1ux1 + · · ·+ xnuxn = c u.

Problem 1.10. Let Γ = {(x, y) ∈ R2|y = 0} and solve

ux − uy = 1, uvx − vy = v, u(x, 0) = x, v(x, 0) = g(x).

1.3. Quasilinear equations

An important class of first order equations are the scalar conservation
laws

ut + F (u)x = 0, u(0, x) = g(x), (1.20)

where F ∈ C2(R) is some given function. Explicitly the equation reads

ut + F ′(u)ux = 0. (1.21)

The idea behind this equation is that u(t, x) corresponds to the density of
some substance at time t and a location x. If one assumes that the quantity
is conserved (i.e. it is neither destroyed nor created) within any given interval
(a, b) as time evolves, the total amount of the substance within this interval∫ b
a u(t, x)dx can only change by the net flux through the two endpoints. This

net flux is given by v(t, a)u(t, a)− v(t, b)u(t, b), where v is the velocity with
which the substance is flowing. If the velocity can be expressed as a function
of u, the expression F (u) = v(u)u is called the flux function. In this case
we obtain

d

dt

∫ b

a
u(t, x)dx = F (u(t, a))− F (u(t, b)). (1.22)

Interchanging integration and differentiation on the left-hand side and in-
voking the fundamental theorem of calculus on the right-hand side gives∫ b

a

(
ut(t, x) + F (u(t, x))x

)
dx = 0. (1.23)

Since this should hold for arbitrary intervals, we obtain our conservation law.
Note that one could also assume that the velocity field is a given function
v(t, x) or, even more general, that we have a relation v(t, x, u). This would
lead to a flux function F (t, x, u) and a corresponding equation

ut + F (t, x, u)x = ut + Fx(t, x, u) + Fu(t, x, u)ux = 0. (1.24)

Example 1.3. Assuming that the velocity is constant, v(u) = a, one obtains
the transport equation. ⋄

At first sight this type of equation does not fit within the framework
of the previous section since a was not allowed to depend on u. However,
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it is straightforward to check that the method of characteristics extends to
quasilinear equations of the type

a(x, u) · ∇u = −c(x, u). (1.25)

Here the name quasilinear refers to the fact that the equation is linear with
respect to the (highest) derivatives, where in contradistinction to a semiliner
equation, both the coefficients and the inhomogeneous term are now allowed
to depend on u (and possibly on lower order derivatives).

The characteristic equations now read

ẋ = a(x, z), ż = −c(x, z) (1.26)

and the only difference is that this is now a coupled system which has to be
solved simultaneously. Moreover, the non-characteristic condition now reads

ν(x0) · a(x0, g(x0)) ̸= 0 (1.27)

and also involves the initial condition g and not only the surface Γ. Other
than that the argument carries over verbatim and we obtain:

Theorem 1.2 (Method of Characteristics – quasilinear case). Let U be some
nonempty open subest of Rn. Suppose a ∈ C1(U × R,Rn) and c ∈ C1(U ×
R,R). Let Γ ⊂ U be an n−1 dimensional C1 surface and g ∈ C1(Γ) such that
the non-characteristic condition (1.27) holds at some point x0 ∈ Γ. Then,
the quasi-linear partial differential equation (1.25) has a unique solution u
in a sufficiently small neighborhood U0 of x0 satisfying the given initial data
g. This solution can be obtained by solving the characteristic differential
equations as described above.

This method, developed in the 18th century, goes back to Charpit de
Villecourt4 and Lagrange5 and is also known as Lagrange–Charpit method.

In the case of our conservation law the non-characteristic condition (1.27)
reads (

1
0

)
·
(

1
F ′(g(x0))

)
= 1 ̸= 0 (1.28)

and hence is always satisfied. The characteristic equations read

ṫ = 1, ẋ = F ′(z), ż = 0. (1.29)

The solution is

t(s) = s, x(s) = x0 + F ′(g(x0))s, z(s) = g(x0) (1.30)

and the solution of our conservation law is implicitly given by

u(t, x) = z(s) = g(x0) = g(x− F ′(u(t, x))t). (1.31)

4Paul Charpit de Villecourt (ca. 1750–1784), French mathematician
5Joseph Louis Lagrange (1736–1839), French mathematician

http://en.wikipedia.org/wiki/Joseph Louis Lagrange
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Figure 1.4. Shock wave for Burgers’ equation: Characteristics (left)
and solution (right) for steplike initial data

So the situation is quite similar to the transport equation with the only
difference that the speed depends on the hight of the solution. Moreover,
note that while in the semi-linear case, the uniqueness part of the Picard–
Lindelöf theorem6 implies that different characteristics x(s) cannot intersect,
this no longer applies here.
Example 1.4. Assuming that the velocity is proportional to the density, we
obtain the Burgers’ equation7 corresponding to F (u) = u2

2 :

ut + uux = 0.

Let us try to solve it with the initial condition

g(x) =


1, x ≤ 0,

1− x, 0 < x < 1,

0, 1 ≤ x.

Of course this initial condition is only piecewise C1 but let us ignore this
fact for now (one could work with a smoothed out version, but this will only
make the formulas more messy). So g equals one on the left, zero on the
right, and has a linear transition region in the middle. In particular, since
the higher values travel faster, they will eventually collide with the lower
ones. In fact, the characteristics starting on the interval 0 ≤ x ≤ 1 are given
by

x(s) = x0 + (1− x0)s

and they all hit at the point x(1) = 1. In fact, the linear transition will
become steeper and steeper until it gets vertical at t = 1. This is illustrated
in Figure 1.4. Hence at time t = 1 the solution has formed a discontinuity,

6Émile Picard (1856–1941), French mathematician
6Ernst Lindelöf (1870–1946), Finnish mathematician
7Jan Burgers (1895–1981), Dutch physicist

https://en.wikipedia.org/wiki/%C3%89mile_Picard
http://en.wikipedia.org/wiki/Ernst Lindel�f
http://en.wikipedia.org/wiki/Jan Burgers
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Figure 1.5. Wave breaking for Burgers’ equation: Characteristics (left)
and solution (right) for a Gaussian initial data (drawn beyond its clas-
sical time of existence)

being 1 for x < 1 and 0 for x > 1. This is known as the formation of a
shock. Explicitly we have

u(t, x) =


1, x ≤ t,
1−x
1−t , t < x < 1,

0, 1 ≤ x.

There is no way to extend this solution for t ≥ 1 in a classical way. More-
over, note that this is not related to the fact that g is only piecewise C1

since the same phenomena will occur no matter how smooth you chose g
on the transition region in between (the characteristics emanating from the
boundary points will always intersect at t = 1). Note also that this kind
of behavior is typical for nonlinear waves and can be observed, e.g., on a
beach, when wave fronts will steepen until they break (Figure 1.5). It is also
known as blowup of solutions, even though it is not the solution itself but
its gradient which will become unbounded. Note that if two characteristics
corresponding to values u0 and u1 intersect, the solution attains all values
between u0 and u1 within the cone formed by these crossing characteristics
(by the intermediate value theorem). Hence the gradient must get vertical
as one approaches the intersection. ⋄

Example 1.5 (Traffic flow). The scalar conservation law provides a simple
model for automobile traffic: In this case let u(t, x) describe the density
of cars on a road (considering one lane in one direction with no possibility
to overtake). Since the number of cars on the road can only change if the
number of cars entering at one side differs from the number of cars exiting at
the other side (assuming cars are neither created nor destroyed in between
— no accidents, no exits), such a situation can be described using a scalar
conservation law with the flux function given by F = u v, where v(t, x) is the
velocity distribution of the cars. In order to turn this into a PDE, one needs
to make an assumption on how the velocity depends on the density. One
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simple assumption is that the velocity will be equal to the maximal velocity
vmax (speed limit) when the density is low and tend to 0 when the density
approaches the maximal density umax (bumper to bumper traffic, when the
density equals one over the average car length):

v(u) := vmax
(
1− u

umax

)
.

In summary,

ut + vmax
(
1− 2u

umax

)
ux = 0. ⋄

Note that one can easily extend this to higher dimensions. Again for any
given (sufficiently smooth) domain U the change of the total amount within
U equals the net flux through the boundary

d

dt

∫
U
u(t, x)dnx = −

∫
∂U
F (t, x) · νdS(x), (1.32)

where ν is the outward pointing unit normal vector of the surface ∂U and
dS is the surface measure. Using the divergence theorem this turns into∫

u
(ut(t, x) + divx F (t, x)) d

nx = 0 (1.33)

and since this must hold for any (sufficiently smooth) domain U , we arrive
at the general form of a conservation law in Rn

ut + divx(F ) = 0. (1.34)

If the flux function is of the from F (u) = v u with constant velocity v(t, x) =
a, we again get the transport equation.

Problem 1.11. Solve

ut + uux = 2t, u(0, x) = x.

Problem 1.12. Solve

ut +
√
uux = 0, u(0, x) = x, x > 0.

Problem 1.13. Consider a conservation law with F ∈ C2(R). Show that for
bounded initial conditions g ∈ C1(R), the gradient of the solution remains
bounded on bounded positive time intervals (as long as the solution exists) if
F is convex and g is increasing. (Hint: Use implicit differentiation to find a
formula for ux.)

Problem 1.14. Consider a conservation law with F ∈ C2(R). Show that
for bounded initial conditions g ∈ C1(R) with compact support supp(g) ⊆
[−R,R] we have that the solution u has compact support supp(u(., t)) ⊆
[−R − ct, R + ct] for some constant c as long as it exists. Moreover, show
that ∫

R
u(t, x)dx =

∫
R
g(x)dx.
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Problem 1.15. Solve the conservation law for (t, x) ∈ R1+2 with velocity
field v(t, x) := x.

Problem 1.16. Derive a formula for the solution of the conservation law in
Rn with a given velocity field v(x) in terms of the solution of the characteristic
equation. (Hint: Jacobi’s formula d

ds det(A(s)) = tr(Ȧ(s)A−1(s)) det(A(s)).)

1.4. Weak solutions

Recall the Burgers equation from Example 1.4, where we have seen (cf. Fig-
ure 1.5) that certain initial conditions can lead to the formation of a discon-
tinuity in the solution. In the case of water waves such a situation can be
observed at a beach when waves eventually break. Our present model is not
suitable for describing such a behavior and thus there is no point in trying
to extend the solution beyond this point. On the other hand, there are cases
where u models the density of some substance and one observes that after
the formation of such a discontinuity, this discontinuity continues to travel
along a certain trajectory. This is commonly referred to as a shock wave and
it raises the question whether it is possible to extend our notion of solution
to cover such situations.

The idea is borrowed from distribution theory and to formulate it, we first
assume that we have a classical solution u ∈ C([0,∞)×R,R)∩C1((0,∞)×
R,R) of our scalar conservation law (1.20). Now we multiply this equation
with a smooth test function

φ ∈ C∞
c ([0,∞)× R,R) (1.35)

with compact support and integrate over [0,∞)× R to obtain∫ ∞

0

∫
R

(
ut(t, x) + F (u(t, x))x

)
φ(t, x)dx dt = 0. (1.36)

So far nothing interesting has happened. However, note that if this equation
holds for all test functions φ ∈ C∞

c ([0,∞) × R,R), then u must solve our
equation. Now here comes the trick, we use integration by parts and insert
our initial condition to obtain∫ ∞

0

∫
R

(
u(t, x)φt(t, x) + F (u(t, x))φx(t, x)

)
dx dt+

∫
R
g(x)φ(0, x)dx = 0.

(1.37)
Again, as long as u is sufficiently smooth, we can undo the integration by
parts to conclude that a sufficiently smooth function u satisfies (1.20) if
and only if it satisfies (1.37) for all test functions φ ∈ C∞

c ([0,∞) × R,R).
However, since no smoothness is required for (1.37) to make sense, we can
use it to generalize our notion of solution:
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Figure 1.6. Notation for a weak solution with a discontinuity along a
curve Γ.

A locally integrable function u : [0,∞)× R → R satisfying (1.37) for all
test functions φ ∈ C∞

c ([0,∞) × R,R) is called a weak solution of (1.20).
The following example shows that this is indeed a useful definition:
Example 1.6. Consider the transport equation F (u) := au for some a ∈ R.
Then for any locally integrable function g : R → R the function u(t, x) :=
g(x− at) is a weak solution. Indeed using Fubini we have∫ ∞

0

∫
R
g(x− at)

(
φt(t, x) + aφx(t, x)

)
dx dt =

=

∫ ∞

0

∫
R
g(y)

(
φt(t, y + at) + aφx(t, y + at)

)
dy dt

=

∫
R
g(y)

∫ ∞

0

∂

∂t
φ(t, y + at)dt dy = −

∫
R
g(y)φ(0, y)dy. ⋄

Next, let us try to apply this definition to our problem alluded to at the
beginning. So we want to look at the case where a solution is smooth away
from a smooth curve Γ := {(t, x)|x = γ(t), t ≥ t0}. More precisely, if we
split U := [t0,∞)× R according to (cf. Figure 1.6)

U± := {(x, t)| ± (x− γ(t)) > 0, t ≥ t0}, (1.38)

then we will assume that u is smooth in the interior of U± with a continuous
extension to its closure U±. The limits of u towards Γ from U± will be
denoted by

u±(t, γ(t)) = lim
ε↓0

u(t, γ(t)± ε). (1.39)

Of course, if we avoid Γ and choose a test function φ with support away
from Γ, we conclude that u satisfies (1.20) in [0,∞)× R \ Γ.

If the support of φ includes Γ we have to work harder and split the
domain of integration according to V− ∪ V+, where V± contains U±, respec-
tively (to this end one could assume t0 = 0 by extending C without loss
of generality). Then using the integration by parts (Corollary A.14) one
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obtains

0 =

∫ ∞

0

∫
R

(
uφt + F (u)φx

)
dx dt+

∫
R
gφ0dx

=−
∫∫

V−

(
ut + F (u)x

)
φdx dt+

∫
∂V−

(
u−ν1 + F (u−)ν2

)
φdS

−
∫∫

V+

(
ut + F (u)x

)
φdx dt+

∫
∂V+

(
u+ν1 + F (u+)ν2

)
φdS

+

∫
R
gφ0dx.

Here ν is the unit normal and φ0(x) := φ(0, x). Now by our previous consid-
eration the integrals over V± both vanish and the integrals over ∂V± along
t = 0 cancel with the last integral. This leaves us with the integrals over
∂V± along Γ which, since these are oriented in opposite directions, leaves us
with

0 =

∫
Γ

(
(u+ − u−)ν1 − (F (u+)− F (u−)ν2

)
φdS. (1.40)

As usual, since this must hold for arbitrary test functions, we arrive at the
Rankine–Hugoniot condition8

F (u+)− F (u−) = γ̇
(
u+ − u−

)
, (t, x) ∈ Γ. (1.41)

Such a discontinuity is known as a shock and the Rankine–Hugoniot condi-
tion says the jump in the flux equals the speed of the shock times the hight
of the shock.
Example 1.7. Now we are able to continue the solution from Example 1.4
to t ≥ 1. To this end choose γ(t) := 1+t

2 and set

u(t, x) :=

{
1, x < γ(s),

0, γ(s) < x.

We leave it as an exercise to verify the Rankine–Hugoniot condition. The
solution is depicted in Figure 1.7. ⋄

Example 1.8. Let us again consider the Burgers equation, but now with
the initial condition

g(x) :=

{
0, x < 0,

1, x > 0.

8William Rankine (1820–1872), Scottish mechanical engineer
8Pierre Henri Hugoniot (1851–1887), French mathematician

http://en.wikipedia.org/wiki/William Rankine
http://en.wikipedia.org/wiki/Pierre Henri Hugoniot
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Figure 1.7. Shock wave for Burgers’ equation

Figure 1.8. Rarefaction wave for Burgers’ equation

In this case the characteristics do not cover the region 0 < x < t but we can
choose γ(t) := t

2 and set

u(t, x) :=

{
0, x < γ(s),

1, x > γ(s),

such that the Rankine–Hugoniot condition holds. However, note that here
it is also possible to patch the solution x

t into the missing region such that
the result is continuous along the boundary of this region

v(t, x) :=


0, x < 0,
x
t , 0 < x < t,

1, x > t.

Naturally the Rankine–Hugoniot condition holds if the solution is continuous
along the curve. So we get two weak solutions, but the latter is preferable in
applications due to its continuity. It is known as a rarefaction wave. The
solution is depicted in Figure 1.8.

Hence an additional condition is needed to ensure uniqueness of weak
solutions for the Burgers equation. We will however not pursue this here. ⋄

Problem 1.17. Show that the solution from Example 1.4 satisfies the Rankine–
Hugoniot condition.
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Problem 1.18. Find further weak solutions corresponding to the initial con-
ditions from Example 1.8. (Hint: Split the shock into two jumps from (e.g.)
0 to 1

2 to 1.)

Problem 1.19. Find a continuous weak solution of the traffic model from
Example 1.5 corresponding to the initial conditions

g(x) :=

{
umax, x < 0,

0, x > 0,

modeling the situation when cars start at a traffic light turning green. (Hint:
Look at a transformation α v(t, βt− x).)

1.5. Fully nonlinear equations

Finally, quasilinear equations are not the end of the story either. In fact,
by adding the derivatives to the system of characteristic equations one can
extend this method to arbitrary first order equations

F (x, u,∇u) = 0. (1.42)

As before, the idea is to evaluate the solution u along some characteristic
curves x(s) (which are to be determined). Hence we define

z(s) := u(x(s)), p(s) := (∇u)(x(s)). (1.43)

Differentiating z we obtain

ż =

n∑
k=1

uxk ẋk =

n∑
k=1

pkẋk. (1.44)

Differentiating p we obtain

ṗj =

n∑
k=1

uxjxk ẋk (1.45)

and we need to get rid of the second derivatives if we want to get a closed
system of differential equations for (x, z, p). To this end we assume F ∈
C2(R2n+1,R) and differentiate (1.42) with respect to xj :

n∑
k=1

Fpk(∇u, u, x)uxkxj + Fz(∇u, u, x)uxj + Fxj (∇u, u, x) = 0. (1.46)

Now if we assume (which is compatible with what we had in the quasi-linear
case)

ẋj = Fpj (p, z, x), (1.47)
then we can use this equation to eliminate the second derivatives in the
equation for ṗ leading to

ṗj = −Fxj (p, z, x)− Fz(p, z, x)pj . (1.48)
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In summary, this leads us to the characteristic equations

ẋj = Fpj (p, z, x),

ż =

n∑
k=1

pkFpk(p, z, x),

ṗj = −Fxj (p, z, x)− Fz(p, z, x)pj . (1.49)

Example 1.9. Consider the Hamilton–Jacobi equation9

ut +H(∇xu, x) = 0.

In this case the characteristic equations for x and p := ∇xu are precisely the
Hamilton equations from classical mechanics

ẋ = ∇pH(p, x), ṗ = −∇xH(p, x).

Of course the equation for t is just ṫ = 1 (i.e., t = s). Setting r(s) :=
ut(s, x(s)) the associated equation is ṙ = 0 implying that r(t) = r(0) =
−H(p(0), x(0)). This corresponds to the well-known fact that the Hamilton-
ian H is conserved:

H(p(s), x(s)) = H(p(0), x(0)).

The equation for z is ż = p · ∇pH + r.
Let me remark that the interesting fact about the Hamilton–Jacobi equa-

tion is not so much that you can solve it via the method of characteristics if
you can solve the Hamilton equations, but the fact, known as Jacobi’s the-
orem, that you can also go the other way: If you manage to find a solution,
via some clever ansatz say, depending on n parameters, then you can obtain
the solution of Hamilton’s equations. ⋄
Example 1.10. The eikonal equation

|∇u| = n(x)

introduced by Hamilton provides the foundation of geometrical optics. Here
n(x) is the refraction index of the medium (the reciprocal of the wave speed).
Taking squares we have F (p, z, x) = 1

2(|p|
2 − n(x)2) and the characteristic

equations are

ẋ = p, ż = |p|2 = n(x)2, ṗ = n(x)∇n(x).

In particular, we can eliminate p by considering

ẍ =
1

2
∇n(x)2.

Note that if the refraction index is constant, the characteristics will be
straight lines. In fact, this way of solving the eikonal equation goes back

9William Rowan Hamilton (1805 –1865), Irish mathematician and astronomer

http://en.wikipedia.org/wiki/William Rowan Hamilton
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to Hamilton who also coined the name characteristics for the solutions of
the above equation. ⋄

Now what about initial conditions? Of course we will start at some point
x0 ∈ Γ, that is,

x(0) = x0, z(0) = g(x0). (1.50)

But what about the derivatives? Again the derivatives within the tangent
plane of Γ at x0 can be computed from g, but the normal derivative is
missing. This missing derivative must be computed from the differential
equation. Once one has a triple of admissible initial conditions, the non-
characteristic condition

∇pF (p0, z0, x0) · ν(x0) ̸= 0 (1.51)

will ensure that we can obtain admissible initial conditions in a neighborhood
of (p0, z0, x0) via the implicit function theorem. Moreover, as in the previous
section, this condition will also guarantee, that we can solve the resulting
nonlinear equation to obtain u. Finally, one can show that the function u
constructed in this way will indeed be a solution. We refer to [10, Section 3.2]
for details.
Example 1.11. Let us solve the Hamilton–Jacobi equation for the harmonic
oscillator with

H(p, x) =
p2 + x2

2
, g(x0) = p0x0.

We set p = ux and r = ut. Then F (r, p, z, t, x) = r + H(p, x) and the
characteristic equations read

ṙ = 0, ṗ = −x, ż = p2 + r, ṫ = 1, ẋ = p

and the initial conditions are

r(0) = −g
′(y)2 + y2

2
, p(0) = g′(y), z(0) = g(y), t(0) = 0, x(0) = y.

Solving for x, p we obtain

x(s) = y cos(s) + g′(y) sin(s), p(s) = g′(y) cos(s)− y sin(s)

and of course we have t = s as well as r(s) = r(0). Plugging this into ż gives

z(s) = g(y) +
g′(y)2 − y2

4
sin(2s)− yg′(y) sin(s)2.

Solving x = y cos(s) + p0 sin(s) for y gives

u(t, x) = z(s) =
p0x

cos(t)
− p20 + x2

2
tan(t). ⋄
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Note that the method of characteristics breaks down if we allow u to be
vector-valued, that is, as soon as we look at first order systems. However, this
would be crucial for higher order equations since arbitrary partial differential
equations can always be reduced to first order systems by adding the higher
derivatives to the dependent variables.

Problem 1.20. Let Γ = {x ∈ R2|x1 = 0} and solve

ux1ux2 = 4u, u(0, x2) = x22.

Problem 1.21. Solve the Hamilton–Jacobi equation with

H(p, x) =
p2 + x2

2
, g(x0) =

x20
2
.

Problem 1.22. The Hamilton–Jacobi equation for the Kepler problem in
polar coordinates reads

ut +
1

2

(
u2r +

1

r2
u2θ
)
=
k2

r
.

Find solutions which are linear in t and θ.

1.6. Classification and canonical forms

Since we have been quite successful with first order equations, it seems nat-
ural to make the next step and increase the order by one. For simplicity we
will only look at the case of a second order quasi-linear equation

A11(x, y)uxx + 2A12(x, y)uxy +A22(x, y)uyy + b(x, y, ux, uy) = 0 (1.52)

in two variables. Given an initial surface Γ, we can try to prescribe initial
conditions. Since our equation is second order, we expect that we need
to prescribe both the values of u and its first derivatives on Γ. Of course
derivatives in a tangential direction can be computed directly from the initial
values and hence only the derivative in the normal direction needs to be
prescribed. That is, if ν is the unit normal of Γ, then the initial conditions
read

u
∣∣
Γ
= g,

∂u

∂ν

∣∣
Γ
= h, (1.53)

where
∂u

∂ν
:= ν · ∇u (1.54)

denotes the normal derivative. In the first order case the non-characteristic
condition ensured that we can compute the missing normal derivative from
the differential equation. Hence we expect that there should be a similar
condition which ensures that we can compute all second order derivatives
from the differential equation. To investigate this it will be convenient to
straighten out the boundary. To this end recall (cf. Appendix A.2) that (after
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possibly permutating x and y) we can assume that Γ = {(x, y)|y = γ(x)}.
Choosing new coordinates x̃ = x, ỹ = y − γ(x), such that in this new
coordinates we have Γ̃ = {(x̃, ỹ)|ỹ = 0}, our equation will still be of the
same form with coefficients

Ã11 = A11, Ã12 = A12 − γ′A11, Ã22 = A22 − 2γ′A12 + (γ′)2A11. (1.55)

Hence we can assume that Γ = {(x, y)|y = 0} without loss of generality in
which case our initial conditions read

u(x, 0) = g(x), uy(x, 0) = h(x). (1.56)

Of course ux(x, 0) = g′(x) and for the second derivatives we get uxx(x, 0) =
g′′(x), uxy(x, 0) = h′(x) as well as

A11(x, 0)g
′′(x) + 2A12(x, 0)h

′(x) +A22(x, 0)uyy(x, 0)

+ b(x, 0, g′(x), h(x)) = 0. (1.57)

Hence to be able to solve for the missing derivative uyy(x, 0) we clearly need
A22(x, 0) ̸= 0. In fact, we could continue in this way and compute arbitrary
high derivatives of u by differentiating the differential equation (assuming
that the coefficients as well as the initial conditions have sufficiently many
derivatives). Surprisingly, the condition A22(x, 0) ̸= 0 will also guarantee
solvability for the higher derivatives (try to compute the third order deriva-
tives and you will see why). In fact, this shows that we could try to obtain
the solution by computing its Taylor series at a given point on Γ. This is
the strategy of the Cauchy–Kowalevsky theorem to be discussed in the next
section.

These considerations suggest that the condition A22(x, 0) ̸= 0 takes the
role of the non-characteristic condition for (1.52). Translating back to a
general surface Γ, we hence define the non-characteristic condition as

ν ·Aν = A11ν
2
1 + 2A12ν1ν2 +A22ν

2
2 ̸= 0. (1.58)

As in the first order case this condition depends on the point on Γ. Never-
theless, if it is satisfied at one point, it will be satisfied in a neighborhood
of this point by continuity. Conversely, one calls Γ characteristic if this con-
dition is violated on all of Γ. While in the case of a first order equation
there is always precisely one characteristic direction (and a corresponding
characteristic line emanating from a given point) unless the vector field a
vanishes at this point, now there are three cases depending on the signature
of the quadratic form associated with A:

If A is positive (or negative) definite (that is, both eigenvalues are pos-
itive (or negative)), then there are no characteristic directions and we call
the equation elliptic in this case. If A has one positive and one negative
eigenvalue, there are two characteristic directions and the equation is called
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hyperbolic in this case. In the degenerate case, where one eigenvalue of A
vanishes, the equation is called parabolic. Of course there is also the case
when both eigenvalues vanish (and hence A is zero). But if this happens on
an open set, then (1.52) is in fact a first order equation and hence this case
has no practical relevance. Indeed, this classification is only of interest if
(1.52) is of a given type in an open set.

So while these considerations suggest that we should expect trouble if
we specify initial conditions on a characteristic line, they do not really help
us with our task of finding a solution. But this is unfortuantely the gist of
the matter, there is no easy way of solving second order equations analogous
to the method of characteristics for first order equations. At this point you
might object that we can simply transform our second order equation to
a first order system by adding the first order derivatives to the dependent
variables, just like one does in the case of ordinary differential equations.
And indeed, we can of course do this, but as the method of characteristics
does not extend to systems, there is no point unless we know how to handle
first order systems.

Another approach is to use a change of variables to reduce (1.52) to a
simpler form. For simplicity we first look at the case of a linear equation
with constant coefficients,

A11uxx + 2A12uxy +A22uyy + b1ux + b2uy + cu = 0, (1.59)

or equivalently (
∇ ·A∇+ b · ∇+ c

)
u = 0. (1.60)

First of all, a rotation will diagonalize A and we can assume that the first
eigenvalue equals one (if both were zero, the equation would be of first order).
Moreover, setting u = e−b1x/2v we can even eliminate the ux term. Scaling y
we can assume that the second eigenvalue is ±1 and eliminate uy as before,
or, if the second eigenvalue vanishes, assume b2 = −1. This eventually
transforms our equation into one of the following standard forms (assuming
our equation contains derivatives with respect to both variables; otherwise
it would be an ordinary differential equation):

• Elliptic case (two eigenvalues of equal sign, det(A) > 0):

uxx + uyy + cu = 0.

• Hyperbolic case (two eigenvalues of opposite sign, det(A) < 0):

uxx − uyy + cu = 0.

• Parabolic case (one vanishing eigenvalue, det(A) = 0):

uxx − uy = 0.
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In the elliptic case this equation is the Helmholtz equation10 and
reduces to the Laplace equation11 for c = 0. In the hyperbolic case this
is the Klein–Gordon equation12 and reduces to the wave equation for
c = 0. In the parabolic case this is the heat equation.

For c = 0 these equations are the three most ubiquitous partial differ-
ential equations (also known has the Holy Trinity) and understanding them
will be one of our main tasks during this course. They were introduced in
the 18th and early 19th century. The one-dimensional wave equation was
introduced as a model for vibrating strings and analyzed by d’Alembert13

in 1752. It was extended to higher dimensions as a model of acoustic waves
by Euler14 in 1759 and Bernoulli15 in 1762. The Laplace equation was first
studied by Laplace in connection with gravitational fields around 1780 and
the heat equation was introduced by Fourier16 during his investigation of
heat conduction between 1810 and 1822.

It turns out that there is not too much we can do at this point, except
for the hyperbolic case, where a different canonical form is more beneficial:
If one changes coordinates such that the characteristic lines coincide with
the coordinate directions, which implies that both A11 and A22 will vanish.
Example 1.12. For the wave equation c−2utt = uxx the characteristic di-
rections are

ν21 − c2ν22 = (ν1 − cν2)(ν1 + cν2) = 0.

Hence we choose new coordinates ξ = x+ ct, η = x− ct such that v(ξ, η) :=
u(t, x) satisfies

vξη = 0.

From this form it is easy to see that the general solution is v(ξ, η) = F (ξ) +
G(η) which implies that the general solution of the wave equation is u(t, x) =
F (x+ ct) +G(x− ct). If u(t, x) should satisfy the initial conditions

u(0, x) = g(x) ∈ C2(R), ut(0, x) = h(x) ∈ C1(R),

we must have F (x)+G(x) = g(x) and c(F ′(x)−G′(x)) = h(x). So if H(x) =∫
h(x)dx we have F (x) = 1

2(g(x) + c−1H(x)), G(x) = 1
2(g(x) − c−1H(x)).

Note that while H is only defined up to a constant, this constant will cancel

10Hermann von Helmholtz (1821–1894), German physicist
11Pierre-Simon Laplace (1749–1827), French mathematician
12Oskar Klein (1894–1977), Swedish theoretical physicist
12Walter Gordon (1893–1939), German theoretical physicist
13Jean le Rond d’Alembert (1717–1783), French mathematician
14Leonhard Euler (1707–1783), Swiss mathematician, physicist, astronomer, geographer, lo-

gician and engineer
15Daniel Bernoulli (1700–1782), Swiss mathematician and physicist
16Joseph Fourier (1768–1830), French mathematician and physicist

http://en.wikipedia.org/wiki/Hermann von Helmholtz
http://en.wikipedia.org/wiki/Pierre-Simon Laplace
http://en.wikipedia.org/wiki/Oskar Klein
http://en.wikipedia.org/wiki/Walter Gordon
http://en.wikipedia.org/wiki/Jean le Rond d'Alembert
http://en.wikipedia.org/wiki/Leonhard Euler
http://en.wikipedia.org/wiki/Daniel Bernoulli
http://en.wikipedia.org/wiki/Joseph Fourier
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in F +G. Hence we obtain d’Alembert’s formula

u(t, x) =
g(x+ ct) + g(x− ct)

2
+

1

2c

∫ x+ct

x−ct
h(y)dy

also found in Problem 1.3. ⋄

While this last canonical form also works for the Klein–Gordon equa-
tion, it does not lead to a solution formula in this case (which exists, but
is much harder to find — see Problem 4.22). Using new coordinates based
on the characteristic directions also works for equations with non-constant
coefficients. However, unless this eventually happens to lead to the wave
equation, it will be of little practical help.
Example 1.13. For the Tricomi equation17

uxx + xuyy = 0

the characteristic directions are

ν21 + xν22 = 0.

Hence it is hyperbolic for x < 0, parabolic for x = 0 (though this set is
not open), and elliptic for x > 0. To get the characteristic lines in the
hyperbolic case, we look for a curve (x(s), y(s)) such that the normal vector
ν(s) = (ẏ(s),−ẋ(s)) satisfies the characteristic condition

ẏ(s)2 + x(s)ẋ(s)2 = 0.

Eliminating s and writing the curve as y(x) we get

y′(x) = ±
√
−x

and hence the two characteristic curves are

ξ = y +
2

3
(−x)3/2, η = y − 2

3
(−x)3/2.

Using (ξ, η) as new variables and setting v(ξ, η) := u(t, x) we get

vξη −
vξ − vη
6(ξ − η)

= 0.

In the elliptic case x > 0 the two characteristic curves are complex. However,
we can still get a canonical form if we take real and imaginary part as new
coordinates:

ξ = y, η =
2

3
x3/2.

Setting again v(ξ, η) := u(t, x) we get

vξξ + vηη +
vη
3η

= 0. ⋄

17Francesco Tricomi (1897–1978), Italian mathematician

http://en.wikipedia.org/wiki/Francesco Tricomi
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Note that this classification is invariant under a change of coordinates
(Problem 1.26). A more in-depth discussion of normal forms for second order
equations can be found in [24, Chapter 3].

The next obvious step would be to generalize these considerations to
more than two variables. First of all, the non-characteristic condition can
be derived by a straightforward generalization of the present arguments. Of
course the classification gets more cumbersome since there are much more
possibilities for the signature of the quadratic form of A. Here we will only
discuss the special cases which are most relevant (and where the definitions
are universally accepted): The equation is called elliptic, if it has no char-
acteristic directions, that is, all eigenvalues of A have the same sign. It is
called hyperbolic if all except for one eigenvalue have the same sign and the
remaining one is of opposite sign. It is parabolic if one eigenvalue vanishes
while the others are of the same sign.

However, from a practical perspective, this way of classifying partial
differential equation can also be viewed as generalizing the three prototypical
equations, representing more complicated models which behave similarly and
can be tackled using similar techniques. Specifically, let us look at the most
general elliptic linear differential operator

Lu(x) = −
n∑

j,k=1

Ajk(x)∂xjxku(x) +

n∑
j=1

bj(x)∂xju(x) + c(x)u(x), (1.61)

where A is a positive definite matrix. Then

Lu = 0 (1.62)

is elliptic,
ut = −Lu (1.63)

is parabolic, and
utt = −Lu (1.64)

is hyperbolic. In the latter two cases we have denoted the last indepen-
dent variable by t since it corresponds to time in most applications (and in
this case the coefficients A, b, and c are allowed to depend on t as well).
It is folk wisdom that these equations behave similar to their prototypical
representative, where L = −∆, the Laplace, heat, and wave equation.

Problem 1.23. Show that the Cauchy problem

uxx + y2uyy = 2u, u(x, 0) = 0, uy(x, 0) = 0.

fails the non-characteristic condition. Find a nontrivial solution.

Problem 1.24. Find the solution of the problem

uxx − 4uxy + 3uyy + 4ux − 12u = 0, u(x, 0) = g(x), uy(x, 0) = h(x).
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Problem 1.25. Transform

xuxx − 4x3uyy − ux = 0

to a canonical form by using the characteristic directions as new coordinates.
Can you find the general solution?

Problem* 1.26. Consider a diffeomorphism ξ(x, y), η(x, y). Show that the
coefficient matrix A of (1.52) in the new coordinates is given by

Ã =
∂(ξ, η)

∂(x, y)
A
∂(ξ, η)

∂(x, y)

T

,
∂(ξ, η)

∂(x, y)
=

(
ξx ξy
ηx ηy

)
.

Conclude that the classification is invariant under a change of coordinates.





Chapter 2

The Cauchy–Kowalevsky
theorem

2.1. First order systems

The main limitation of the method of characteristics is the fact that it does
not extend to systems. The Cauchy–Kowalevsky theorem1 removes this lim-
itation and hence can be considered as an analog of the Picard–Lindelöf
theorem from the theory of ordinary differential equations. The price one
has to pay is that it only works in the realm of real analytic functions. Lewy’s
example will show that it breaks down once we leave this realm. However,
there are further reasons why the Cauchy–Kowalevsky theorem does not
play the same role for partial differential equations like the Picard–Lindelöf
theorem does for ordinary ones. Namely, it does not distinguish between
positive and negative times and hence cannot handle the (physically rele-
vant) Cauchy problem for the heat equation. Moreover, as it only settles the
Cauchy problem, it does not help with boundary value problems which play
a far more important role for partial differential equations than for ordinary
ones. In particular, the results in this chapter will not be used in the rest of
this book.

We recall that a function of several variables is called real analytic
if it has a convergent Taylor2 expansion in a neighborhood of every point
of its domain (cf. Appendix A.1). If the coefficients are real analytic, this

1Augustin-Louis Cauchy (1789–1857), French mathematician
1Sophie Kowalevsky (1850–1891), Russian mathematician (official transliteration: Sofya

Kovalevskaya)
2Brook Taylor (1685–1731), English mathematician
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opens another approach, which also works for systems. Then the partial
differential equation can be used (by recursive differentiation of the equation)
to determine the derivatives (and hence the Taylor series) of the solution.
Of course this will only work in a small neighborhood and the corresponding
result will be of a local nature.

To be more specific, let us look at the Cauchy problem for a quasilinear
first order system

n∑
k=1

Ak(x, u)uxk + b(x, u) = 0, u(y) = g(y), y ∈ Γ. (2.1)

Here u(x) = (u1(x), . . . , um(x)) is now vector-valued and Ak(x, u) are m×m
matrices while b(x, u) is a vector. The coefficients Ak and b (i.e. all entries) as
well as Γ are assumed real analytic. We will first make a few simplifications
which can be done without loss of generality (at least locally and after a
possible permutation of the coordinates).

The assumption that Γ is real analytic implies that, once we restrict x
to some sufficiently small open set U ⊆ Rn, it is given in the form Γ =
{x ∈ U |xn = γ(x1, . . . , xn−1)}, where γ is real analytic. Moreover, we can
straighten out Γ by making a change of variables y := (x1, . . . , xn−1, xn −
γ(x1, . . . , xn−1)) such that in this new variables Γ will be the hyperplane
yn = 0. The resulting equation will still be quasilinear with coefficients
given by

Ãk =

{
Ak 1 ≤ k < n,

An −
∑m−1

l=1 Al∂lγ, k = n,
b̃ = b. (2.2)

Hence we can assume Γ = {x ∈ U |xn = 0} without loss of generality and we
will write x = (x̄, xn) ∈ Rn, where x̄ = (x1, . . . , xn−1).

For the second step we recall, that we want to solve our system by com-
puting the Taylor series of u(x) at some given point y0 ∈ Γ. Without loss
of generality we can assume y0 = 0. Now u(0) = g(0) follows from the ini-
tial condition and so will all first order derivatives uxj (0) = gxj (0) for all
1 ≤ j ≤ n − 1. To obtain the remaining derivatives uxn(0) we need to use
our differential equation. In particular, if we evaluate the system at x = 0
and insert what we already know, we must be able to solve for the missing
derivatives. This leads to the non-characteristic condition

det
(
An(0, g(0))

)
̸= 0. (2.3)

Observe that in the case m = 1 this of course agrees with our previous defi-
nition for the scalar case (1.25), where det(An) = An = an ̸= 0. Moreover, if
the non-characteristic condition holds at a point (0, g(0)), continuity implies
that we can reduce U such that it holds on all of U . In particular, we can
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multiply our system by the inverse of An reducing it to the form

uxn =
n−1∑
k=1

Ak(x, u)uxk + b(x, u), u(x̄, 0) = g(x̄). (2.4)

Here we have already solved the system for the derivatives with respect to
xn.

Theorem 2.1 (Cauchy–Kowalevsky). Let the coefficients Ak, b as well as
the surface Γ and the initial condition g be real analytic in a neighborhood of
a point x0 ∈ Γ. Suppose the non-characteristic condition

det

(
n∑
k=1

νk(x0)Ak(x0, g(x0))

)
̸= 0, (2.5)

where ν(x0) is the normal vector of Γ at x0, holds. Then the initial value
problem (2.1) has a unique real analytic solution in a neighborhood of x0.

Proof. We have already seen that we can straighten the boundary and as-
sume our system to be of the form (2.4) without loss of generality. Further-
more, by adding another dependent variable um+1

xn = 1, um+1(x̄, 0) = 0 to
the system we can assume that the coefficients Ak and b do not depend on
xn. Finally, replacing u by u − g we can also assume g = 0 without loss of
generality.

Now we first observe that all derivatives (∂αu)(0) can be computed re-
cursively using the differential equation. To see this we use induction on the
number r of derivatives with respect to xn. If r = αn = 0, then (∂αu)(0) = 0
since g vanishes. If αn = r+1 we use ∂αu = ∂β(∂xnu) with βn = r and insert
the differential equation for ∂xnu. This shows that we can express (∂αu)(0)
in terms of derivatives which contain at most r derivatives with respect to
xn and establishes the induction step.

So we can write down a Taylor series for u and we need to show that this
series converges. To this end we will use majorants Ãk and b̃ for Ak and b,
respectively. Then, if U solves

Uxn =
n−1∑
k=1

Ãk(x̄, U)Uxk + b̃(x̄, U), U(x̄, 0) = 0

the component U i will be a majorant for ui. Indeed, to see this observe
that the derivatives of U can be computed from its differential equation
following the same procedure as for u. Since in every step the expression
for a derivative of U majorizes the corresponding expression for u, the claim
follows.
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Moreover, since the series for Aijk and bi converge on a common rectangle
R((r, . . . , r)) we can choose a common majorant

Ãijk (x̄, u) = b̃i(x̄, u) :=
Mr

r − (x1 + · · ·+ xn−1 + u1 + · · ·+ um)
.

Then the corresponding differential equation is

U ixn =
Mr

r − (x1 + · · ·+ xn−1 + U1 + · · ·+ Um)

 m∑
j=1

n−1∑
k=1

U jxk + 1


and we will get a solution U i(x) = V (x1 + · · · + xn, xn) provided V (y, t)
solves

Vt =
Mr

r − y −mV
(1 +m(n− 1)Vy), V (y, 0) = 0.

The solution of this scalar equation can be found by the method of charac-
teristics to be

V (y, t) =
1

mn

(
r − y −

√
(r − y)2 − 2mnMrt

)
.

Hence we have found a real analytic majorant and thus the Taylor series for
u converges in a neighborhood of 0.

It remains to show that u is a solution of our original problem. First of
all note that by construction all x̄ derivatives are 0 and hence u satisfies the
initial condition. Moreover, if we insert u into the differential equation, we
get a real analytic function of x in a neighborhood of the origin. Moreover,
by construction all derivatives vanish at the origin and thus this real analytic
function vanishes identically, that is, u solves the differential equation. □

A surface Γ is called a characteristic surface if the non-characteristic
condition fails on every point of Γ.

Of course, if we prescribe initial conditions at each point of Γ, we can
patch the local solutions by virtue of the unique continuation principle to
obtain a solution in a neighborhood of Γ. The main problem with this
result is that most applications will require existence of a solution on a given
domain and not just in a neighborhood of its boundary.

Let me also remark that uniqueness applies only within the class of real
analytic solutions. At least for linear equations there is a stronger uniqueness
theorem due to Holmgren3 which establishes uniqueness within the class of
C1 solutions [15, Section 3.5], [27, Section 2.3].
Example 2.1. Consider the Cauchy–Riemann equations4

vx = −wy, wx = vy.

3Erik Albert Holmgren (1872–1943), Swedish mathematician
4Bernhard Riemann (1826–1866), German mathematician

http://en.wikipedia.org/wiki/Erik Albert Holmgren
http://en.wikipedia.org/wiki/Bernhard Riemann
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In our notation the system reads(
1 0
0 1

)(
vx
wx

)
+

(
0 1
−1 0

)(
vy
wy

)
= 0

and the non-characteristic condition

det

(
ν1 ν2
−ν2 ν1

)
= |ν|2 ̸= 0

is always satisfied.
If we choose for example Γ = {y = 0} and v(x, 0) = g(x), w(x, 0) = h(x),

then using vyy = −vxx and wyy = −wxx one concludes

∂mx ∂
n
y v(0, 0) =

{
(−1)kg(m+n)(0), n = 2k,

(−1)kh(m+n)(0), n = 2k + 1,

and

∂mx ∂
n
yw(0, 0) =

{
(−1)kh(m+n)(0), n = 2k,

−(−1)kg(m+n)(0), n = 2k + 1.

Consequently

v(x, y) =
∞∑
m=0

∞∑
k=0

(−1)k

m!(2k)!

(
g(m+2k)(0) + h(m+2k+1)(0)

y

2k + 1

)
xmy2k

=
∞∑
k=0

(−1)k

(2k)!

(
g(2k)(x) + h(2k+1)(x)

y

2k + 1

)
y2k.

Extending the initial conditions to the complex plane this can be written
more compactly as

v(x, y) =
g(x+ iy) + g(x− iy)

2
+
h(x+ iy)− h(x− iy)

2i
= Re

(
g(x+ iy)− ih(x+ iy)

)
.

Similarly we obtain

w(x, y) =
∞∑
m=0

∞∑
k=0

(−1)k

m!(2k)!

(
h(m+2k)(0)− g(m+2k+1)(0)

y

2k + 1

)
xmy2k

= Re
(
h(x+ iy) + ig(x+ iy)

)
.

Note that the Cauchy–Riemann equations can be thought of as a transport
equation ux + iuy = 0 with a complex speed if we set u := v + iw. In this
context one also writes ∂

∂zu = 0, where z = x+ iy and ∂
∂z = ∂

∂x + i ∂∂y . ⋄
Example 2.2. As another example let us try to solve the system

ux = v, ut = vx.
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Observe that inserting the first equation into the second shows that the first
component u will solve the heat equation

ut = uxx.

In our notation the system reads(
0 0
−1 0

)(
ut
vt

)
+

(
1 0
0 1

)(
ux
vx

)
−
(
v
0

)
= 0

and the non-characteristic condition is

det

(
ν2 0
−ν1 ν2

)
= ν22 ̸= 0.

Hence Γ = {x = 0} is non-characteristic and we can choose corresponding
initial conditions u(t, 0) = g(t), v(t, 0) = h(t). Now observe that

∂nxu = ∂n−1
x v = ∂n−2

x ut = ∂t∂
n−2
x u.

Consequently

∂nxu(t, 0) =

{
g(m)(t), n = 2m,

h(m)(t), n = 2m+ 1,

implying

u(t, x) =
∞∑
m=0

g(m)(t)

(2m)!
x2m +

∞∑
m=0

h(m)(t)

(2m+ 1)!
x2m+1

=

∞∑
m,n=0

g(m+n)(0)

(2m)!n!
x2mtn +

∞∑
m,n=0

h(m+n)(0)

(2m+ 1)!n!
x2m+1tn.

While this provides some nontrivial solutions of the heat equation, it is of
limited interest since the typical setting in applications is to specify an initial
condition u(0, x) = f(x) at t = 0. It is however interesting to note that one
does not need real analyticity of g, h for the above series for u (first form) to
converge (Problem 2.3).

Now if we choose the standard setting Γ = {t = 0}, then this surface
is everywhere characteristic and the Cauchy–Kowalevsky theorem does not
apply. This is not surprising since the coefficient matrix A2 =

(
0 0
−1 0

)
is not

invertible and hence we cannot solve the system for the t derivatives. So
while at first it seems that we only have ut = vx, we can get the missing
derivative by differentiating the first equation with respect to t, producing
vt = uxt = vxx. This shows that given u(0, x) = f(x) (note that v(0, x) =
f ′(x)) we can compute all partial derivatives at (e.g.) x0 = 0 even though
Γ = {t = 0} is characteristic. However, it is important to emphasize that
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this alone does not imply that there is a real analytic solution. Indeed,
proceeding as pointed out before, one obtains the formal solution

u(t, x) =
∞∑

m,n=0

f (m+2n)(0)

m!n!
xmtn.

If this series converges, it will solve the heat equation. For example, choosing
f(x) = xk gives the heat polynomials

Pk(t, x) :=

⌊k/2⌋∑
n=0

k!

(k − 2n)!n!
xk−2ntn.

To see that this series does not always converge take for example (due to
Kowalevsky)

f(x) =
1

1 + x2
.

Then one has f (2n)(0) = (−1)n(2n)! and f (2n+1)(0) = 0 and hence

u(t, 0) =
∞∑
n=0

(2n)!

n!
(−t)n,

whose radius of convergence is zero. In particular, there is no real analytic
solution in a neighborhood of the origin. We will see later that solutions of
the heat equation typically only exist for positive times. ⋄
Example 2.3. Consider the system

vx = wt, wx = vt.

Note that differentiating the first equation with respect to x and the second
equation with respect to t shows that v satisfies the wave equation vtt =
vxx. Similarly one obtains wtt = wxx.

In our notation the system reads(
1 0
0 1

)(
vx
wx

)
−
(
0 1
1 0

)(
vt
wt

)
= 0

and the non-characteristic condition reads

det

(
ν1 −ν2
−ν2 ν1

)
= (ν1 + ν2)(ν1 − ν2) ̸= 0.

In particular, there are two characteristic surfaces Γ = {x = t} and Γ =
{x = −t}.
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If we choose for example Γ = {t = 0} and v(0, x) = g(x), w(0, x) = h(x)
one obtains as before

v(t, x) =
∞∑
m=0

∞∑
k=0

1

m!(2k)!

(
g(m+2k)(0) + h(m+2k+1)(0)

t

2k + 1

)
xmt2k

=
∞∑
k=0

g(2k)(x)

(2k)!
t2k +

∞∑
k=0

h(2k+1)(x)

(2k + 1)!
t2k+1

=
g(x+ t) + g(x− t)

2
+
h(x+ t)− h(x− t)

2
.

Note that v(t, x) satisfies the initial conditions v(0, x) = g(x) and vt(0, x) =
wx(0, x) = h′(x). Similarly

w(t, x) =
h(x+ t) + h(x− t)

2
+
g(x+ t)− g(x− t)

2
. ⋄

Note that the above three cases in some sense cover everything which
can happen for a two dimensional system: In the first case there are no char-
acteristic directions, in the second case there is one characteristic direction,
while in the last case there are two characteristic directions. Accordingly,
a system is called elliptic in the first case, parabolic in the second and
hyperbolic in the last.

Moreover, note that prescribing initial conditions on a characteristic sur-
face will lead to contradictions in general.
Example 2.4. Consider the system

ux = v, vy = 0.

In our notation the system reads(
1 0
0 0

)(
ux
vx

)
+

(
0 0
0 1

)(
uy
vy

)
−
(
v
0

)
= 0

and the non-characteristic condition is

det

(
ν1 0
0 ν2

)
= ν1ν2 ̸= 0.

In particular the coordinate directions are characteristic. Trying to prescribe
the initial conditions u(x, 0) = g(x) and v(x, 0) = h(x) we get ux(x, 0) =
g′(x) which contradicts the system unless g′(x) = h(x). If we satisfy this
constraint and prescribe u(x, 0) = g(x) and v(x, 0) = g′(x), we get many
solutions u(x, y) = g(x) + yf(y), v(x, y) = g′(x), where f is arbitrary. ⋄

Our considerations so far might lead to the false impression that, at least
locally, one can always find a solution. Of course for a nonlinear equation you
need to assume that you can solve for the highest derivatives (otherwise you
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can construct trivial examples like exp(ux) = 0 which have no solution). But
even in this case you need to be able to find a non-characteristic direction.
Example 2.5. Consider the equation

yux − xuy + u = 0.

The characteristic curves are circles around the origin and nontrivial solu-
tions must grow exponentially along the characteristics. Consequently you
cannot get a nontrivial solution defined in a neighborhood of the origin. ⋄

However, even if we exclude these obvious obstructions, there are cases
where we have no solution. Of course this must be a system (since for scalar
equations the method of characteristics provides a solution) and cannot be
analytic (in which case the Cauchy–Kowalevsky theorem applies). In fact,
for a long time the dream of proving a general existence result at least for
linear equations with smooth coefficients lured around until it was finally
shattered by Lewy with the following example. This came as a surprise for
many people including Lewy himself.
Example 2.6. Lewy’s example5 in complex notation is

∂U

∂z
− 2iz

∂U

∂t
= f(t), (2.6)

where ∂
∂z = ∂

∂x + i ∂∂y and f is real-valued. Writing z = x + iy, U = u + iv

the system spelled out explicitly reads

ux = vy − 2y ut − 2x vt − f, vx = −uy + 2xut − 2y vt (2.7)

and hence the Cauchy–Kowalevsky theorem implies existence of solutions
provided f is real analytic. Lewy showed, that if there is a C1 solution in a
neighborhood of the origin, then f must be real analytic.

Later even simpler examples of the form Ux + ixUy = F (x, y) appeared,
which have no solution for certain F (see [8]). This is as simple as it gets
since any such counterexample must have non-constant coefficients. Indeed
in the constant coefficient case the solution of the inhomogeneous equation
can be expressed with the help of the fundamental solution (to be discussed
in case of the Poisson equation in Section 5.3), and the fact that every linear
constant coefficient equation has a fundamental solution is the celebrated
Malgrange–Ehrenpreis theorem.6 ⋄

Lemma 2.2 (Lewy). The partial differential equation (2.6) has a C1 solution
in a neighborhood of the origin if and only if f is real analytic.

5Hans Lewy (1904–1988), German-American mathematician
6Bernhard Malgrange (1928), French mathematician
6Leon Ehrenpreis (1930–2010), American mathematician

http://en.wikipedia.org/wiki/Hans Lewy
http://en.wikipedia.org/wiki/Bernhard Malgrange
http://en.wikipedia.org/wiki/Leon Ehrenpreis


40 2. The Cauchy–Kowalevsky theorem

Proof. Introduce V (r, φ, t) :=
√
reiφU(

√
r cos(φ),

√
r sin(φ), t) and note that

2Vr +
i

r
Vφ − 2iVt =

∂U

∂z
− 2iz

∂U

∂t
= f.

Next, consider V̄ (r, t) = 1
π

∫ 2π
0 V (r, φ, t)dφ and note (using periodicity of V

with respect to φ)

V̄t + iV̄r =
1

π

∫ 2π

0

(
Vt −

1

2r
Vφ + iVr

)
dφ = if.

Using ζ = t + ir, this last equations says ∂
∂ζ
W (ζ) = 0, where W (ζ) :=

V̄ (r, t)− iF (t) and F is a primitive of f (i.e. F ′ = f). Thus W satisfies the
Cauchy–Riemann equations and hence is analytic in the upper half plane r >
0 and extends continuously to the boundary r = 0 with W (t, 0) = −iF (t).
Thus W can be extended to the lower half plane using W (ζ) := −W (ζ). By
the Schwarz reflection principle this extension is analytic in a neighborhood
of the origin which implies that W (t, 0) = −iF (t) is real analytic and so is
f(t) = F ′(t). □

Problem 2.1. Solve the Cauchy–Riemann equations with initial conditions
v(x, 0) = x and w(x, 0) = x.

Problem 2.2. Solve the heat equation with initial condition u(0, x) = eαx.

Problem* 2.3. A function f ∈ C∞(R) is in the Gevrey class7 of order θ
if for every r > 0, there are some constants M,a such that

|f (m)(t)| ≤Mam(m!)θ, |t| < r.

Note that θ = 1 gives the class of real analytic functions, while for θ > 1 the
function f will no longer be real analytic in general.

Show that if θ < 2, then

u(t, x) =
∞∑
m=0

f (m)(t)

(2m)!
x2m

converges for all x ∈ R and defines a solution of the heat equation. Note that
this class of functions contains functions with compact support (see Prob-
lem 2.4).

Problem* 2.4. Show that

φ(t) :=

{
e−1/t2 , t > 0,

0, t ≤ 0,

7Maurice Gevrey (1884–1957), French mathematician

http://en.wikipedia.org/wiki/Maurice Gevrey
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is in the Gevrey class of order θ = 3
2 . (Hint: Use the Cauchy integral formula

φ(m)(t) =
m!

2πi

∮
γ

e−z
−2

(z − t)m+1
dz

with γ = {t+ t
2e

iϑ|0 ≤ ϑ ≤ 2π}.)

Problem 2.5. Show that if f1, f2 are in the Gevrey class of order θ1, θ2,
respectively, then f1f2 is in the Gevrey class of order max(θ1, θ2).

2.2. Second order equations

One of the big advantages of the Cauchy–Kowalevsky theorem over the
method of characteristics is that it enables us to solve higher order equa-
tions by turning them into first order systems. We illustrate this by an
example first.
Example 2.7. Consider the Laplace equation

uxx + uyy = 0.

To transform it into a system suitable for the Cauchy–Kowalevsky theorem
we first introduce two new dependent variables

v := ux, w := uy,

such that the system for (u, v, w) reads

ux − v = 0, uy − w = 0, vx + wy = 0.

However, for this system all surfaces are characteristic and so it looks like
we are out of luck. On the other hand, using vy = uxy = wx, we could add
this equation to our system and drop ux = v which gives

uy = w, vy = wx, wy = −vx.
Obviously the Cauchy–Kowalevsky theorem applies to this new system if we
choose the initial conditions

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x)

on Γ = {y = 0}. Moreover, observe that the equations for v and w are just
the Cauchy–Riemann equations considered in Example 2.1. In particular,
these equations do not involve u and we could apply the Cauchy–Kowalevsky
theorem to this smaller system and then determine u by a simple integration.

But what about the equation ux = v we have dropped? Are we allowed
to do this? That is, is the new system equivalent to the original one? To
shed some light on this, note that the new system implies uxy = wx = vy and
hence we have v = ux if and only if v(x, 0) = ux(x, 0), that is, v0(x) = u′0(x).
But this is precisely what we get if we choose

u(x, 0) = u0(x), uy(x, 0) = w0(x)
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as the initial conditions for our original problem, which lead to

u(x, 0) = u0(x), v(x, 0) = u′0(x), w(x, 0) = w0(x)

for the corresponding system. In summary, choosing these initial conditions
Example 2.1 implies v(x, y) = Re(u′0(x+ iy)− iw0(x+ iy)) and hence

u(x, y) = Re
(
u0(x+ iy)− iW0(x+ iy)

)
,

where W0(x) =
∫
w0(x)dx is a primitive of w0.

In summary, there is a unique real analytic solution of the Laplace
equation satisfying given real analytic initial conditions u(x, 0) = u0(x),
uy(x, 0) = w0(x) which is defined in a neighborhood of the plane y = 0 (or
some part of this plane, if the initial conditions are defined only on some
part). ⋄

Now suppose we have a second order quasiliner equation∑
j,k

Ajk(x, u,∇u)uxjxk + b(x, u,∇u) = 0 (2.8)

with initial conditions

u(y) = g(y), ν(y) · ∇u(y) = h(y), y ∈ Γ. (2.9)

That is, the value of u and the value of the normal derivative ∂u
∂ν are given

on Γ. Of course the matrix A can (and will) be assumed symmetric without
loss of generality.

Following the same strategy as in our example we obtain:

Theorem 2.3. Let the coefficients Ajk, b as well as the surface Γ and the
initial conditions g, h be real analytic in a neighborhood of a point x0 ∈ Γ.
Suppose the non-characteristic condition

ν(x0) ·A(x0, g(x0),∇u(x0))ν(x0) ̸= 0, (2.10)

where ν(x0) is the normal vector of Γ at x0 and ∇u(x0) has to be expressed
in terms of the tangential derivatives of g and of h at x0, holds. Then the
initial value problem (2.8), (2.9) has a unique real analytic solution in a
neighborhood of x0.

Proof. As in the case of systems, it will be convenient to first straighten
out the boundary using y := (x1, . . . , xn−1, xn − γ(x1, . . . , xn−1)). Setting
v(y) := u(x) we have (of course γyn = 0, but keeping this term avoids case
distinctions)

uxj = vyj − vynγyj ,

uxjxk = vyjyk − (vyjynγyk + vykynγyj ) + vynynγyjγyk − vynγyjyk
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and the new system is of the same form∑
j,k

Ãjk(y, v,∇v)vyjyk + b̃(y, v,∇v) = 0

with initial conditions

v(ȳ, 0) = g̃(ȳ), vyn(ȳ, 0) = h̃(ȳ).

We will not need expressions for the new coefficients except for

Ãnn = Ann − 2
n−1∑
l=1

Alnγyl +
n−1∑
l,m=1

Almγylγym ,

which is required to relate the non-characteristic condition between both
coordinates. Indeed, since ν = (γx1 , . . . , γxn−1 ,−1) and ν̃ = (0, . . . , 0,−1),
the non-characteristic condition in the new coordinates is just Ãnn ̸= 0.

In summary, we can assume Γ = {xn = 0} without loss of generality.
Now before turning (2.8) into a system, we note that we have

u(x) = g(x), uxj (x) =

{
gxj (x), 1 ≤ j < n,

h(x), j = n,
,

and

uxjxk(x) =

{
gxjxk(x), 1 ≤ j, k < n,

hxk(x), j = n, 1 ≤ k < n,

for x ∈ Γ. The missing derivative uxnxn follows from the differential equation
(2.8) provided we have the non-characteristic condition

Ann ̸= 0.

Now we set
v0 := u, v1 := ux1 , . . . , vn := uxn .

Then we have

vjxn =


uxn = vn, j = 0,

uxjxn = uxnxj = vnxj , 1 ≤ j < n,

uxnxn = −1
Ann(x,v)

(∑
j,k ̸=n,nAjk(x, v)v

j
xk + b(x, v)

)
, j = n,

and the initial conditions read

vj(x) =


g(x), j = 0,

gxj (x), 1 ≤ j < n,

h(x), j = n,

for x ∈ Γ. Finally, the Cauchy–Kowalevsky theorem ensures that there is
a solution of this system and the first component u := v0 will solve (2.8)
together with the corresponding initial conditions (2.9). Indeed the system
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implies uxn = vn as well as vjxn = vnxj = uxnxj , that is (vj − uxj )xn = 0.
From the initial condition we deduce vj = uxj on Γ and hence vj = uxj for
1 ≤ j < n as well. Finally, the last equation of the system shows that u
solves (2.8). □

A surface Γ on which the non-characteristic condition fails throughout is
called a characteristic surface. Note that on a characteristic surface the
values of the differential equations is determined by the initial data alone
(since the coefficient in front of the missing second order normal derivative
is zero by the very definition of a characteristic surface). Hence it is not
surprising that prescribing initial values on a characteristic surface will lead
to contradictions in general.
Example 2.8. Let us solve

uxy = 0

with initial conditions u(x, 0) = g(x), uy(x, 0) = h(x) on Γ = {y = 0}. Note
that in this case ν = (0, 1), A = 1

2

(
0 1
1 0

)
and the non-characteristic condition

1

2

(
0 1

)(0 1
1 0

)(
0
1

)
= 0

is violated. Indeed differentiating the second initial condition with respect
to x gives uxy(x, 0) = h′(x) which will violate the differential equation unless
h′ = 0. Hence if h′ ̸= 0 there is no solution and if h′ = 0 there are many
solutions: u(x, y) = g(x) + h(0)y + f(y)y2. ⋄
Example 2.9. Let us use the Cauchy–Kowalevsky theorem to solve the
wave equation

utt = uxx

with initial conditions u(0, x) = g(x), ut(0, x) = h(x) on Γ = {t = 0}. We
have ν = (1, 0), A =

(
1 0
0 −1

)
and the non-characteristic condition(

1 0
)(1 0

0 −1

)(
1
0

)
= 1

holds. Note that there is no real need to check it, since we would also notice
that it is violated when we fail to set up the system.

Using v := ux, w := ut the system reads

ut = w, vt = uxt = wx, wt = utt = uxx = vx

with initial conditions

u(0, x) = g(x), v(0, x) = g′(x), w(0, x) = h(x).

The system for v, w was solved in Example 2.3, where we found

w(t, x) =
h(x+ t) + h(x− t)

2
+
g′(x+ t)− g′(x− t)

2
.
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Integration with respect to t and using the initial condition for u we again
obtain d’Alembert’s formula

u(t, x) =
g(x+ t) + g(x− t)

2
+

1

2

∫ x+t

x−t
h(y)dy.

already found in Example 1.12. ⋄
Example 2.10. Note that while in two dimensions the characteristics of
a constant coefficient linear equation are just straight lines, this changes
drastically if we increase the dimension. For example, let us look at the
characteristic surfaces of the wave equation

utt = ∆u =

n∑
j=1

uxjxj .

If we assume that a characteristic surface is implicitly given as the level set
of a smooth function, S(t, x) = 0, then the normal vector is given by the
gradient, ν = (St,∇xS) and the characteristic condition reads

S2
t − |∇xS|2 = 0.

Assuming that we can solve S for t, that is, that the surface is given by
S(t, x) = t− v(x) = 0, we obtain the eikonal equation

|∇v| = 1

for a medium with constant refraction index 1 discussed in Example 1.10.
Two simple examples of characteristic surfaces are the planes S(t, x) =

t± (r + a · x), where |a| = 1, or the cones S(t, x) = t± (r − |x− x0|). ⋄

Hence the Cauchy–Kowalevsky theorem allowed us to solve the three
most ubiquitous partial differential equations: The Laplace equation, the
heat equation, and the wave equation. However, while for the wave equation
d’Alembert’s formula is precisely what one wants, this is not the case for
the other two equations. It was already pointed out in Example 2.2 that
initial conditions for the heat equation are naturally posed for t = 0, but
this surface is characteristic and hence cannot be handled within the current
framework of the Cauchy–Kowalevsky theorem. Similarly, while Example 2.7
might seem like a nice result, it is again of little practical use. The problem
is not only the fact that the solution is merely defined locally, but also that
this is again not the right kind of setting for the Laplace equation. The usual
problem is to find solutions in a (bounded) domain which attain prescribed
values at the boundary, while here we prescribe both the values and the
values of the normal derivative. That this is not the right kind of setting is
also confirmed by the fact that this type of problem is ill-posed as pointed
out by Hadamard8:

8Jacques Hadamard (1865–1963), French mathematician

http://en.wikipedia.org/wiki/Jacques Hadamard
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Example 2.11. The Laplace equation with initial conditions u(x, 0) = ε sin(xε ),
uy(x, 0) = 0 has the solution

u(x, y) = Re(u(x+ iy, 0)) = ε cosh(
y

ε
) sin(

x

ε
).

Note that even though the initial conditions is continuous with respect to ε,
the solution is not. In this sense the problem is ill-posed. ⋄
Example 2.12. The Laplace equation with initial conditions u(x, 0) = −ε

x2+ε2
,

uy(x, 0) =
x2−ε2

(x2+ε2)2
has the solution

u(x, y) = Re(
i

x+ i(y − ε)
) =

y − a

x2 + (y − ε)2
.

Note that even though the initial conditions is perfectly nice, the solution
blows up at y = ε. Hence a linear constant coefficient equation might not
have global solutions. This is in contradistinction to ordinary differential
equations, where linear equations always have global solutions (cf. Theo-
rem 2.17 in [33]). ⋄

So the results in this section are not the end of the story and we will
derive different methods in the following chapters.

We end this section with the remark, that it is possible to treat higher
order equations as well as fully nonlinear systems in a similar manner, see
[11].

Problem 2.6. Solve the Laplace equation with initial conditions u(0, y) = 0,
ux(0, y) = y.

Problem 2.7. Transform the equation utt+uxx−uxt+ut = 0, u(0, x) = g(x),
ut(0, x) = h(x) into a system suitable for the Cauchy–Kowalevsky theorem.
What are the initial conditions such that solutions of the resulting system
also solve the original equation.

Problem 2.8. Consider the Stokes system9 which describes the station-
ary velocity (u, v) field and pressure p of a two dimensional incompressible
Newtonian fluid:

uxx + uyy = px, vxx + vyy = py, ux + vy = 0.

Transform it into a system suitable for the Cauchy–Kowalevsky theorem and
discuss the corresponding initial conditions.

9Sir George Stokes (1819–1903), Anglo-Irish physicist and mathematician

http://en.wikipedia.org/wiki/Sir George Stokes


Chapter 3

Separation of variables

3.1. The heat equation for a thin rod

During his investigation of heat conduction Fourier studied the simple model
of a thin rod. Let u(t, x) denote the temperature distribution at time t ∈ R
at the point x ∈ [0, 1]. Assuming that there are no heat sources within the
rod, energy conservation implies that the problem can be described by a
scalar conservation law (1.21). Assuming that the flux is proportional to the
temperature gradient (Fourier’s law), F (u) = −k ux (the minus reflects the
fact that heat is transferred to regions with a lower temperature) leads to the
(one-dimensional) heat equation ut = k uxx. By scaling the time variable
we can assume k = 1 without loss of generality. Indeed, if u solves the heat
equation with k = 1, then v(t, x) := u(kt, x) solves the heat equation with
general k ∈ R. Hence we will consider

ut = uxx. (3.1)

The very same equation arises when u models the concentration of some
substance, where again one assumes that the flux is proportional to the
gradient of the concentration (Fick’s law1 of diffusion). In this context the
above equation is also known as diffusion equation.

It is usually assumed, that the temperature at x = 0 and x = 1 is fixed,
say u(t, 0) = a0 and u(t, 1) = a1. By considering u(t, x) → u(t, x) − a0 −
(a1 − a0)x it is clearly no restriction to assume a0 = a1 = 0. That is, we
assume the Dirichlet boundary conditions2

u(t, 0) = u(t, 1) = 0. (3.2)

1Adolf Eugen Fick (1829–1901), German physiologist
2Peter Gustav Lejeune Dirichlet (1805 –1859), German mathematician
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Moreover, the initial temperature distribution u(0, x) = g(x) is assumed to
be known as well.

Since finding the solution seems at first sight unfeasible, we could try to
find at least some solutions of (3.1). For example, we could make an ansatz
for u(t, x) as a product of two functions, each of which depends on only one
variable, that is,

u(t, x) := w(t)y(x). (3.3)
Plugging this ansatz into the heat equation we arrive at

ẇ(t)y(x) = y′′(x)w(t), (3.4)

where the dot refers to differentiation with respect to t and the prime to
differentiation with respect to x. Bringing all t, x dependent terms to the
left, right side, respectively, we obtain

ẇ(t)

w(t)
=
y′′(x)

y(x)
. (3.5)

Accordingly, this ansatz is known as separation of variables. This method
was originally introduced by d’Alembert (1747) and Euler (1748) for the wave
equation (to be discussed in Section 3.3).

Now if (3.5) should hold for all t and x, both quotients must be equal to
a constant −λ (we choose −λ instead of λ for convenience later on). That
is, we are led to the equations

−ẇ(t) = λw(t) (3.6)

and
−y′′(x) = λy(x), y(0) = y(1) = 0, (3.7)

which can easily be solved. The first one gives

w(t) = c1e
−λt (3.8)

and the second one (assuming λ > 0)

y(x) = c2 cos(
√
λx) + c3 sin(

√
λx). (3.9)

However, y(x) must also satisfy the boundary conditions y(0) = y(1) = 0.
The first one y(0) = 0 is satisfied if c2 = 0 and the second one yields (c3 can
be absorbed by w(t))

sin(
√
λ) = 0, (3.10)

which holds if λ = (πn)2, n ∈ N. In the case λ < 0 we get sinh(
√
−λ) = 0,

which cannot be satisfied and explains our choice of sign above. Similarly,
λ = 0 also only leads to the trivial solution. In summary, we obtain the
family of solutions

un(t, x) := cne
−(πn)2t sin(nπx), n ∈ N. (3.11)
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So we have found a large number of solutions, but we still have not dealt
with our initial condition u(0, x) = g(x). This can be done using the su-
perposition principle which holds since our equation is linear: Any finite
linear combination of the above solutions will again be a solution. Moreover,
under suitable conditions on the coefficients, we can even consider infinite
linear combinations. In fact, choosing

u(t, x) :=

∞∑
n=1

cne
−(πn)2t sin(nπx), (3.12)

where the coefficients cn decay sufficiently fast (e.g. absolutely summable),
we obtain further solutions of our equation. Of course for this last state-
ment to hold we need to ensure that we can interchange summation and
differentiation.

Lemma 3.1. Suppose cn is an absolutely summable sequence,
∞∑
n=1

|cn| <∞. (3.13)

Then u defined by (3.12) is in C([0,∞) × [0, 1]) ∩ C∞((0,∞) × [0, 1]) and
solves the heat equation (3.1) for (t, x) ∈ (0,∞)×[0, 1] as well as the boundary
conditions u(t, 0) = u(t, 1) = 0.

Proof. Using |cne−(πn)2t sin(nπx)| ≤ |cn| shows that the series (3.12) con-
verges uniformly for (t, x) ∈ [0,∞) × [0, 1] and hence u(t, x) is continuous
there by the Weierstrass3 M-test.

Moreover,∣∣∣ ∂
∂t
cne

−(πn)2t sin(nπx)
∣∣∣ = | − (πn)2cne

−(πn)2t sin(nπx)| ≤ π2n2|cn|e−(πn)2t0

for t ≥ t0 > 0 shows that the derivative of the partial sum converges uni-
formly and hence (3.12) is continuously differentiable with respect to t for
(t, x) ∈ [t0,∞)× [0, 1] with

ut(t, x) = −
∞∑
n=1

(πn)2cne
−(πn)2t sin(nπx).

In particular, we can interchange differentiation and summation. The same
argument applies to the partial derivative with respect to x as well as to any
higher order derivatives. Since t0 > 0 is arbitrary the claim follows. □

Note that our rod will attain the temperature specified at the boundary
exponentially fast (Newton’s law of cooling):

3Karl Weierstrass (1815–1897), German mathematician

http://en.wikipedia.org/wiki/Karl Weierstrass
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Corollary 3.2. The solution (3.12) satisfies

|u(t, x)| ≤

( ∞∑
n=1

|cn|

)
e−π

2t. (3.14)

Finally, the remaining question is how to take the initial condition into
account. Setting t = 0 in (3.12) we see

u(0, x) =

∞∑
n=1

cn sin(nπx) (3.15)

and finding the correct coefficients cn to satisfy our initial condition u(0, x) =
g(x) boils down to expanding g into a Fourier sine series

g(x) =
∞∑
n=1

gn sin(nπx) (3.16)

such that (3.12) will satisfy our initial condition if we choose cn = gn. As
first observed by Euler in 1777, the Fourier coefficients are necessarily given
by (Problem 3.1)

gn = 2

∫ 1

0
sin(nπx)g(x)dx (3.17)

and this leaves us with the question for which functions the expansion (3.16)
is possible.

That such an expansion is always possible (for sufficiently regular func-
tions) was first postulated by Fourier during his seminal work on the heat
equation between around 1807 and 1822. He was however disputed by other
leading mathematicians, in particular Cauchy, until a few years later in 1829
Dirichlet showed that this is indeed possible at least for piecewise continu-
ously differentiable functions. There were further important contributions
by Riemann but not much progress until the introduction of the Lebesgue
integral in 1904.

In particular, determining when a given function g can be expanded
into a convergent sine expansion with absolutely convergent coefficients is a
formidable task and we will not address it here. The set of functions with this
property is known as Wiener algebra4 and convenient sufficient conditions
are known. For example Bernstein’s theorem5, which states that g is in the
Wiener algebra if g is Hölder6 continuous of exponent γ > 1

2 and vanishes at
the boundary points, g(0) = g(1) = 0. We refer to Appendix A.3 for more
information.

4Norbert Wiener (1894–1964), American mathematician and philosopher
5Sergei Natanovich Bernstein (1880–1968), Russian mathematician
6Otto Hölder (1859–1937), German mathematician

http://en.wikipedia.org/wiki/Norbert Wiener
http://en.wikipedia.org/wiki/Sergei Natanovich Bernstein
https://en.wikipedia.org/wiki/Otto_H%C3%B6lder
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Figure 3.1. The heat kernel K(t, x, y) for t = 0.01, 0.05, 0.1 and y = 0.3.

Note that combining (3.12) and (3.16) gives

u(t, x) = 2

∞∑
n=1

e−(πn)2t sin(nπx)

∫ 1

0
sin(nπy)g(y)dy

=

∫ 1

0

(
2

∞∑
n=1

e−(πn)2t sin(nπx) sin(nπy)

)
g(y)dy

and hence the solution can be written as

u(t, x) =

∫ 1

0
K(t, x, y)g(y)dy, t > 0, (3.18)

where the heat kernel is given by (see Figure 3.1)

K(t, x, y) := 2
∞∑
n=1

e−(πn)2t sin(nπx) sin(nπy)

=
1

2

(
ϑ(
x− y

2
, iπt)− ϑ(

x+ y

2
, iπt)

)
. (3.19)

Here

ϑ(z, τ) :=
∑
n∈Z

eiπn
2τ+2πinz = 1+2

∑
n∈N

eiπn
2τ cos(2πnz), Im(τ) > 0, (3.20)

is the Jacobi theta function. The theta function is entire with respect
to z (since the series converges uniformly on every compact subset of the
complex plane) and satisfies

ϑ(z +m+ nτ, τ) = e−2πinz−πin2τϑ(z, τ), ϑ(−z) = ϑ(z), (3.21)

m,n ∈ Z.
Note that by construction (t, x) 7→ K(t, x, y) satisfies the heat equation

(which can of course also be verified directly by differentiating the series for
the theta function) and we have the symmetries

K(t, x, y) = K(t, y, x), K(t, 1− x, y) = K(t, x, 1− y). (3.22)
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In particular, (3.18) will solve the heat equation under the sole assumption
that g is integrable. However, it is not clear in what sense (3.18) will satisfy
the initial conditions (note that K(t, x, y) is not well-defined for t = 0) unless
we assume that g is in the Wiener algebra such that we can resort to our
original arguments. Also note that since ϑ is entire with respect to z, so is
(3.18) for t > 0.

So we have found a solution to the initial value problem, but is this the
only solution? Before we try to answer this question, we need to specify
what precisely we mean by a solution. Since the heat equation involves only
one time derivative but two spatial derivatives, we set

C1;2(I × U) := {u ∈ C(I × U)|ut, ux, uxx ∈ C(I × U)}, (3.23)

where I, U ⊆ R are some intervals. Then we will call a function u ∈
C1;2((0,∞) × (0, 1)) ∩ C([0,∞) × [0, 1]) a solution if it satisfies the heat
equation in (0,∞) × (0, 1), the boundary conditions and any given initial
conditions.

Now we look at the energy functional associated with a solution u ∈
C1;2((0,∞)× [0, 1]) ∩ C([0,∞)× [0, 1]),

E(t) :=
1

2

∫ 1

0
u(t, x)2dx ≥ 0. (3.24)

Differentiating this expression we get

d

dt
E(t) =

∫ 1

0
ut(t, x)u(t, x)dx =

∫ 1

0
uxx(t, x)u(t, x)dx

= −
∫ 1

0
ux(t, x)

2dx ≤ 0, (3.25)

where we have used integration by parts together with the Dirichlet boundary
conditions to obtain the last equality. In particular, the energy is nonincreas-
ing

E(t) ≤ E(0) =
1

2

∫ 1

0
g(x)2dx. (3.26)

Note that using the Poincaré inequality one can even get exponential decay
(Problem 3.2). Hence we have energy dissipation.

Consequently, the heat equation with vanishing initial condition g = 0
has only the trivial solution and since the difference of two solutions corre-
sponding to the same initial condition g will be a solution vanishing at t = 0,
we obtain:

Lemma 3.3. The heat equation with Dirichlet boundary condition and pre-
scribed initial condition g has at most one solution u ∈ C1;2((0,∞)× [0, 1])∩
C([0,∞)× [0, 1]).
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Figure 3.2. Parabolic boundary (thick line)

In fact, taking differences shows that we have stability with respect to
the initial condition in the sense that∫ 1

0

(
u1(t, x)− u2(t, x)

)2
dx ≤

∫ 1

0

(
g1(x)− g2(x)

)2
dx, (3.27)

where u1, u2 are the solutions corresponding to the initial conditions g1, g2,
respectively. In this sense the problem is well-posed.

Another interesting property is that a maximum will either be assumed
initially at t = 0 or otherwise at one of the boundary points x = 0 or x = 1.
In fact, this property will not require any fixed boundary values. The key
observation is that at a maximum (t0, x0) the gradient must vanish while the
Hesse matrix must be negative definite. In particular, in our situation this
implies ut = 0 and uxx ≤ 0. But this is incompatible with the heat equation
at least if we have a strict inequality uxx < 0. To handle the limiting case
we make the observation that for this argument to work, we do not need the
precise heat equation ut = uxx, but an inequality vt < vxx will suffice. So we
add an extra term to get such an inequality and then investigate the limit,
when this extra term disappears.

Set
UT := (0, T ]× (0, 1), ΓT := UT \ UT , (3.28)

where ΓT is known as the parabolic boundary (see Figure 3.2). Moreover,
we call v a subsolution of the heat equation if v satisfies vt ≤ vxx. Similarly,
we call v a supersolution of the heat equation if v satisfies vt ≥ vxx. Clearly
v will be a subsolution if −v is a supersolution and vice versa.

Theorem 3.4 (Maximum principle). Let v ∈ C(UT ) ∩ C1;2(UT ) be a
subsolution of the heat equation. Then

max
UT

v ≤ max
ΓT

v. (3.29)

Proof. As outlined we consider vε(t, x) := v(t, x) − ε
2(1 − x)x such that

vεt = vt and vεxx = vxx + ε. In particular, vεt ≤ vεxx − ε on UT . Then,
as argued before, vε cannot attain an interior maximum in UT . Hence the
maximum must be either on ΓT or on the line {T} × (0, 1). At t = T the
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gradient might not vanish, but we at least have vεt ≥ 0 (since otherwise, vε

would attain larger values for t < T ) and vεxx ≤ 0. Consequently, vε attains
its maximum on ΓT , that is v ≤ vε ≤ maxΓT

vε. Taking ε → 0 establishes
the claim. □

Of course if v is a supersolution we get a corresponding minimum prin-
ciple

min
UT

v ≥ min
ΓT

v (3.30)

by applying the maximum principle to −v. Clearly, for solutions of the
heat equation both the maximum and the minimum principle hold. This is
particularly relevant for applications modeling a diffusion process, where u
corresponds to the concentration of a substance. This concentration should
always remain positive, which is ensured by the minimum principle.

The maximum/minimum principle is a key tool whose power must not
be underestimated as we are going to demonstrate with a few simple conse-
quences. We start with an a priori bound for the initial/boundary value
problem.

Corollary 3.5. Let u ∈ C(UT ) ∩ C1;2(UT ) solve

ut = uxx,

{
u(0, x) = g(x), x ∈ (0, 1),

u(t, 0) = a0(t), u(t, 1) = a1(t), t ∈ [0, T ].
(3.31)

Then
|u| ≤ max

[0,1]
|g|+max

[0,T ]
|a0|+max

[0,T ]
|a1|. (3.32)

Applying this to the difference of two solutions gives an alternate proof
for uniqueness as well as stability with respect to small changes in the initial
or boundary data.

Next we have the following comparison principle which explains the
name subsolution:

Corollary 3.6. If u is a solution of the heat equation and v a subsolution,
then v ≤ u on the parabolic boundary ΓT implies v ≤ u on all of UT .

Proof. Apply the maximum principle to the subsolution v − u. □

There is also a strong maximum principle which states that if a so-
lution of the heat equation attains a maximum at an interior point (t0, x0) ∈
UT , then u is actually constant on Ut0 , that is, it is constant up to the time
t0. But this is harder to prove (see Theorem 6.15).

As an interesting application of these circle of ideas we now obtain some
basic properties of the heat kernel which are not so obvious from its defini-
tion.
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Lemma 3.7. The heat kernel has the following properties:

(i) K(t, x, y) > 0 for x, y ∈ (0, 1).

(ii)
1∫
0

K(t, x, y)dy ≤ 1.

(iii) For arbitrary open intervals I, J with J ⊂ I ⊆ (0, 1) we have
lim
t→0

∫
I K(t, x, y)dy = 1 for all x ∈ I and uniformly with respect

to x ∈ J .

Proof. For a given interval J with J ⊂ (0, 1) let gJ be some function in
the Wiener algebra satisfying 0 ≤ g ≤ 1 with g(y) = 1 for y ∈ J (e.g.
a smooth function with compact support in (0, 1)). Denote by uJ(t, x) ∈
C([0,∞)× [0, 1])∩C∞((0,∞)× [0, 1]) the corresponding solution of the heat
equation with initial condition gJ (which for t > 0 is given by (3.18)).

If K(t0, x0, y0) < 0 we would have K(t0, x0, y) < 0 for y in some neigh-
borhood J of y0. Then uJ would be negative at (t0, x0) contradicting the
fact that uJ ≥ 0 by the minimum principle. Hence K(t, x, y) ≥ 0. For the
strict inequality see Problem 3.3.

To see the second claim suppose there is some (t, x) such that this integral
is strictly larger than one. Choosing a sufficiently large interval J we will
have 1 <

∫
J K(t, x, y)dy ≤ uJ(t, x) contradicting the maximum principle.

For the last claim we choose again gJ but make the additional require-
ment that gJ has support in I. Then

lim inf
t→0

∫
I
K(t, x, y)dy ≥ lim

t→0
uJ(t, x) = 1. □

Note that property (i) shows that if a nonvanishing initial condition
g ≥ 0 has compact support, u(t, x) will be strictly positive for all t > 0. In
particular, a small change of the initial condition in a small neighborhood
will be immediately propagated to the entire interval. In this sense the heat
equation exhibits infinite propagation speed.

This lemma tells us that x 7→ K(t, x, y) concentrates more and more
around y as t ↓ 0 in the sense that the integral over arbitrarily small neigh-
borhoods around y tends to 1 while the integral over the rest must tend to
0 (the sum of both parts is bounded by 1 by property (ii)). Informally we
could also describe this as K(t, x, y) converging to a delta function centered
at y as t ↓ 0. More precisely, we have:

Theorem 3.8. Let g ∈ C([0, 1]) with g(0) = g(1) = 0. Then u defined via
(3.18) for t > 0 and u(0, x) := g(x) is in C([0,∞) × [0, 1]) ∩ C∞((0,∞) ×
[0, 1]), solves the heat equation, and satisfies the Dirichlet boundary condi-
tions.
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Proof. That u is smooth for t > 0 and satisfies the heat equation follows
from the corresponding properties of K upon interchanging differentiation
and integration (Lemma A.6). Also that the Dirichlet boundary conditions
are satisfied is immediate. To see continuity for t = 0 fix ε > 0, x0 ∈ (0, 1)
and abbreviate M := max |g|. Choose a sufficiently small open interval I
containing x0 such that |g(x) − g(y)| ≤ ε for x, y ∈ I. Moreover, let J be
another open interval containing x0 with J ⊂ I. Then∫ 1

0
K(t, x, y)|g(y)− g(x)|dy

=

∫
I
K(t, x, y)|g(y)− g(x)|dy +

∫
[0,1]\I

K(t, x, y)|g(y)− g(x)|dy

≤ ε+ 2M

∫
[0,1]\I

K(t, x, y)dy

for x ∈ I. Now by property (iii) this last integral tends to 0 uniformly
with respect to x ∈ J . Since ε is arbitrary the same is true for the original
integral:

|u(t, x)− g(x)| ≤
∫ 1

0
K(t, x, y)|g(y)− g(x)|dy +M

∣∣∣∣∫ 1

0
K(t, x, y)dy − 1

∣∣∣∣
and the claim follows from property (iii). The case when x0 ∈ {0, 1} is
similar and left as an exercise. □

Note that this does not imply that the Fourier sine series of a continuous
function converges! In fact, u(t, x) defined via (3.18) satisfies (3.12) with
cn := gn for t > 0 as can be seen by inserting (3.19) into (3.18). Hence
our theorem only implies that a certain regularization of the series, where
the Fourier coefficients gn are multiplied by e−(πn)2t to improve convergence
(in this context sometimes known as heat kernel regularization), converges
as t ↓ 0. However, it incidentally shows that the map from a continuous
function g to its Fourier coefficients gn is invertible and hence a continuous
function is uniquely determined by its Fourier coefficients.

Now that we have a quite good understanding of the homogenous equa-
tion, we turn to the inhomogeneous problem

ut = uxx + f(t, x),

{
u(t, 0) = u(t, 1) = 0,

u(0, x) = g(x).
(3.33)

Our considerations thus far suggest to make an ansatz as a Fourier series

u(t, x) =
∞∑
n=1

cn(t) sin(nπx), f(t, x) =
∞∑
n=1

fn(t) sin(nπx) (3.34)



3.1. The heat equation for a thin rod 57

which gives
ċn(t) = −(πn)2cn(t) + fn(t). (3.35)

The solution of this ordinary differential equation is given by

cn(t) = gne
−(πn)2t +

∫ t

0
e−(πn)2(t−s)fn(s)ds (3.36)

and we see that this approach indeed provides a solution if we assume

|fn(t)| ≤Mn,
∞∑
n=1

Mn <∞. (3.37)

To see this observe |cn(t)| ≤ |gn|e−(πn)2t + Mn
(πn)2

.

As always with inhomogeneous linear equations, the solution is a sum
of a solution of the homogenous problem plus a particular solution of the
inhomogeneous equation. In the case of ordinary differential equations a
particular solution is given by the variation of constants formula as displayed
in (3.36). Informally speaking it amounts to computing the homogenous time
evolution starting at s, with the inhomogeneous term as initial condition, up
to t, and then integrating the result with respect to s from 0 to t. When
summing up the Fourier coefficients (3.36) this structure is preserved and we
can express our result in terms of the heat kernel as

u(t, x) =

∫ 1

0
K(t, x, y)g(y)dy +

∫ t

0

∫ 1

0
K(t− s, x, y)f(s, y)dy ds, t > 0.

(3.38)
This extension of the variation of constants formula from ODEs to PDEs is
know as Duhamel principle.7

Our solution is such that the first term satisfies the initial condition
u(0, x) = g(x) while the second vanishes at t = 0. However, note that the
integrand has to be interpreted with care at the upper integration limit s = t.
We have

∫ 1
0 K(t − s, x, y)f(s, y)dy → f(t, x) as s → t and hence all is well-

defined, but things get tricky when one tries to differentiate this formula.
We will show in Theorem 4.6 below that this works if f is uniformly Hölder
continuous with respect to x. For now we are happy with (3.37).

Instead of Dirichlet boundary conditions we could have also assumed
Robin boundary conditions8

ux(t, 0)− a0u(t, 0) = ux(t, 1) + a1u(t, 1) = 0 (3.39)

which model the case that energy is lost at the boundary at a rate propor-
tional to the temperature. The special case a0 = a1 = 0 corresponds to

7Jean-Marie Duhamel (1797–1872), French mathematician and physicist
8Victor Gustave Robin (1855–1897), French mathematician

http://en.wikipedia.org/wiki/Jean-Marie Duhamel
http://en.wikipedia.org/wiki/Victor Gustave Robin


58 3. Separation of variables

insulated ends and is known as Neumann boundary conditions9

ux(t, 0) = ux(t, 1) = 0. (3.40)

Of course it is also possible to have different boundary conditions at different
endpoints. Another possibility is periodic boundary conditions

u(t,−1) = u(t, 1), ux(t,−1) = ux(t, 1). (3.41)

Note that in this case you get precisely the usual Fourier series and we have
chosen the interval [−1, 1] to be consistent with (A.62) (with L = 1).

It is straightforward to extend the analysis of this section to these cases.
You will always get a sequence of eigenvalues together with orthogonal eigen-
functions (see the next section; in particular Problem 3.12). Note however,
that most cases lead to a trigonometric equation for the eigenvalues which
cannot be solved explicitly. A nice discussion for Robin boundary conditions
can be found in [30, Section 2.4].

Finally, note that all these boundary conditions are homogenous, in the
sense that the resulting problem is linear such that the superposition prin-
ciple holds. If one prescribes for example the temperature at the endpoints,
one obtains inhomogeneous Dirichlet boundary conditions

u(t, 0) = a0(t), u(t, 1) = a1(t). (3.42)

This problem can be reduced to an inhomogeneous equation with homoge-
nous boundary conditions by a simple transformation — Problem 3.10. Sim-
ilarly one can consider inhomogeneous Neumann or Robin boundary condi-
tions. For example, an energy loss proportional to the difference to the tem-
perature ū of the surrounding medium at the boundary points is modeled
by the inhomogeneous Robin boundary conditions

ux(t, 0) = a0(u(t, 0)− ū), ux(t, 1) = −a1(u(t, 1)− ū). (3.43)

Of course this case can be reduced to the homogenous case by considering
v(t, x) = u(t, x)− ū.

Problem* 3.1. Show that for n,m ∈ N we have

2

∫ 1

0
sin(nπx) sin(mπx)dx =

{
1, n = m,

0, n ̸= m.

Conclude that the Fourier sine coefficients gn of g(x) are given by (3.17)
provided the sum in (3.16) converges uniformly.

9Carl Neumann (1832 –1925), German mathematician

http://en.wikipedia.org/wiki/Carl Neumann
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Problem* 3.2. Show that for u ∈ C1[0, 1] with u(0) = u(1) = 0 we have
the Poincaré inequality10∫ 1

0
u(x)2dx ≤ C

∫ 1

0
u′(x)2dx

for some C > 0. (Hint: Insert u(x) =
∫ x
0 u

′(y)dy one the left. This gives
the inequality with C = 1

2 . Using Fourier series one can show that the
optimal constant is C = 1

π2 , which is the reciprocal of the square of the
lowest eigenvalue. In fact, the minimum is attained for the corresponding
eigenfunction sin(πx) — see Problem 5.29.)

Problem* 3.3. Show that the heat kernel satisfies

K(t+ s, x, y) =

∫ 1

0
K(t, x, r)K(s, r, y)dr, t, s > 0.

Conclude that K(t, x, y) > 0 for x, y ∈ (0, 1) since K is analytic with respect
to x and hence cannot vanish on an interval.

Problem 3.4. Show uniqueness for the heat equation with Robin boundary
conditions provided a0, a1 ≥ 0.

Problem 3.5. Solve the heat equation with Neumann boundary conditions
ux(t, 0) = ux(t, 1) = 0. Show that the solution converges to the average
temperature at an exponential rate. Show that the solution is unique.

Problem 3.6. Solve the heat equation with inhomogeneous mixed Dirich-
let/Neumann boundary conditions u(t, 0) = 0, ux(t, 1) = 1.

Problem 3.7. Consider the heat equation with mixed Dirichlet/Neumann
boundary conditions ux(t, 0) = u(t, 1) = 0. Derive a maximum principle:
min g ≤ u(t, x) ≤ max g.

Problem 3.8. Find transformations which reduce

• ut = uxx + cu (cable equation)
• ut = uxx − aux (convection-diffusion equation)

to the heat equation. (Hint: For the first multiply u by a suitable function.
For the second equation switch to a moving frame y = x− at.)

Problem 3.9. Compute the heat kernel for the case of periodic boundary
conditions on the interval [−1, 1].

Problem* 3.10. Show that the heat equation with (vanishing initial condi-
tions and) inhomogeneous Dirichlet boundary conditions

u(t, 0) = a0(t), u(t, 1) = a1(t)

10Henri Poincaré (1854–1912), French mathematician, theoretical physicist, engineer, and
philosopher of science

https://en.wikipedia.org/wiki/Henri_Poincar%C3%A9
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can be reduced to an inhomogeneous equation with (homogenous) Dirichlet
boundary conditions if a0, a1 ∈ C1. Use this connection to derive a formula
for the solution:

u(t, x) = −
∫ t

0
a0(s)Ky(t− s, x, 0)ds+

∫ t

0
a1(s)Ky(t− s, x, 1)ds.

(Hint: Integration by parts; as many times as possible.)

Problem* 3.11. Let u ∈ C(UT ) ∩ C1;2(UT ) solve

ut = uxx + f,

{
u(0, x) = g(x), x ∈ (0, 1),

u(t, 0) = a0(t), u(t, 1) = a1(t), t ∈ [0, T ].

Show
|u| ≤ max

[0,1]
|g|+max

[0,T ]
|a0|+max

[0,T ]
|a1|+ T max

[0,T ]×[0,1]
|f |.

(Hint: Apply the maximum principle to v := u − tF , where F is a suitably
chosen constant.)

3.2. Outlook: The reaction diffusion equation

The following model is known as the reaction-diffusion equation

ut(t, x)− uxx(t, x) + q(x)u(t, x) = 0,

u(0, x) = g(x),

u(t, a) = u(t, b) = 0. (3.44)

Here u(t, x) could be the density of some gas in a pipe and q(x) ≥ 0 describes
that a certain amount per time is removed (e.g., by a chemical reaction). The
case q = 0 is of course the diffusion equation (aka heat equation) from the
previous section.

Applying separation of variables leads to the investigation of the follow-
ing problem

Ly(x) = λy(x), L := − d2

dx2
+ q(x), x ∈ (a, b), (3.45)

subject to the boundary conditions

cos(α)y(a) = sin(α)y′(a), cos(β)y(b) = sin(β)y′(b), (3.46)

α, β ∈ R. Note that it is crucial that the above boundary conditions are
homogenous, such that the superposition principle holds. Inhomogeneous
boundary conditions have to be reduced to homogenous ones by a suitable
transformation (resulting in an inhomogeneous equation with homogenous
boundary conditions).
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Of course there is nothing much we can do at this point unless we make
some specific choice for q. However, rather than treating some special cases
for q, let us reflect about this problem in somewhat more generality.

First of all, you might notice that the problem reassembles finding the
eigenvalues of a matrix L. However, in our case L is not a matrix but
a linear differential operator. Nevertheless, if (3.45) has a nontrivial solu-
tion u satisfying the boundary conditions (3.46), then λ ∈ C will be called
an eigenvalue and u will be the corresponding eigenfunction. We allow
eigenvalues to be complex since it is well-known from linear algebra that the
proper setting for eigenvalue problems is over C rather than over R.

Such a problem is called a Sturm–Liouville boundary value prob-
lem11 and the case q = 0 suggest that the following facts should be true for
this more general problem:

(i) The Sturm–Liouville problem has a countable number of eigenval-
ues En with corresponding eigenfunctions un, that is, un satisfies
the boundary conditions and Lun = Enun.

(ii) The normalized eigenfunctions un form an orthonormal basis, that
is, any nice function g can be expanded into a generalized Fourier
series

g(x) =

∞∑
n=1

gnun(x).

Here the underlying scalar product is

⟨f, g⟩ :=
∫ b

a
f∗(x)g(x)dx, (3.47)

with ‘∗’ denoting complex conjugation. The eigenfunctions are orthogonal
(i.e., ⟨um, un⟩ = 0 for m ̸= n) and (assuming they are also normalized,
⟨un, un⟩ = 1) the Fourier coefficients are given by

gn = ⟨un, g⟩. (3.48)

Now this problem is very similar to the eigenvalue problem of a symmetric
matrix and we are looking for a generalization of the well-known fact that
every symmetric matrix has an orthonormal basis of eigenvectors. But since
our linear operator L is acting on some space of functions which is not
finite dimensional we are in the realm of functional analysis and we will not
pursue this problem here. Indeed, while orthogonality of the eigenfunctions
is easy to see (Problem 3.12), completeness is much harder. We refer to
[33, Chapter 5] for further details. We will also establish this result later in
Theorem 10.13.

11Jacques Charles François Sturm (1803–1855), French mathematician

https://en.wikipedia.org/wiki/Jacques_Charles_Fran%C3%A7ois_Sturm
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Of course, once we have solved the eigenvalue problem associated with
L, the solution of the reaction-diffusion equation is

u(t, x) =
∞∑
n=1

gne
−Entun(x) (3.49)

provided g is such that the Fourier coefficients gn decay sufficiently fast. The
corresponding energy is

E(t) :=
1

2

∫ b

a
u(t, x)2dx =

∞∑
n=1

|gn|2e−2Ent, (3.50)

where the last equality is owed to the fact that the eigenfunctions form an
orthonormal basis. The energy will decay provided all eigenvalues are nega-
tive and the rate is given by the lowest eigenvalue. Moreover, the fast decay
of e−Ent will also imply that we can differentiate the sum (3.49) termwise
and hence the solution will be as smooth as the eigenfunctions un, which
will have two more derivatives than q.

One can also write down a corresponding heat kernel

K(t, x, y) =
∞∑
n=1

e−Entun(x)un(y) (3.51)

and solve the inhomogeneous equation via Duhamel’s principle. Hence the
solution of the Cauchy problem

ut + Lu = 0, u(0, x) = g(x), (3.52)

subject to the boundary conditions

cos(α)u(t, a) = sin(α)ux(t, a), cos(β)u(t, b) = sin(β)ux(t, b) (3.53)

is given by

u(t, x) =

∫ b

a
K(t, x, y)g(y)dy. (3.54)

Note that the eigenvalues of the solution operator are precisely given by
e−Ent and the solution can formally be written as

u(t) = e−tLg. (3.55)

In the case of a system of ordinary differential equations L would be a matrix
and e−tL would be defined as the matrix exponential. In our infinite dimen-
sional setting this is more tricky and this is the starting point of the theory of
strongly continuous semigroups. As this requires tools from functional
analysis we will not pursue it here (we will return to this in Chapter 11).

We conclude with the observation that the maximum principle continues
to hold, when formulated suitably:
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Theorem 3.9. Let u ∈ C(UT )∩C1;2(UT ) and suppose q ≥ 0. If ut+Lu ≤ 0
then

max
UT

u ≤ max
ΓT

u+. (3.56)

If ut + Lu ≥ 0 then
min
UT

u ≥ −max
ΓT

u−. (3.57)

Here u± = max(±u, 0) is the positive, negative part of u, respectively.

Proof. We use a similar strategy as in the proof of Theorem 3.4. Let
v(t, x) := u(t, x) − tε such that vt + Lv = −ε − εq(x)t ≤ −ε. Then v
cannot attain an interior maximum at a point x0 with v(x0) ≥ 0. Conse-
quently v ≤ maxΓT

v+ ≤ maxΓT
u+. Hence the first claim follows. For the

second claim replace u by −u. □

If ut+Lu = 0 we can combine both estimates to obtain again the a priori
bound (3.32). In fact, we even have the stronger inequality

−max
ΓT

u− ≤ u(t, x) ≤ max
ΓT

u+, (3.58)

which shows for example 0 ≤ u ≤ 1 if this inequality holds for the initial and
boundary data.

Problem* 3.12. Show that for twice differentiable functions f, g satisfying
the boundary conditions (3.46) we have

⟨f, Lg⟩ = ⟨Lf, g⟩.

Use this to show that all eigenvalues En are real and eigenvectors correspond-
ing to different eigenvalues are orthogonal.

Problem 3.13. Assume that the eigenfunctions un are bounded and En →
∞ sufficiently fast. Integrate (3.51) to obtain the trace formula∫ b

a
K(t, x, x)dx =

∞∑
n=1

e−Ent.

Use this to show that the Jacobi theta function satisfies∫ 1

0
ϑ(x, τ)dx = 1.

Problem 3.14. Show directly that the energy is decreasing provided q ≥ 0.

Problem 3.15. Show that Theorem 3.9 holds for more general operators of
the form

L = −r(x) d
2

dx2
+ p(x)

d

dx
+ q(x)

provided r(x) > 0 and q(x) ≥ 0.
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Figure 3.3. Fundamental tone and two overtones of a string

3.3. The wave equation for a string

The vibrations of an elastic string can be described by its displacement u(t, x)
at the point x and time t. Looking at a tiny element of the string, Newton’s
law of motion implies that mass times acceleration equals the force acting
on this particle. The string is in its equilibrium when it is straight. Once it
is bent, the elastic forces will try to bring it back to its equilibrium position.
Hence a natural assumption is that this force is proportional to the amount
of bending and hence to the second spatial derivative of u. This leads to
the one-dimensional wave equation c−2utt(t, x) = uxx(t, x), where c > 0 is
the propagation speed of waves in our string. By scaling the time variable
we can assume c = 1 without loss of generality. Indeed, if u solves the wave
equation with c = 1, then v(t, x) := u(ct, x) solves the wave equation with
general c > 0. Hence we will consider

utt = uxx. (3.59)

Moreover, we will assume that the string is fixed at both endpoints, that
is, x ∈ [0, 1] and u(t, 0) = u(t, 1) = 0, and that the initial displacement
u(0, x) = g(x) and the initial velocity ut(0, x) = h(x) are given.

As before, the separation of constants ansatz

u(t, x) = w(t)y(x) (3.60)

leads to
ẅ(t)

w(t)
=
y′′(x)

y(x)
≡ −λ, (3.61)

which can be solved as in the previous section. In summary, we obtain the
solutions

u(t, x) = (c1 cos(nπt) + c2 sin(nπt)) sin(nπx), n ∈ N. (3.62)

In particular, the string can vibrate only with certain fixed frequencies! See
Figure 3.3, where the fundamental tone (n = 1) and two overtones (n = 2, 3)
are shown. If you pluck the string in the middle, you will never get only the
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fundamental tone but you will always excite some overtones as well. The
combinations of these overtones make up the characteristic sound of the
instrument. If you want to change the fundamental tone (frequency), you
need to change the length of the string. If you want to play different tones
you either need different lengths for each tone (piano) or you change the
length on the fly by fixing a point inside (e.g. with your fingers — guitar).

Taking linear combinations we get as in the case of the heat equation
(Problem 3.17):

Lemma 3.10. Suppose c1,n and c2,n are sequences satisfying
∞∑
n=1

n2|c1,n| <∞,
∞∑
n=1

n2|c2,n| <∞. (3.63)

Then

u(t, x) =
∞∑
n=1

(c1,n cos(nπt) + c2,n sin(nπt)) sin(nπx) (3.64)

is in C2(R × [0, 1]) and satisfies the wave equation (3.59) as well as the
boundary conditions u(t, 0) = u(t, 1) = 0.

Next, under the assumptions (3.63), the proof of the previous lemma also
shows

u(0, x) =
∞∑
n=1

c1,n sin(nπx), ut(0, x) =
∞∑
n=1

nπc2,n sin(nπx). (3.65)

Now observe that the sums on the right-hand side are again Fourier sine
series. Hence expanding the initial conditions into Fourier sine series

g(x) =

∞∑
n=1

gn sin(nπx), h(x) =
∞∑
n=1

hn sin(nπx), (3.66)

where

gn = 2

∫ 1

0
sin(nπx)g(x)dx, hn = 2

∫ 1

0
sin(nπx)h(x)dx, (3.67)

we see that the solution of our original problem is given by (3.64) with
c1,n = gn and c2,n = hn

nπ , provided the Fourier coefficients satisfy
∞∑
n=1

n2|gn| <∞,

∞∑
n=1

n|hn| <∞. (3.68)

It can be shown that this last condition holds if g ∈ C3[0, 1] with g(0) =
g′′(0) = g(1) = g′′(1) = 0 and h ∈ C2[0, 1] with h(0) = h(1) = 0 (see
Appendix A.3).
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However, note that this time it is not easily possible to write down a
corresponding integral kernel since the corresponding sums

2

∞∑
n=1

cos(nπt) sin(nπx) sin(nπy), 2

∞∑
n=1

sin(nπt)

nπ
sin(nπx) sin(nπy) (3.69)

do not converge properly. Nevertheless we can use some trigonometric iden-
tities to obtain

u(t, x) =
∞∑
n=1

(
gn cos(nπt) +

hn
nπ

sin(nπt)

)
sin(nπx)

=
1

2

∞∑
n=1

gn

(
sin(nπ(x+ t)) + sin(nπ(x− t))

)
− 1

2

∞∑
n=1

hn
nπ

(
cos(nπ(x+ t))− cos(nπ(x− t))

)
=
g(x+ t) + g(x− t)

2
+

1

2

∫ x+t

x−t
h(y)dy. (3.70)

In fact, for the last equality to hold we have extended both g and h from
[0, 1] to all of R using (3.66). That is, we use an odd periodic extension.

Hence we have again obtained d’Alembert’s formula

u(t, x) =
g(x+ t) + g(x− t)

2
+

1

2

∫ x+t

x−t
h(y)dy. (3.71)

Since this formula provides a solution for g ∈ C2(R), h ∈ C1(R), there is no
need to expand the initial data into Fourier sine series and we can use it as
our starting point.

To obtain a solution on x ∈ [0, 1] satisfying the boundary conditions
u(t, 0) = u(t, 1) = 0 our analysis suggests to use the following reflection tech-
nique: Extend the initial condition g(x) ∈ C2[0, 1] to [−1, 1] using reflection
g(−x) = −g(x) and then to R using periodicity g(x + 2) = g(x) (see Fig-
ure 3.4). Hence by construction this odd extension satisfies g(−x) = −g(x)
and g(x + 2) = g(x) for all x ∈ R. This is of course precisely what you get
if one regards the Fourier sine expansion (3.66) as a function on R.

Since a continuous odd function must vanish at 0, the odd periodic exten-
sion of g will be twice differentiable at 0 if and only if g(0) = g′′(0) = 0. Sim-
ilarly, periodicity requires −g(1) = g(−1) = g(1) implying g(1) = 0. Apply-
ing the same argument to the derivatives shows g′′(1) = 0. In summary, the
odd extension of g will be C2(R) provided g(0) = g′′(0) = g(1) = g′′(1) = 0.
Similarly we can extend h ∈ C1[0, 1] to an odd periodic function h ∈ C1(R)
provided h(0) = h(1) = 0. Consequently, d’Alembert’s formula gives a solu-
tion u(t, x) ∈ C2(R) with u(t,−x) = −u(t, x) and u(t, x + 2) = u(t, x). By
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Figure 3.4. The odd periodic extension of a bump

Figure 3.5. A traveling bump is being reflected at the ends

construction u(t, 0) = u(t, 1) = 0. Note that the solution is periodic in time
with period T = 2:

u(t+ T, x) = u(t, x), T = 2. (3.72)

Hence we have the following picture: If we think of u(t, x) as a little bump
which travels to the right, say, then there is a corresponding reflected negative
bump in [1, 2] traveling to the left. Eventually they will meet at the boundary
x = 1 and the reflected bump will enter our interval, while the original one
will leave. Hence our little bump now has its sign changed and travels to the
left until it hits its symmetric image from the interval [−2,−1] at the other
side x = 0, where the same happens again. See Figure 3.5.

For a bump starting at x0 its path is shown on the left in Figure 3.6.
The two lines emanating from x0 correspond to the two cases when the bump
travels to the left, right, respectively. More precisely, if we set h = 0, then
the value g(x0) will be transported along these lines. Of course we can also
trace backwards and find the two points which contribute to the value u(t, x);
right in Figure 3.6. For the contribution from h the situation is similar, but
now the values of h within the cone formed by the two lines will contribute.

In summary, we see that the effect of a small perturbation in a neighbor-
hood of x0 can only propagate with a finite speed c = 1 to the left and to
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x0x = 0 x = 1

x0 x1

(t, x)

x = 0 x = 1

Figure 3.6. Domain of influence for the wave equation

the right. Hence in contradistinction to the heat equation, we have a finite
propagation speed c = 1. Also note that the wave equation does not im-
prove the smoothness of the initial condition. On the other hand, solutions
are defined for both positive and negative times.

To see uniqueness we introduce again a suitable energy functional

E(t) =
1

2

∫ 1

0

(
ut(t, x)

2 + ux(t, x)
2
)
dx. (3.73)

It turns out that the energy is conserved,

d

dt
E(t) =

∫ 1

0

(
ut(t, x)utt(t, x) + ux(t, x)utx(t, x)

)
dx

=

∫ 1

0

(
ut(t, x)uxx(t, x) + ux(t, x)utx(t, x)

)
dx

=

∫ 1

0

(
ut(t, x)uxx(t, x)− uxx(t, x)ut(t, x)

)
dx = 0, (3.74)

where we have used integration by parts together with the Dirichlet boundary
conditions, which imply ut(t, 0) = ut(t, 1) = 0. Hence any solution with
vanishing initial conditions g = h = 0 has zero energy. But this implies
ux = ut = 0 and thus u must be constant. Finally, since it vanishes at t = 0,
it must be zero.

At this point you might ask why we have not started with d’Alembert’s
formula in the first place? One reason is that while d’Alembert’s formula
tells you what you see when you look at the wave, the series solution tells
you what you hear when you listen to it. Moreover, the series solution is
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more robust in the sense that it also applies to the somewhat more general
problem

utt(t, x)− uxx(t, x) + q(x)u(t, x) = 0,

u(0, x) = g(x), ut(0, x) = h(x),

u(t, 0) = u(t, 1) = 0. (3.75)

This problem be handled as in Section 3.2 which leads to the solution

u(t, x) =
∞∑
n=1

(
gn cos(

√
Ent) + hn

sin(
√
Ent)√
En

)
un(x) (3.76)

provided g and h are such that the coefficients gn and hn decay sufficiently
fast. Also the energy argument extends to this situation – Problem 3.16.

Finally, the inhomogeneous problem

utt = uxx + f(t, x),

{
u(t, 0) = u(t, 1) = 0,

u(0, x) = g(x), ut(0, x) = h(x),
(3.77)

can also be handled by an ansatz as a Fourier series

u(t, x) =
∞∑
n=1

an(t) sin(nπx), f(t, x) =
∞∑
n=1

fn(t) sin(nπx) (3.78)

which gives
än(t) = −(πn)2an(t) + fn(t). (3.79)

The solution of this ordinary differential equation is given by

an(t) = gn cos(nπt) + hn
sin(nπt)

nπ
+

∫ t

0

sin(nπ(t− s))

nπ
fn(s)ds (3.80)

and we see that this approach indeed provides a solution if we assume

|fn(t)| ≤Mn,

∞∑
n=1

nMn <∞. (3.81)

However, we can also use trigonometric identities as before to show that the
solution is given by the Duhamel principle and is given by

u(t, x) =
g(x+ t) + g(x− t)

2
+

1

2

∫ x+t

x−t
h(y)dy

+
1

2

∫ t

0

∫ x+(t−s)

x−(t−s)
f(s, y)dy ds, (3.82)

where again on has to take the odd periodic extension of f with respect to x.
This will be a solution provided f ∈ C0;1(R×[0, 1]) with f(s, 0) = f(t, 1) = 0
(Problem 4.23). Note that since we have a second order equation, when
choosing initial conditions for the Duhamel principle, we have to choose f
as h and g to be zero.
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Problem* 3.16. Show that (3.75) preserves the energy

E(t) =
1

2

∫ 1

0

(
ut(t, x)

2 + ux(t, x)
2 + q(x)u(t, x)2

)
dx.

Conclude that solutions are unique if q(x) ≥ 0.

Problem* 3.17. Prove Lemma 3.10.

Problem 3.18. Solve the telegraph equation

utt(t, x) + 2ηut + γu = c2uxx, 0 ≤ η <
√

(cπ)2 + γ, 0 ≤ γ,

with Dirichlet boundary conditions on [0, 1]. Show that the solutions converge
to 0. Show that the energy is non-increasing and conclude that solutions are
unique.

Problem 3.19. Explain how d’Alembert’s formula can be used to obtain
solutions which satisfy Neumann boundary conditions ux(t, 0) = ux(t, 1) = 0.
Discuss what happens to a small bump traveling to the right.

Problem 3.20. Consider the beam equation

utt = −uxxxx
with boundary conditions

u(t, 0) = ux(t, 0) = 0, uxx(t, 1) = uxxx(t, 1) = 0

corresponding to a cantilevered beam on [0, 1]. Find the eigenfrequencies and
the corresponding solutions of the beam. (Hint: Show that a corresponding
eigenfunction −u′′′′ = Eu satisfying the boundary conditions must satisfy∫ 1
0 (u

′′)2dx = −E
∫ 1
0 u

2dx and hence E < 0. It is not possible to obtain
analytic expressions for the eigenfrequencies.)

3.4. The wave equation on a rectangle and on a disc

Consider the vibrations of a rectangular membrane which is fixed at the
boundary. The motion is described by the two dimensional wave equation

utt(t, x1, x2) = ux1x1(t, x1, x2) + ux2x2(t, x1, x2) (3.83)

together with the Dirichlet boundary conditions

u(t, 0, x2) = u(t, 1, x2) = u(t, x1, 0) = u(t, x1, 1) = 0, xj ∈ [0, 1]. (3.84)

Looking for solutions of the form u(t, x1, x2) = w(t)u(x1, x2) yields

w(t) = c1 cos(
√
λt) + c2 sin(

√
λt) (3.85)

and
ux1x1(x1, x2) + ux2x2(x1, x2) = −λu(x1, x2). (3.86)
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Figure 3.7. Fundamental tone and some overtones of a rectangular membrane

Our simple geometry suggests another ansatz u(x1, x2) = u1(x1)u2(x2) which
leads to identical equations

u′′j = −λjuj , uj(0) = uj(1) = 0, (3.87)

where λ1 + λ2 = λ. Since we already know the solution, we get

u(t, x1, x2) =
∞∑

n1,n2=1

(
c1,n1,n2 cos(

√
n21 + n22πt) + c2,n1,n2 sin(

√
n21 + n22πt)

)
·

· sin(n1πx1) sin(n2πx2). (3.88)

Initial conditions can be handled by expanding them into two-dimensional
Fourier series much like we did in the one-dimensional case. Hence we omit
further details at this point.

From a physical point of view it is interesting, that our membrane can
only vibrate with certain fixed frequencies 1

2

√
n21 + n22, (n1, n2) ∈ N2. The

same turns out to be true for a differently shaped membrane (where separa-
tion of variables fails and the frequencies can no longer be computed explic-
itly in general) and these frequencies are characteristic for the sound of the
membrane. This lead the mathematician Mark Kac12 to the famous ques-
tion: "Can One Hear the Shape of a Drum?" Mathematically, the question
is whether the eigenfrequencies determine the shape and it took two decades
until this question was finally answered in the negative. It is however true
for convex domains with analytic boundary.

12Marc Kac (1914–1984), Polish American mathematician

http://en.wikipedia.org/wiki/Marc Kac
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If we consider the same problem on the unit disc, the first step will work
as before, but the second will fail since the ansatz u(x1, x2) = u1(x1)u2(x2)
is not compatible with the geometry of our domain. However, it suggests
itself to switch to polar coordinates

x1 = r cos(φ), x2 = r sin(φ) (3.89)

such that our differential equation for

v(r, φ) := u(r cos(φ), r sin(φ)) (3.90)

reads
vrr +

1

r
vr +

1

r2
vφφ = −λv. (3.91)

Since in polar coordinates our domain is again rectangular, we can try sep-
aration of variables v(r, φ) = ρ(r)θ(φ). Our boundary condition translates
into ρ(1) = 0 and θ must be periodic with period 2π. The equations read

ρ′′ +
1

r
ρ′ − η

r2
ρ = −λρ, θ′′ = −ηθ, (3.92)

where η is another constant. The second equation can be easily solved

θ(φ) = an cos(nφ) + bn sin(nφ), (3.93)

where η = n2 and n ∈ N0 to satisfy our periodicity requirement. The first
equation is a version of Bessel’s equation13 and a solution is (Problem 3.21)

ρ(r) = Jn(
√
λr), (3.94)

where

Jν(z) :=

∞∑
j=0

(−1)j

j!Γ(ν + j + 1)

(z
2

)2j+ν
(3.95)

is the Bessel function of order ν, [25, (10.2.2)]. There is a second linearly
independent solution (the Weber14 function Yν(z), [25, (10.2.3)]) but it can
be ruled out for our purpose since it has a singularity at z = 0 and hence will
not lead to a continuous solution of our original problem. See for example
[33] for how to solve Bessel’s equation. Our boundary condition requires
ρ(1) = Jn(

√
λ) = 0 and hence we need λ = j2n,k, where jn,k is the k’th

positive zero of Jn. It can be shown that ([25, (10.17.3)], Problem 4.32)

Jν(z) =

√
2

πz

(
cos
(
z − π

2
ν − π

4

)
+O(z−1)

)
(3.96)

as z → ∞ and hence there are infinitely many zeros for each n. Note that for
λ < 0 the solution would be i−nJn(i

√
|λ|r) (which is real-valued) but since

all coefficients of the power series are positive in this case, this solution has no
zeros for r > 0. It can also be shown that there is a corresponding Fourier–

13Friedrich Bessel (1784–1846), German astronomer, mathematician, physicist, and geodesist
14Heinrich Friedrich Weber (1843–1912), German physicist

http://dlmf.nist.gov/10.2.E2
http://dlmf.nist.gov/10.2.E3
http://dlmf.nist.gov/10.17.E3
http://en.wikipedia.org/wiki/Friedrich Bessel
http://en.wikipedia.org/wiki/Heinrich Friedrich Weber
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Figure 3.8. Bessel–Fourier modes J0(j0,kx) (left), J1(j1,kx) (middle),
and J2(j2,kx) (right) for k = 1, 2, 3

Figure 3.9. Fundamental tone and some overtones of a disc shaped membrane

Bessel series. The first few modes are shown in Figure 3.8. It is not hard to
see that these functions are orthogonal (Problem 3.23) but completeness is
a more involved task which requires advanced tools from functional analysis
and is beyond our scope. In this respect observe that the Bessel equation on
[0, 1] can be written in the form Ly = λy with L = − d2

dx2
+ q(x) upon using

y(x) =
√
xρ(x). However in this case q(x) = ν2− 1

4
x2

has a singularity at x = 0
and hence the standard results for regular Sturm–Liouville problems do not
apply.

The fundamental tones and overtones of the disc are hence given by

ucn,k(x1, x2) = Jn(jn,kr) cos(nφ), usn,k(x1, x2) = Jn(jn,kr) sin(nφ) (3.97)

and a few instances of ucn,k are shown in Figure 3.9 (clearly the corresponding
picture for usn,k is just rotated by − π

2n).
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Problem* 3.21. Show that the Bessel function (3.95) solves the Bessel
equation

z2u′′ + zu′ + (z2 − ν2)u = 0.

Show that Lommel’s equation15

w′′ +
1− 2a

z
w′ +

(
(bczc−1)2 +

a2 − ν2c2

z2

)
w = 0

can be transformed to the Bessel equation via w(z) = zau(bzc).

Problem 3.22. Prove the following properties of the Bessel functions (3.95).

(i) (z±νJν(z))
′ = ±z±νJν∓1(z).

(ii) Jν−1(z) + Jν+1(z) =
2ν
z Jν(z).

(iii) Jν−1(z)− Jν+1(z) = 2J ′
ν(z).

Problem* 3.23. Let ρ1, ρ2 be two solutions of

ρ′′ +
1

r
ρ′ − ν2

r2
ρ = −λρ, ν ≥ 0,

corresponding to λ1, λ2, respectively. Show that
d

dr
r
(
ρ1(r)ρ

′
2(r)− ρ′1(r)ρ2(r)

)
= (λ1 − λ2)r ρ1(r)ρ2(r).

Conclude ∫ 1

0
Jν(jν,kr)Jν(jν,lr)r dr =

{
1
2J

′
ν(jν,k)

2, l = k,

0, l ̸= k.

Note that J ′
ν(jν,k) ̸= 0 since if for a solution of a second order linear equa-

tion both the function and its derivative would vanish, it would be the zero
solution.

Problem* 3.24. Establish the following integral representation for the Bessel
function of integer order

Jn(x) =
1

2π

∫ π

−π
ei(nt−sin(t)x)dt, n ∈ N0.

(Hint: Split the exponential and insert the Taylor series for the one contain-
ing x. Then use the residue theorem to evaluate the resulting integral.)

Problem 3.25 (Hanging chain). Consider the vibrations of a chain of length
1 suspended at x = 1. Denote the displacement by u(t, x). Then the motion
is described by the equation

utt(t, x) = g
∂

∂x
x
∂

∂x
u(t, x), x ∈ [0, 1],

15Eugen von Lommel (1837–1899), German physicist

http://en.wikipedia.org/wiki/Eugen von Lommel
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with boundary conditions u(t, 1) = 0, where g > 0 is a constant. Apply
separation of variables to find the eigenvalues and eigenfunctions.

Problem 3.26. How would one solve the wave equation on a semidisc {x| |x| <
1, x2 > 0} with Dirichlet conditions on the boundary?

3.5. The Laplace equation on a disc

As our next example we look at the Laplace equation on the unit disc with
given values on the boundary:

uxx + uyy = 0, u(cos(φ), sin(φ)) = g(φ). (3.98)

As in the previous section, separation of variables in polar coordinates u(x, y) =
ρ(r)θ(φ) gives

θ(φ) = an cos(nφ) + bn sin(nφ), n ∈ N0, (3.99)

and the corresponding equation for ρ(r) reads

ρ′′ +
1

r
ρ′ − n2

r2
ρ = 0. (3.100)

It is of Euler type and its solution is

ρ(r) =

{
c1 + c2 log(r), n = 0,

c1r
n + c2r

−n, n > 0.
(3.101)

Since our solution u must be continuous at the origin we need c2 = 0 and
using v(r, φ) := u(r cos(φ), r sin(φ)) we get

v(r, φ) =
a0
2

+
∞∑
n=1

rn
(
an cos(nφ) + bn sin(nφ)

)
. (3.102)

Setting r = 1 we see that an, bn are the Fourier coefficients of g:

an =
1

π

∫ π

−π
g(φ) cos(nφ)dφ, bn =

1

π

∫ π

−π
g(φ) sin(nφ)dφ. (3.103)

Using complex notation we can rewrite this as

v(r, φ) =
a0
2

+ Re

∞∑
n=1

rn(an − ibn)e
inφ =

a0
2

+ Re

∞∑
n=1

(an − ibn)z
n, (3.104)

where z = reiφ = x+iy. Hence the solution is the real part of a holomorphic
function inside the unit disc. Conversely, it is a well-known fact from complex
analysis, that real (and imaginary) part of holomorphic functions satisfy the
Laplace equation.



76 3. Separation of variables

From this formula we can even get an integral representation for the
solution. To this end we use

an − ibn =
1

π

∫ π

−π
g(ϑ)e−inϑdϑ (3.105)

to obtain

v(r, φ) =
a0
2

+
1

π
Re

∞∑
n=1

∫ π

−π
g(ϑ)rnein(φ−ϑ)dϑ

=
1

2π

∫ π

−π
Pr(φ− ϑ)g(ϑ)dϑ, 0 ≤ r < 1, (3.106)

where

Pr(φ) := Re

(
1 + 2

∞∑
n=1

rneinφ

)
= Re

(
1 + reiφ

1− reiφ

)
=

1− r2

1− 2r cos(φ) + r2

(3.107)
is the Poisson kernel16 for the unit disc. To obtain the closed form of
the series note that this is just a geometric series. The Poisson kernel is
illustrated in Figure 3.10.

Theorem 3.11. Suppose g ∈ C[0, 2π] is periodic. Then the Poisson inte-
gral

v(r, φ) =
1

2π

∫ π

−π
Pr(φ− ϑ)g(ϑ)dϑ, 0 ≤ r < 1, (3.108)

is harmonic inside the unit disc and satisfies

lim
r↑1

v(r, φ) = g(φ). (3.109)

Proof. That v solves the Laplace equation follows by interchanging differ-
entiation and summation in (3.102) which is permissible for r ≤ r0 < 1 since
the Fourier coefficients of a continuous function are bounded.

Next, it is straightforward to verify the following properties of the Poisson
kernel:

• 1
2π

∫ π
−π Pr(φ)dφ = 1.

• Pr(φ) = Pr(−φ).
• 1−r

1+r ≤ Pr(φ) ≤ 1+r
1−r with the unique maximum at φ = 0, the

unique minimum at φ = ±π, and monotone in between.

• limr→1 Pr(φ) = 0 for φ ̸= 0.

16Siméon Denis Poisson (1781–1840), French mathematician, engineer, and physicist

https://en.wikipedia.org/wiki/Sim%C3%A9on_Denis_Poisson
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−π π

2

4

6

P1/4(x)

P1/2(x)

P3/4(x)

Figure 3.10. The Poisson kernels P1/4, P1/2, and P3/4

Without loss of generality it suffices to show convergence at φ = 0. Moreover,
given ε, choose 0 < δ < π such that |g(ϑ)− g(0)| ≤ ε

2 for |ϑ| < δ and r0 such
that Pr(δ) ≤ ε

4M for r ≥ r0, where M = max|ϑ|≤π |g(ϑ)|. Then

v(r, 0)− g(0) =
1

2π

∫ π

−π
Pr(ϑ)(g(ϑ)− g(0))dϑ

and hence

|v(r, 0)− g(0)| ≤ ε

4π

∫
|ϑ|≤δ

Pr(ϑ)dϑ+
Pr(δ)

2π

∫
|ϑ|≥δ

|g(ϑ)− g(0)|dϑ

≤ ε

2
+
ε

2
= ε

for r ≥ r0. □

Note that the special case r = 0 says that the value at the center equals
the average at the boundary.

Problem 3.27. Find the solution of the Laplace equation on the unit disc
which satisfies u(x, y) = x2 for x2 + y2 = 1. Give the solution in Cartesian
coordinates.

Problem 3.28. Find the solution u of the Laplace equation on a ring r0 <√
x2 + y2 < r1 (with 0 < r0 < r1) satisfying the boundary conditions

u(x, y) = y for x2 + y2 = r20 and u(x, y) = x for x2 + y2 = r21. Give
the solution in Cartesian coordinates.
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Problem 3.29. Find the solution of the Laplace equation on the square
U := (0, 1)× (0, 1) satisfying the boundary conditions

u(x, 0) = 0, u(0, y) = 0, u(1, y) = 0, u(x, 1) = g(x).



Chapter 4

The Fourier transform
and problems on the line

4.1. Motivation

Now we want to look at the case of the heat equation on the line. In con-
tradistinction to a finite interval we have no boundary conditions and hence
there are no restrictions on the value of λ. We keep however the restriction
λ > 0, since for λ < 0 the corresponding solutions are exponentially growing.
Setting λ = k2, k ∈ R and using the complex versions of the trigonometric
functions we hence have the solutions

u(t, x) = e−ikx−k2t. (4.1)

Again we can take linear combinations of these solutions and, since k is
continuous, we can even take a continuous sum:

u(t, x) =

∫
R
c(k)e−ikx−k2tdk. (4.2)

Assuming that c is integrable, one can verify that u ∈ C([0,∞) × R) ∩
C∞((0,∞)× R) satisfies the heat equation with initial condition

u(0, x) =

∫
R
c(k)e−ikxdk. (4.3)

Hence u(0, x) is up to a normalization constant equal to the Fourier transform
of c. In order to express c in terms of the initial condition, we need to
compute the inverse Fourier transform.

79
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4.2. The Fourier transform in one dimension

The Fourier transform of an integrable function f is defined as

F(f)(k) ≡ pf(k) :=
1√
2π

∫
R
e−ikxf(x)dx. (4.4)

Note that pf is continuous by Lemma A.6. The fact which makes it a key
tool in the study of partial differential equation is the property that it turns
differentiation into multiplication and vice versa:

Lemma 4.1. Suppose f ∈ C1(R) such that lim|x|→∞ f(x) = 0 and f, f ′ are
integrable. Then

(f ′)∧(k) = ik pf(k). (4.5)

Similarly, if f(x), xf(x)are integrable, then pf(k) is differentiable and

(x f(x))∧(k) = i pf ′(k). (4.6)

Proof. First of all, by integration by parts, we see

(f ′)∧(k) =
1√
2π

∫
R
e−ikxf ′(x)dx

=
1√
2π

∫
R
ik e−ikxf(x)dx = ik pf(k).

Similarly, the second formula follows from

(x f(x))∧(k) =
1√
2π

∫
R
xe−ikxf(x)dx

=
1√
2π

∫
R

(
i
∂

∂k
e−ikx

)
f(x)dx = i pf ′(k),

where interchanging the derivative and integral is permissible by Lemma A.7.
In particular, pf(k) is differentiable. □

This result immediately extends to higher derivatives. Roughly speaking
this shows that the decay of a function is related to the smoothness of its
Fourier transform and the smoothness of a function is related to the decay
of its Fourier transform.

Another key property is the fact that the Fourier transform of a Gauss-
ian1 is again a Gaussian:

Lemma 4.2. The Fourier transform of e−tx2/2 for t > 0 is given by

F(e−tx
2/2)(k) =

1

t1/2
e−k

2/(2t). (4.7)

1Carl Friedrich Gauss (1777–1855), German mathematician and physicist

http://en.wikipedia.org/wiki/Carl Friedrich Gauss
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Proof. Let ϕt(x) := exp(−tx2/2). Then ϕ′t(x) + txϕt(x) = 0 and hence
i(kpϕt(k) + tpϕ′t(k)) = 0. Thus pϕt(k) = cϕ1/t(k) and (Problem A.3)

c = pϕt(0) =
1√
2π

∫
R
e−tx

2/2dx =
1√
t
. □

Now we can compute the inverse of the Fourier transform:

Theorem 4.3. Suppose f ∈ C(R) is such that f, pf are integrable. Then

( pf)∨ = f, (4.8)

where
qf(k) :=

1√
2π

∫
R
eikxf(x)dx = pf(−k). (4.9)

Proof. Abbreviate ϕε(x) := (2π)−1/2 exp(−εx2/2). Then∫
R
ϕε(k)e

ikx
pf(k)dk =

1√
2π

∫
R

∫
R
ϕε(k)e

ikxf(y)e−ikydy dk

and, invoking Fubini2, Lemma 4.2, and (eixaf(x))∧(k) = pf(k−a) we further
see that this is equal to

=

∫
R
(ϕε(k)e

ikx)∧(y)f(y)dy =

∫
R

1√
ε
ϕ1/ε(y − x)f(y)dy.

Letting ε → 0 the integral we have started with converges to ( pf)∨(x) while
the last one converges to f(x) by Lemma A.12. □

Problem* 4.1. Compute the Fourier transform of the following functions
f : R → C:

(i) f(x) = χ(−1,1)(x). (ii) f(x) = e−a|x|

a , Re(a) > 0.

Problem 4.2. Show that

ψn(x) := Hn(x)e
−x2

2 ,

where Hn(x) is the Hermite polynomial3 [25, (12.7.2)] of degree n given
by

Hn(x) := e
x2

2

(
x− d

dx

)n
e−

x2

2 ,

are eigenfunctions of the Fourier transform: pψn(k) = (−i)nψn(k).

2Guido Fubini (1879–1943), Italian mathematician
3Charles Hermite (1822–1901), French mathematician

http://dlmf.nist.gov/12.7.E2
http://en.wikipedia.org/wiki/Guido Fubini
http://en.wikipedia.org/wiki/Charles Hermite
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Problem 4.3. Prove the Poisson summation formula∑
n∈Z

f(n)e−inx =
√
2π
∑
m∈Z

pf(x+ 2πm),

where f satisfies |f(x)|+ | pf(x)| ≤ C
(1+|x|)α for some α > 1. (Hint: Compute

the Fourier coefficients of the right-hand side. To this end observe that the
integrals over [−π, π] give a tiling of R when m runs through all values in
Z.)

Problem 4.4. Prove the Whittaker–Shannon interpolation formula:4

f(x) =
∑
n∈Z

f(n) sinc(π(x− n))

provided supp( pf) ⊆ [−π, π]. Here sinc(x) := sin(x)
x . (Hint: Use the Poisson

summation formula to express pf and take the inverse Fourier transform.)

4.3. The heat equation on the line

Returning to our original problem this shows

c(k) =
1

2π

∫
R
g(y)eikydy (4.10)

and hence
u(t, x) =

1

2π

∫
R

∫
R
e−ikx−k2tg(y)eikydy dk. (4.11)

Using Fubini we obtain

u(t, x) =

∫
R
Φ(t, x− y)g(y)dy, (4.12)

where

Φ(t, x) :=
1

2π

∫
R
e−ikx−k2tdk =

1√
4πt

e−x
2/(4t), t > 0, (4.13)

is the fundamental solution of the heat equation.

Theorem 4.4. Suppose g ∈ C(R) is bounded. Then

u(t, x) :=

{∫
RΦ(t, x− y)g(y)dy, t > 0,

g(x), t = 0,
(4.14)

defines a solution of the heat equation which satisfies u ∈ C∞((0,∞)×R)∩
C([0,∞)× R). Moreover,

inf g ≤ u(t, x) ≤ sup g. (4.15)
4Edmund Taylor Whittaker (1873–1956), British mathematician, physicist, and historian of

science
4Claude Shannon (1916–2001), American mathematician, electrical engineer, and cryptogra-

pher known as "the father of information theory"

http://en.wikipedia.org/wiki/Edmund Taylor Whittaker
http://en.wikipedia.org/wiki/Claude Shannon
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Proof. That u ∈ C∞ follows since Φ ∈ C∞ upon interchanging differenti-
ation and integration using Lemma A.7. This also shows that u solves the
heat equation. It remains to show that u is continuous on the boundary
t = 0. But this follows from Lemma A.12 since (by Problem A.3)∫

R
Φ(t, x)dx = 1. (4.16)

The last claim is immediate from (4.16) and Φ(t, x) > 0. □

Note that since Φ > 0, the inequality in (4.15) is strict for t > 0 unless
g is constant, which again implies infinite propagation speed. Moreover,
even though (4.15) hints at a maximum principle, this is more subtle since
the proof of Theorem 3.4 does not extend to unbounded domains. We will
address this problem, as well as the question of uniqueness, in Theorem 6.18.

Two more properties are immediate from (4.12):

Corollary 4.5. Suppose g ∈ C(R) is integrable. Then the solutions has the
following properties:

(i) (Mass conservation)∫
R
u(t, x)dx =

∫
R
g(x)dx. (4.17)

(ii)

|u(t, x)| ≤ 1√
4πt

∫
R
|g(x)|dx. (4.18)

Proof. (ii) is immediate and (i) follows from Fubini. □

The solution of the inhomogeneous equation

ut = uxx + f (4.19)

follows from the Duhamel principle:

Theorem 4.6. Suppose f ∈ C([0,∞)×R) is bounded and uniformly Hölder
continuous with respect to the second argument on compact sets with respect
to the first argument:

|f(t, x)− f(t, y)| ≤ CT |x− y|γ , 0 ≤ t ≤ T. (4.20)

Then

u(t, x) :=

∫ t

0

∫
R
Φ(t− s, x− y)f(s, y)dy ds, t ≥ 0, (4.21)

is in C1;2((0,∞) × R) ∩ C([0,∞) × R) and solves the inhomogeneous heat
equation with initial condition u(0, x) = 0.
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Proof. It is not hard to see that u ∈ C([0,∞)× R) since the inner integral
converges to f(t, x) as s → t. It is less obvious what happens, when we
consider the derivatives. In order to avoid the problems at s = t we consider
a cutoff

uε(t, x) :=

∫ t−ε

0

∫
R
Φ(t− s, x− y)f(s, y)dy ds.

Then

uεt (t, x) :=

∫
R
Φ(ε, x− y)f(t− ε, y)dy +

∫ t−ε

0

∫
R
Φt(t− s, x− y)f(s, y)dy ds.

The first term is unproblematic and converges to f(t, x) as ε→ 0, uniformly
on compact sets. To handle the second term we use

∫
RΦt(s, x − y)dy = 0

such that we can write∫ t−ε

0

∫
R
Φt(t− s, x− y)f(s, y)dy ds

=

∫ t−ε

0

∫
R
Φt(t− s, x− y)

(
f(s, y)− f(s, x)

)
dy ds.

Now we use our Hölder estimate to investigate this last integrand∣∣∣∣∫ t−ε

0

∫
R
Φt(t− s, x− y)

(
f(s, y)− f(s, x)

)
dy ds

∣∣∣∣
≤ CT

∫ T

0

∫
R
|Φt(s, y)||y|γdy ds <∞

since Φt(t, x) = ( x
2

4t2
− 1

2t)Φ(t, x) and∫
R
|y|γ
( y2
4s2

+
1

2s

)
Φ(s, y)dy = 2(γ + 2)

Γ((γ + 1)/2)√
π

(4s)γ/2−1.

Hence, uεt converges uniformly on compact sets as ε → 0 which shows that
u is differentiable with respect to t with derivative given by

ut(t, x) = f(t, x) +

∫ t

0

∫
R
Φt(t− s, x− y)

(
f(s, y)− f(s, x)

)
dy ds.

Similarly one shows

ux(t, x) =

∫ t

0

∫
R
Φx(t− s, x− y)

(
f(s, y)− f(s, x)

)
dy ds,

uxx(t, x) =

∫ t

0

∫
R
Φxx(t− s, x− y)

(
f(s, y)− f(s, x)

)
dy ds.

This finishes the claim since Φt = Φxx. □
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If an initial condition u(0, x) = g(x) is given, then we can of course com-
bine the above solution with the corresponding solution of the homogenous
equation:

u(t, x) =

∫
R
Φ(t, x− y)g(y)dy +

∫ t

0

∫
R
Φ(t− s, x− y)f(s, y)dy ds, t > 0.

(4.22)
Moreover, like in the case of the wave equation, this result also provides
the corresponding solution for a finite interval with Dirichlet (or Neumann)
boundary conditions by considering the odd (even) periodic extension of f
to R.

Problem 4.5. Find the solution of the heat equation on (0,∞) with a Dirich-
let boundary condition at 0. What about a Neumann boundary condition?
(Hint: Reflection.)

Problem 4.6. The Black–Scholes equation5

ut = −σ
2

2
x2uxx − rx ux + r u

models the price evolution of a European call or put option for some financial
asset as a function of time t. Here σ > 0 is the asset’s volatility, x the asset’s
price and r > 0 is the interest rate. A financial institution needs to find the
price u(0, x) it should charge for the option given the value of the option at
a terminal time T . For a call option, where the asset is to be bought at the
exercise price p > 0, the final condition is u(T, x) = max(x− p, 0), while for
a put option, where the asset is to be sold at the exercise price p > 0, the
final condition is u(T, x) = max(p− x, 0).

Show that this problem can be reduced to the heat equation as follows:

• Introduce a new time s := T − t to turn it into an initial value
problem.

• Observe that the right-hand side (for fixed t) is an Euler differential
equation, which can be solved by introducing y := log(x) as a new
dependent variable.

• Finally use Problem 3.8.

Find the solutions corresponding to a call, put option, respectively.

Problem 4.7. Show that the solution of the heat equation on [0,∞)× [0,∞)
with

u(t, 0) = a(t), u(0, x) = 0

5Fischer Black (1938–1995), American economist
5Myron Scholes (1941), Canadian-American financial economist

http://en.wikipedia.org/wiki/Fischer Black
http://en.wikipedia.org/wiki/Myron Scholes
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(in particular a(0) = 0) is given by

u(t, x) =
x√
4π

∫ t

0

1

(t− s)3/2
e−x

2/(4(t−s))a(s)ds.

(Hint: Assume a ∈ C1 with a(0) = 0 and reduce it to an inhomogeneous
problem.)

Problem 4.8. Compute the energy of the fundamental solution Φ of the heat
equation. Show that it does not decay exponentially, and conclude that there
is no Poincaré inequality on R.

Problem 4.9. Let g(x) ∈ C[0, 1] with g(0) = g(1) be given. Extend the
initial condition g to [−1, 1] using reflection g(−x) = −g(x) and then to R
using periodicity g(x + 2) = g(x). Show that (4.12) defines a solution u ∈
C∞((0,∞)×R) which satisfies u(t,−x) = −u(t, x) and u(t, x+ 2) = u(t, x)
for all t > 0. Conclude that u(t, 0) = u(t, 1) = 0 for all t > 0. Moreover,
show that the heat kernel K(t, x, y) for [0, 1] can be represented as

K(t, x, y) =
∑
n∈Z

(
Φ(t, x− y + 2n)− Φ(t, x+ y + 2n)

)
.

Note that this last identity is an instance of the Poisson summation formula
from Problem 4.3.

Problem 4.10. Show that if g has compact support, then u = Φt∗g is an en-
tire function for t > 0. Use this to prove the Weierstrass approximation
theorem: Every g ∈ C[0, 1] can be uniformly approximated by polynomials.
(Hint: Extend g to a continuous function on R with compact support.)

4.4. The wave equation on the line

Finally we turn to the wave equation

utt = uxx, u(0, x) = g(x), ut(0, x) = h(x). (4.23)

After applying the Fourier transform with respect to x the equation reads

putt = −k2pu, pu(0, k) = pg(k), put(0, k) = ph(k), (4.24)

and the solution is given by

pu(t, k) = cos(tk)pg(k) +
sin(tk)

k
ph(k). (4.25)

When trying to compute the corresponding fundamental solution one again
runs into the problem that neither cos(tk) nor sin(tk)

k are integrable. However,
the latter is not too far away from being integrable (it is at least square
integrable) and one can check that the Fourier transform of

√
π
2χ[−1,1](x/t)

is sin(tk)
k . Fortunately, the argument leading to the fundamental solution of

the heat equation can be extended to such a situation:
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Lemma 4.7. Suppose f, g are integrable. Then

F−1( pfg)(x) =
1√
2π

∫
R
f(x− y)qg(y)dy. (4.26)

Proof. This is a straightforward application of Fubini:

F−1( pfg)(x) =
1√
2π

∫
R

pf(k)g(k)eikxdk =
1

2π

∫
R

∫
R
f(y)g(k)eik(x−y)dy dk

=
1

2π

∫
R
f(y)

∫
R
g(k)eik(x−y)dk dy =

1√
2π

∫
R
f(x− y)qg(y)dy.□

Using this lemma we obtain

u(t, x) =

∫
R

1

2
χ[−t,t](x− y)h(y)dy =

1

2

∫ x+t

x−t
h(y)dy

in the case g = 0. But the corresponding expression for h = 0 is just
the time derivative of this expression, which is known as Stokes’ rule (cf.
Problem 4.20), and thus we obtain again d’Alembert’s formula

u(t, x) =
1

2

∂

∂t

∫ x+t

x−t
g(y)dy +

1

2

∫ x+t

x−t
h(y)dy

=
g(x+ t) + g(x− t)

2
+

1

2

∫ x+t

x−t
h(y)dy. (4.27)

Of course there is no point in trying to find conditions such that u(t, x)
defined as the inverse Fourier transform of (4.25) solves the wave equation,
since it is immediate that d’Alembert’s formula gives a solution provided h ∈
C1(R) and g ∈ C2(R). Concerning uniqueness one can use the factorization
from Problem 1.3 and reduce it to uniqueness for the transport equation
(Theorem 1.1).

The solution of the inhomogeneous equation

utt − uxx = f, u(0, x) = 0, ut(0, x) = 0, (4.28)

follows from the Duhamel principle and is given by

u(t, x) =
1

2

∫ t

0

∫ x+(t−s)

x−(t−s)
f(s, y)dy ds (4.29)

provided f ∈ C0;1(R2) (Problem 4.23).
Without going into details, let me remark that the fact that the wave

equation has finite speed of propagation, while the heat equation has not,
can also be understood using the Fourier picture. In fact, if f has compact
support, then the Fourier integral used to define pf will make sense not only
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for real k, but for all k ∈ C. Moreover, pf will be an entire function satisfying
the growth estimate

| pf(k)| ≤ eR|k|
√
2π

∫ R

−R
|f(x)|dx (4.30)

provided supp(f) ⊆ [−R,R]. Such functions are said to be of exponential
type R and it can be shown that the converse also holds. This is know
as the Paley–Wiener theorem6 [29, Theorem 3.3]. In particular, multi-
plication with cos(tk) or sin(tk)

k preserves such an estimate (increasing the
constant R in the estimate, and hence the support), while multiplication
with e−tk

2 destroys such an estimate. Moreover, this shows that the fact
that the wave equation has finite propagation speed is not tied to its par-
ticularly simple form, but is shared by other equations as well. For example
by the Klein–Gordon equation (Problem 4.18), where it is much harder to
derive the fundamental solution (Problem 4.22).

Problem 4.11. Find the solution of the wave equation satisfying u(0, x) =
x2 and ut(0, x) = 1.

Problem 4.12. Establish d’Alembert’s formula for h = 0 directly from
(4.25) by finding a formula for eiak pf(k).

Problem 4.13. Show that solutions u of the wave equation satisfy the par-
allelogram property: If a = (t, x), b = a + s(1, 1), c = b + d − a,
d = a+ r(1,−1) are vertices of a parallelogram, then

u(a) + u(c) = u(b) + u(d).

Problem 4.14. Establish Huygens’ principle:7 Suppose g, h are supported
in [a, b] ⊂ R. Then the solution (4.27) of the wave equation has support in
{(t, x)|x ∈ [a − t, b + t]}. If

∫ b
a h(x)dx = 0 the support is in {(t, x)|x ∈

[a− t, b− t] ∪ [a+ t, b+ t]}.

Problem 4.15. Suppose g, h have compact support. Then the solution (4.27)
of the wave equation satisfies∫

R
u(t, x)dx =

∫
R
g(x)dx+ t

∫
R
h(x)dx.

Problem* 4.16. Find the solution of the wave equation on (0,∞) with a
Dirichlet boundary condition at 0. What about a Neumann boundary condi-
tion? (Hint: Reflection.)

6Raymond Paley (1907–1933)), English mathematician
7Christiaan Huygens (1629–1695), Dutch physicist, mathematician, astronomer, and inventor

http://en.wikipedia.org/wiki/Raymond Paley
http://en.wikipedia.org/wiki/Christiaan Huygens
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Problem 4.17. Derive a formula for the Fourier transform pu(t, k) of a
solution of the beam equation

utt = −uxxxx, u(0, x) = g(x), ut(0, x) = h(x).

Do you expect finite or infinite propagation speed?

Problem 4.18. Derive a formula for the Fourier transform pu(t, k) of a
solution of the Klein–Gordon equation

utt = uxx −m2u, u(0, x) = g(x), ut(0, x) = h(x),

where m is a constant. Do you expect finite or infinite propagation speed?

Problem 4.19. Find a transformation which reduces the telegraph equa-
tion

utt(t, x) + 2ηut + γu = c2uxx

to the Klein–Gordon equation.

Problem* 4.20 (Stokes’ rule). Let u ∈ C3(R) be a solution of the Klein–
Gordon equation with initial condition u(0, x) = 0, ut(0, x) = h(x). Then
v := ut solves the Klein–Gordon equation with initial condition v(0, x) =
h(x), vt(0, x) = 0.

Problem 4.21. Show that if both g and h are even (or odd), then so is the
solution u(t, x) of the wave equation.

Problem 4.22. Show
1

2

∫ 1

−1
J0(m

√
1− x2)e−ixkdx =

sin(
√
k2 +m2)√
k2 +m2

,

where J0(z) is the Bessel function of order 0. Conclude that the fundamental
solution of the Klein–Gordon equation is given by

K(t, x) =
1

2
J0(m

√
t2 − x2)χ[−t,t](x)

and the solution of the initial value problem is

u(t, x) =
1

2

∂

∂t

∫ x+t

x−t
J0(m

√
t2 − (x− y)2)g(y)dy

+
1

2

∫ x+t

x−t
J0(m

√
t2 − (x− y)2)h(y)dy.

(Hint: To compute the integral insert the power series for J0 and express it as
a sum of the integrals Ij(k) := 1

2

∫ 1
−1(1− x2)je−ixkdx. Then use integration

by parts to express I ′j in terms of Ij+1.)

Problem* 4.23. Verify that (4.29) is in C2 and solves the inhomogeneous
wave equation provided f ∈ C0;1(R2).
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Problem 4.24. Consider the wave equation with initial conditions g, h sup-
ported in a compact interval [−R,R]. Show that for t > R one has equipar-
tition of energy: ∫

R
ut(t, x)

2dx =

∫
R
ux(t, x)

2dx.

4.5. Dispersion

Of course any linear partial differential equation with constant coefficients
can in principle be solved using the Fourier transform. In addition to explicit
solution formulas this can also provide profound insight into the behavior of
these solutions. To explain this further, suppose we have a linear equation
with constant coefficients. The Fourier transform writes the solution as a
superposition of sinusodial waves (also plane waves) of the form

u(t, x) = ei(kx−ωt). (4.31)

In principal, the solution of the ordinary differential equation could also
involve powers of t, but we will ignore this here. In this context k is known
as the wave number and ω as the angular frequency. The wave length
is then 2π

|k| and the period is 2π
|ω| . The wave will travel with speed

c =
ω

k
(4.32)

either to the right (c > 0) or to the left (c < 0). Inserting this ansatz into
for example the transport equation ut + c ux = 0 gives

ω(k) = ck. (4.33)

This connection between the angular frequency and the wave number is
characteristic for the equation and is known as dispersion relation. Hence
we have sinusodial waves for all wave numbers k and all travel with the same
speed. In particular, taking superpositions we have

u(t, x) =
1√
2π

∫
R

pg(k)ei(kx−ω(k)t)dk =
1√
2π

∫
R

pg(k)eik(x−ct)dk = g(x− ct),

(4.34)
which just shows that any superposition also travels with the same speed. A
result we have already derived before.
Example 4.1. In the case of the wave equation the dispersion relation reads

ω(k)2 = c2k2 (4.35)

and again our sinusodial waves either travel to the left or right, but all with
the same speed c. So taking superpositions as in the case of the transport
equation, we get the sum of two waves, one traveling to the left and one
traveling to the right. Again in agreement with our previous findings. ⋄
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Example 4.2. In the case of the heat equation the dispersion relation reads

ω(k) = −ik2. (4.36)

Hence we do not get sinusoidal waves but decaying solutions u(t, x) =

eikx−k
2t (or cos(kx)e−k

2t and sin(kx)e−k
2t if you prefer real solutions). This

is known as dissipation. ⋄

Next let us look at the Korteweg–de Vries (KdV) equation8

ut + uxxx + 6uux = 0, (4.37)

which appears as a model for waves in shallow water. To obtain a linear
equation we will consider waves with small amplitude and neglect the non-
linear term:

ut + uxxx = 0. (4.38)

In this case the dispersion relation reads

ω(k) = −k3. (4.39)

Now the big difference is that sinusodial waves with different wave numbers
k will travel with different speeds

c(k) =
ω(k)

k
= −k2 (4.40)

and this is known as dispersion. As with the transport equation, all waves
travel in the same direction and hence this model is unidirectional. The effect
of dispersion is that general wave packets will no longer travel with constant
speed but will dissolve with time. To understand this mathematically, we
take again superpositions

u(t, x) =
1√
2π

∫
R

pg(k)ei(kx−ω(k)t)dk =
1√
2π

∫
R

pg(k)ei(kx+k
3t)dk. (4.41)

Rather than trying to compute this integral, we will try to understand the
asymptotic behavior of the solution as t→ ∞. Since we expect wave profiles
to travel, it does not make much sense to look at this limit for fixed x. Instead
we will fix a speed c = x

t and look at the limit along the ray x = ct. Hence
we are interested in the asymptotics of the following oscillatory integral

I(t) :=

∫
R
A(k)eiϕ(k)tdk, (4.42)

where in our case the amplitude and phase are given by

A(k) =
pg(k)√
2π
, and ϕ(k) = kc+ k3. (4.43)

8Diederik Korteweg (1848–1941), Dutch mathematician
8Gustav de Vries (1866–1934), Dutch mathematician

http://en.wikipedia.org/wiki/Diederik Korteweg
http://en.wikipedia.org/wiki/Gustav de Vries
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Figure 4.1. Real part of eiϕ(k)t for the linearized KdV equation at
t = 10 with stationary phase points at k = ±1

Expanding ϕ into a Taylor series shows that the local frequency of exp(iϕ(k)t)
at k0 is given by ϕ′(k0)t. These oscillations will increase with t and lead to
cancellations in the integral. In particular, this factor will oscillate slower
in neighborhoods of points where ϕ′(k0) = 0. These points are known as
stationary phase points (cf. Figure 4.1). In our example the stationary
phase points are given by

±k0, k0 :=

√
− c
3
, c ≤ 0, (4.44)

and there are no stationary phase points (at least on the real line, where
integration takes place) for c > 0. For c < 0 we have two points with
ϕ′′(k0) = 6k0 ̸= 0 while for c = 0 we have ϕ′′(0) = 0 but at least ϕ′′′(0) = 6
is nonvanishing.

Lemma 4.8 (van der Corput9). Suppose ϕ ∈ Cn+1([a, b]) is real-valued and
satisfies |ϕ(n)(k)| ≥ ε > 0 plus ϕ′(k) monotone if n = 1. Then∣∣∣∣∫ b

a
eiϕ(k)tdk

∣∣∣∣ ≤ Cn

(εt)1/n
, t > 0. (4.45)

Here the constant depends only on n and not on the interval (a, b).

Proof. By a simple scaling we can assume ε = 1 without loss of generality.
We use induction and start with the case n = 1. Using integration by parts
shows ∫ b

a
eiϕ(k)tdk =

∫ b

a

1

iϕ′(k)t

(
d

dk
eiϕ(k)t

)
dk

=
eiϕ(b)t

iϕ′(b)t
− eiϕ(a)t

iϕ′(a)t
−
∫ b

a

(
d

dk

1

iϕ′(k)t

)
eiϕ(k)tdk.

9Johannes van der Corput (1890–1975), Dutch mathematician

http://en.wikipedia.org/wiki/Johannes van der Corput
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Since |ϕ′(k)| ≥ 1 the two boundary terms can be estiamted by 1
t and for the

integral we obtain (using that ϕ′′ is of one sign since ϕ′ is assumed monotone)∣∣∣∣∫ b

a

(
d

dk

1

iϕ′(k)t

)
eiϕ(k)tdk

∣∣∣∣ ≤ 1

t

∣∣∣∣∫ b

a

(
d

dk

1

ϕ′(k)

)
dk

∣∣∣∣
=

1

t

∣∣∣∣ 1

ϕ′(b)
− 1

ϕ′(a)

∣∣∣∣ ≤ 2

t
.

Hence the claim holds with C1 = 4.
Now consider the induction step and assume |ϕ(n+1)(k)| ≥ 1. Then

ϕ(n)(k) is monotone and can have at most one zero. Let k0 be this zero or,
if there is no zero, choose k0 such that |ϕ(n)(k0)| gets minimal (i.e., one of
the boundary points). Then we have |ϕ(n)(k)| ≥ δ for |k − k0| ≥ δ since
|ϕ(n+1)(k)| ≥ 1.

Hence the induction hypothesis implies∣∣∣∣∣
∫
|k−k0|≥δ

eiϕ(k)tdk

∣∣∣∣∣ ≤ 2Cn

(δt)1/n
,

which combined with the trivial estimate
∣∣∣∫|k−k0|≤δ eiϕ(k)tdk∣∣∣ ≤ 2δ gives∣∣∣∣∫ b

a
eiϕ(k)tdk

∣∣∣∣ ≤ 2δ +
2Cn

(δt)1/n
.

Choosing δ = t−1/(n+1) establishes the claim with Cn+1 = 2(Cn + 1). □

Now this immediately gives us a corresponding estimate for our oscilla-
tory integral I(t).

Theorem 4.9. Suppose the phase ϕ satisfies the assumptions of the van der
Corput lemma and suppose A ∈ C1([a, b]) is bounded and has an integrable
derivative. Then∣∣∣∣∫ b

a
A(k)eiϕ(k)tdk

∣∣∣∣ ≤ Cn
(
|A(a)|+ |A(b)|+

∫ b
a |A

′(k)|dk
)

(εt)1/n
. (4.46)

In the case A ∈ C1(R) with both A′ integrable and lim|k|→∞A(k) = 0 we
have ∣∣∣∣∫

R
A(k)eiϕ(k)tdk

∣∣∣∣ ≤ Cn
∫
R |A′(k)|dk
(εt)1/n

. (4.47)

Proof. Abbreviate Φ(k) :=
∫ k
k0
eiϕ(r)tdr, where k0 ∈ (a, b) and note that

|Φ(k)| ≤ Cn(εt)
−1/n by the van der Corput lemma. Now∣∣∣∣∫ b

a
A(k)Φ′(k)dk

∣∣∣∣ = ∣∣∣∣A(b)Φ(b)−A(a)Φ(a)−
∫ b

a
A′(k)Φ(k)dk

∣∣∣∣
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from which the first claim follows. In the case of R take limits a→ −∞ and
b→ ∞. □

For our linearized KdV equation this implies

|u(t, x)| ≤ C3

(6t)1/3

∫
R
|pg′(k)|dk, (4.48)

which applies for all x ∈ R. If we look at the sector x
t ≥ c0 > 0 we have

ϕ′(k) = c + 3k2 ≥ c0 and hence we have the stronger estimate (since ϕ′ is
not monotone we need to split the interval)

|u(t, x)| ≤ 2C1

c0t

∫
R
|pg′(k)|dk, x

t
≥ c0. (4.49)

Similarly, we obtain a stronger estimate for the sector x
t ≤ −c0 < 0. To do

this we split the integral into neighborhoods of the stationary phase points,
where we apply our result with n = 2, and the rest, where we apply our
result with n = 1. This shows

|u(t, x)| ≤ C√
t

∫
R
|pg′(k)|dk, −x

t
≥ c0. (4.50)

In fact, since only the contributions of the small neighborhoods decay like
O(t−1/2), while the rest contributes O(t−1), this suggests to investigate the
contribution of such a stationary phase point. This is known as the method
of stationary phase.

Theorem 4.10. Suppose ϕ ∈ C4((a, b)) and A ∈ C2((a, b)) with A bounded
and A′ integrable. Suppose (a, b) contains precisely one stationary phase
point k0 with ϕ′′(k0) ̸= 0 and |ϕ′(k)| ≥ ε > 0 outside a neighborhood of k0.
Then∫ b

a
A(k)eiϕ(k)tdk = A(k0)e

i sign(ϕ′′(k0))
π
4
+iϕ(k0)t

√
2π

|ϕ′′(k0)|t
+O(t−1). (4.51)

Proof. As argued above we can take (a, b) to be an arbitrary small neigh-
borhood of k0. Moreover, we can use a change of coordinates κ ∈ C3 such
that ϕ(k) has the simple standard form (Problem 4.28)

ϕ(k)− ϕ(k0) =
σ

2
κ(k − k0)

2, σ := sign(ϕ′′(k0)),

and such that (b − k0, a − k0) is mapped to (−δ, δ). In this new coordinate
our integral reads

I0(t) = eiϕ(k0)t
∫ δ

−δ
B(κ)ei

σt
2
κ2dκ, B(κ) :=

A(k0 + k)

κ′(k)
.
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Figure 4.2. A Gaussian initial condition evolving according to the lin-
earized KdV equation, forming a dispersive tail.

Here B ∈ C2 with B(0) = A(k0)√
|ϕ′′(k0)|

. Now write B(κ) = B(0) + κC(κ) with

C ∈ C1. Then, using integration by parts, we see∫ δ

−δ
C(κ)κei

σt
2
κ2dκ =

1

iσt

(
C(κ)ei

σt
2
κ2
∣∣∣δ
−δ

−
∫ δ

−δ
C ′(κ)ei

σt
2
κ2dκ

)
= O(t−1).

Thus

I0(t) =
2A(k0)√
|ϕ′′(k0)|t

eiϕ(k0)t
∫ δ

√
t

0
ei

σ
2
κ2dκ+O(t−1).

Now the integral on the right is the famous Fresnel integral and its limit
as t → ∞ is eiσπ/4

√
π
2 (Problem 4.29). Moreover, invoking once more the

van der Corput lemma, the difference between this integral and its limit is
O(t−1), which finishes the proof. □

Of course this result is just the tip of the iceberg and we refer to [23] for
more on the stationary phase method.

In our case this gives (recall k0 =
√
− x

3t)

u(t, x) = Re
(

pg(k0)e
i(k0x+tk30+

π
4
)
)√ 2

3k0t
+O(t−1), −x

t
≥ c0, (4.52)

and is illustrated in Figure 4.2. The initial condition is a Gaussian which
travels to the left thereby dissolving into a dispersive tail.

Finally, let us compute the fundamental solution of the linearized KdV
equation. The problem is that we cannot take the inverse Fourier transform
of eitk3 . Hence we investigate the truncated integral

Kr(t, x) :=
1

2π

∫ r

−r
eitk

3+ixkdk. (4.53)
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Figure 4.3. The Airy function Ai(x).

Using ϕ(k) = k3 + ck with c = x
t fixed, the van der Corput lemma gives us

an a priori bound

|Kr(t, x)| ≤
C3

2π(6|t|)1/3
. (4.54)

Moreover, integration by parts shows∫ r

a
eitϕ(k)dk =

eitϕ(k)

itϕ′(k)

∣∣∣r
k=a

+
1

it

∫ r

a

ϕ′′(k)

ϕ′(k)2
eitϕ(k)dk. (4.55)

Hence the limit
K(t, x) := lim

r→∞
Kr(t, x) (4.56)

exist and if g, pg are integrable we get

u(t, x) = lim
r→∞

1√
2π

∫ r

−r
eitk

3+ixk
pg(k)dk

= lim
r→∞

∫
R
Kr(t, x− y)g(y)dy =

∫
R
K(t, x− y)g(y)dy

thanks to our a priori bound. In summary we obtain that the fundamental
solution is given by

K(t, x) = (3t)−1/3Ai((3t)−1/3x), (4.57)

where

Ai(x) :=
1

2π

∫
R
eik

3/3+ixkdk =
1

π

∫ ∞

0
cos(k3/3 + xk)dk (4.58)

is the Airy function10 (see Figure 4.3). Of course the integral is to be
understood as an improper Riemann integral (i.e.,

∫
R = limr→∞

∫ r
−r) as

explained above.

10George Biddell Airy (1801–1892), English mathematician and astronomer

http://en.wikipedia.org/wiki/George Biddell Airy
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We close this section with a remark about the KdV equation. We have
seen that the linearized version causes solutions to decay. On the other
hand, if we drop the uxxx term, we obtain Burgers’ equation which leads to
breaking of waves. It turns out that in the KdV equation both effects can
compensate each other and lead to stable wave profiles, known as solitons,
which evolve without changing their shape. In fact, you can easy check that

u(t, x) =
c

2 cosh
(√c

2 (x− ct− x0)
)2 (4.59)

solves the KdV equation. Note that the amplitude is proportional to the
speed c, while the width of the wave is proportional to c−1/2. Taller waves
travel faster and are more narrow.

One can show that any nice decaying initial condition will split into a
dispersive tail traveling to the left plus a finite number of solitons (Fig-
ure 4.4). In this sense the solitons are the stable parts of arbitrary initial
conditions. In fact, solitons were first observed by the naval engineer John
Scott Russell11 in the Union Canal in Scotland. However, at his time not
much attention was paid to this discovery. Following experiments by Russell
there were theoretical investigations by Rayleigh12 and Boussinesq13. The
latter derived the KdV equation which was later rediscovered by Korteweg
and his student de Vries. However, the KdV equation still did not receive
much attention after this until Zabusky14 and Kruskal15 discovered numer-
ically that solutions decompose into solitons and used this to explain the
famous Fermi–Pasta–Ulam–Tsingou experiment.16 At that moment
the theory of solitons started to explode and turned into one of the most
active areas in mathematical physics. While the KdV equation was soon
formally solved by Gardner17, Greene18, Kruskal and Miura19 by what is to-
day known as the inverse scattering transform, a rigorous mathematical
treatment establishing the aforementioned soliton asymptotics is a quite for-
midable task (known as soliton resolution conjecture). Needless to say,
that this is well beyond our mathematical tool box.

11John Scott Russell (1808–1882), Scottish civil engineer, naval architect and shipbuilder
12John William Strutt, 3rd Baron Rayleigh (1842–1919), English physicist
13Joseph Boussinesq (1842–1929), French mathematician and physicist
14Norman Zabusky (1929–2018), American physicist
15Martin David Kruskal (1925–2006), American mathematician and physicist
16Enrico Fermi (1901–1954), Italian (later naturalized American) physicist
16John Pasta (1918–1981), American computational physicist and computer scientist
16Stanislaw Ulam (1909–1984), Polish-American mathematician and nuclear physicist
16Mary Tsingou (*1928), American physicist and mathematician
17Clifford S. Gardner (1924–2013), American mathematician
18John M. Greene (1928–2007), American theoretical physicist and applied mathematician
19Robert M. Miura (1938–2018), American mathematician

http://en.wikipedia.org/wiki/John Scott Russell
http://en.wikipedia.org/wiki/John William Strutt, 3rd Baron Rayleigh
http://en.wikipedia.org/wiki/Joseph Boussinesq
http://en.wikipedia.org/wiki/Norman Zabusky
http://en.wikipedia.org/wiki/Martin David Kruskal
http://en.wikipedia.org/wiki/Enrico Fermi
http://en.wikipedia.org/wiki/John Pasta
http://en.wikipedia.org/wiki/Stanislaw Ulam
http://en.wikipedia.org/wiki/Mary Tsingou
http://en.wikipedia.org/wiki/Clifford S. Gardner
http://en.wikipedia.org/wiki/John M. Greene
http://en.wikipedia.org/wiki/Robert M. Miura
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Figure 4.4. A solution of the KdV equation has split into three solitons
traveling to the right and a dispersive tail traveling to the left.

Problem 4.25. Find the dispersion relation of the beam equation

utt + uxxxx = 0.

Problem 4.26. Consider the partial differential equation

ut =
m∑
j=0

cj∂
j
xu, u(0, x) = g(x),

whose solution in Fourier space is formally given by pu(t, k) = e−iω(k)t
pg(k).

Compute ω and answer the following questions in terms of ω (assuming the
solution is well defined, say pg rapidly decaying and Im(ω) ≤ 0):

• Is
∫
R u(t, x)dx a constant of motion?

• Is
∫
R |u(t, x)|2dx a constant of motion?

• Is the propagation speed finite or infinite?

Problem 4.27. Find the asymptotics of the oscillatory integral

I(t) :=

∫
R

1

1 + k2
ei(k

3/3−k2/2)tdk.

Problem* 4.28. Let ϕ ∈ C3 with ϕ′(k0) = 0 and ϕ′′(k0) ̸= 0. Show that
there is a local change of coordinates κ ∈ C2 such that ϕ(k) − ϕ(k0) =
σ
2κ(k− k0)

2, σ := sign(ϕ′′(k0)), holds in a neighborhood of k0. In particular,
κ(0) = 0, κ′(0) =

√
|ϕ′′(k0)|, and κ′′(0) = σ

3
√

|ϕ′′(k0)|
ϕ′′′(k0). Moreover, if

ϕ ∈ C4, then κ ∈ C3.

Problem* 4.29. Compute the Fresnel integral20

lim
R→∞

∫ R

0
ei

x2

2 dx = eiπ/4
√
π

2
.

20Augustin-Jean Fresnel (1788 –1827), French civil engineer and physicist

http://en.wikipedia.org/wiki/Augustin-Jean Fresnel
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(Hint: Consider
√

2
π

∫ r
0

∫∞
0 ey(i−t

2)dt dy and use Fubini.)

Problem 4.30. Consider the oscillatory integral (4.42) under the assump-
tions of the van der Corput lemma with n ≥ 2. Suppose A is in the Wiener
algebra, that is,

A(k) =

∫
R
eikx f(x)dx

with f integrable. Then

|I(t)| ≤ Cn

(εt)1/n

∫
R
|f(x)|dx, t > 0.

where Cn is the constant from the van der Corput lemma. (Hint: Fubini.)

Problem 4.31. Consider the Schrödinger equation21

−iut = uxx, u(0, x) = g(x).

Compute the dispersion relation and establish the dispersive estimate

|u(t, x)| ≤ C2√
2|t|

∫
R
|g(x)|dx.

(Hint: Problem 4.30.)

Problem* 4.32. Use the integral representation for the Bessel function
Jn(x) from Problem 3.24 to establish the asymptotics (3.96) (for integer or-
der as x→ ∞ with error O(x−1/2) instead of O(x−1)).

Problem 4.33. Show that

Ai(x) :=
1

2π

∫
R
ei(k+iε)3/3+ix(k+iε)dk, ε > 0,

where now the integrand is integrable. Use this representation to show that
Ai solves Airy’s equation

u′′ − xu = 0.

Note that this is a special case (a = 1
2 , b =

2
3 i, c =

3
2 , ν = 1

3) of Lommel’s
equation from Problem 3.21. Moreover, with ω = ei2π/3 show that Ai(ωx),
Ai(ω2x) are again solutions and

Ai(x) + ωAi(ωx) + ω2Ai(ω2x) = 0.

Problem 4.34. Show that the Airy function satisfies

Ai(x) =
e−2x3/2/3

2π

∫
R
eik

3/3−
√
xk2dk, | arg(x)| < π.

21Erwin Schrödinger (1887–1961), Austrian physicist

https://en.wikipedia.org/wiki/Erwin_Schr%C3%B6dinger
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Use this to show

|Ai(x)| ≤ e−2x3/2/3

2
√
πx1/4

, Ai(x) =
e−2x3/2/3

2
√
πx1/4

(
1 +O(x−6/4)

)
for x > 0 and

|Ai(x)| ≤ 1
√
π(−x)1/4

, Ai(x) =
sin(23(−x)

3/2 + π
4 )√

π(−x)1/4
+O((−x)−7/4)

for x < 0. (Hint: Suppose x > 0 and choose ε =
√
x in the integral repre-

sentation from the previous problem. To get it for | arg(x)| < π invoke the
identity theorem. Now for x > 0 use a Taylor expansion for eik

3/3 and for
x < 0 use Ai(−x) = −ωAi(−ωx)− ω2Ai(−ω2x) established in the previous
problem.)

Problem 4.35. Find all traveling wave solutions, that is, solutions of the
form u(t, x) = v(x − ct), of the KdV equation (4.37). (Hint: Insert this
ansatz and integrate once to obtain v′′ +3v2 − cv+ a = 0. Use a translation
to eliminate the linear term and note that this can be viewed as Newton’s
equation for a particle in a potential.)

4.6. Symmetry groups

Many partial differential equations are invariant under certain group actions.
In such a situation one can apply the group action in order to get new
solutions out of old ones. Let us for example look at the heat equation
ut = uxx. Two obvious symmetries are space and time translations

(t, x) 7→ (t+ ε, x) (t, x) 7→ (t, x+ ε), (4.60)

which show that if u is a solution, so will be

u(t+ ε, x) and u(t, x+ ε). (4.61)

Also easy to spot is the scaling symmetry

(t, x) 7→ (e2εt, eεx), (4.62)

which shows that if u is a solution, so will be

u(e2εt, eεx). (4.63)

However, apart from linearity, there are two more group actions which leave
solutions invariant:

e−εx+ε
2tu(t, x− 2εt),

1√
1 + 4εt

e−
εx2

1+4εtu
( t

1 + 4εt
,

x

1 + 4εt

)
. (4.64)

While it is straightforward to verify these formulas (please do it!), it remains
a mystery how they were found. It turns out there is a fully fledged theory
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behind this developed by Sophus Lie22. In fact, he invented Lie groups
precisely for this purpose! This theory is beyond our scope and I refer to [26]
for further details (the heat equation is discussed in Example 2.41 of [26]).
Also note that many computer algebra systems have packages for computing
the (continuous) symmetry groups of a given differential equation.

Here we want to point out another fruitful approach, namely to look for
group invariant solutions. For example, consider a linear combination of the
scaling symmetry from above and the scaling of the solution u:

(t, x, u) 7→ (e2εt, eεx, e2αεu), α ∈ R. (4.65)

Such solutions are known as similarity solutions. This suggests to make
a change of coordinates y = x√

t
, v = t−αu such that the new coordinates are

invariant. This gives the ordinary differential equation

vyy +
y

2
vy − αv = 0. (4.66)

In the case α = 0 this leads to the solution

u(t, x) = c1 + c2 erf(
x

2
√
t
), (4.67)

where erf(z) = 2√
π

∫ z
0 e−t

2
dt is the Gauss error function. Differentiat-

ing with respect to x and choosing c2 = 1
2 gives the fundamental solu-

tion Φ. In the general case one uses the standard transformation w(y) =

e1/2
∫
(y/2)dyv(y) = ey

2/8v(y) to eliminate the first order derivative,

wyy =
(
α+

1

4
+
y2

16

)
w, (4.68)

which is Weber’s equation. The solutions are the parabolic cylinder
functions [25, (12.2.1)]. If α = n+1

2 with n ∈ N0 they can be expressed in
terms of Hermite polynomials Hn (cf. Problem 4.2) giving

u(t, x) = t−(n+1)/2Hn(
x

2
√
t
)e−x

2/(4t). (4.69)

Again the case n = 0 gives the fundamental solution since H0(x) = 1. See
[26, Chapter 3] for more on group invariant solutions (the heat equation is
discussed in Example 3.3).

Problem 4.36. Show that if u ∈ C3 is a solution of the heat equation, so is

v(t, x) := xux(t, x) + 2tut(t, x).

(Hint: Use (4.63).)

Problem 4.37. Look for similarity solutions of the linearized Korteweg–de
Vries equation (4.38). Derive the corresponding differential equation (you do
not need to solve it).

22Sophus Lie (1842–1899), Norwegian mathematician

http://dlmf.nist.gov/12.2.E1
http://en.wikipedia.org/wiki/Sophus Lie




Chapter 5

The Laplace equation

Before we begin, we recall some basic facts and fix our notation:
A nonempty and open subset U ⊆ Rn is called a domain. We will write

Br(x) := {y ∈ Rn| |x − y| < r} for the open ball of radius r centered at
x ∈ Rn (we do not display the dimension n explicitly as it will be always
clear from the context). Of course we use the usual Euclidean distance
|x| :=

√∑n
j=1 x

2
j on Rn. The corresponding closed ball will be denoted by

B̄r(x) := {y ∈ Rn| |x − y| ≤ r}. The boundary of U will be denoted by
∂U := U \ U , where U is the closure of U . The boundary of a ball is of
course ∂Br(x) := {y ∈ Rn| |x− y| = r}. Recall that the distance

dist(x, U) := inf
y∈U

|y − x| (5.1)

is a continuous functions and hence attains its minimum on every compact
set K by the extreme value theorem of Weierstrass. Thus if K ⊂ U is
compact, then all points from K are a positive distance away from ∂U since
the boundary consists precisely of those point for which the distance to U is
zero. In particular we have B̄r(x) ⊂ U if and only if dist(x, ∂U) > r.

A set U will be called connected if there is no nontrivial subset which
is both open and closed (in the relative topology). In other words, if U is
connected, then any nonempty subset which is both open and closed is equal
to U .

We will also employ the usual multi-index notation for partial derivatives
(see Appendix A.1) and some basic facts from multi-dimensional integration
theory, in particular surface measure and the Gauss–Green1 theorem (see
Appendix A.2). In this context we will use the term integrable in a naive

1George Green (1793–1841), British mathematical physicist

103

http://en.wikipedia.org/wiki/George Green (mathematician)
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Figure 5.1. The harmonic function xy

way. So you can read it as either (absolutely) Riemann integrable or, if you
are familiar with the Lebesgue2 integral, as measurable with a finite integral
of the absolute value. In particular, we always understand it as absolutely
integrable, that is, in case of an improper Riemann integral we assume it to
converge absolutely.

5.1. Harmonic functions

We have already encountered the Laplace equation

∆u =
n∑
j=1

uxjxj = 0, (5.2)

discovered by Laplace in his study of celestial mechanics.
In one dimension the situation is quite simple since the only solutions

are affine functions. Hence we will assume n ≥ 2 throughout this chapter. In
higher dimensions it is easy to come up with further examples. For example

u(x, y) = x2 − y2 (5.3)

is a solution in two dimensions. Since the equation is linear, linear combi-
nations of solutions will be again solutions and so will be any translation,
scaling, or rotation of a solution since the Laplace equation is invariant under
these operations. For example, if we rotate the above solution by 45 degrees
we get the new solution (Figure 5.1)

v(x, y) = u
(x− y√

2
,
x+ y√

2

)
= −2xy. (5.4)

Moreover, if a solution is sufficiently smooth, its derivatives will again be
solutions since partial derivatives commute by Schwarz’ lemma.3

2Henri Lebesgue (1875–1941), French mathematician
3Hermann Schwarz (1843–1921), German mathematician

http://en.wikipedia.org/wiki/Henri Lebesgue
http://en.wikipedia.org/wiki/Hermann Schwarz
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In fact, in two dimensions it is easy to produce many more examples since
the Cauchy–Riemann differential equations from complex analysis imply that
both real and imaginary part of a holomorphic function solve the Laplace
equation. So it is not surprising, at least in two dimensions, that solutions
of the Laplace equation share many of the nice properties of holomorphic
functions. The stunning fact is, that this remains true in higher dimensions.

In one dimension the value of a solution in the middle of an interval will
be precisely the mean value of its boundary values and we call such functions
harmonic. Similarly, in two dimensions the Poisson integral (3.108) applied
to a ball Br(x) and evaluated in the center (note P0(r, ϑ) = 1) gives

u(x) =
1

2π

∫ π

−π
u(x+ r(cos(ϑ), sin(ϑ)))dϑ. (5.5)

It turns out that this property is characteristic for solutions of the Laplace
equation in arbitrary dimensions and we will take it as the starting point for
our investigations.

Let U ⊆ Rn be a domain. A function u ∈ C(U) is called harmonic if it
satisfies the Gauss mean value property

u(x) =
1

nVn

∫
Sn−1

u(x+ rω)dσn−1(ω) (5.6)

for every ball B̄r(x) ⊂ U . Here Vn denotes the volume of the unit ball B1(0)
in Rn and consequently nVn is the surface of the unit sphere Sn−1 = ∂B1(0).
The fact that we require B̄r(x) ⊂ U implies that the boundary of this ball
∂Br(x) is within U and hence u is well-defined on ∂Br(x). In this context
let us emphasize, that u is not required to have an continuous extension to
U . It could get arbitrarily wild when we approach the boundary of U .

Note that if u is harmonic, it also automatically satisfies a corresponding
mean value property where the integral is taken over the ball rather than over
its boundary. The volume of a ball of radius r is of course |Br(x)| = Vnr

n

and we will frequently omit the center and just write |Br|. Similarly, the
surface area of a sphere of radius r is |∂Br(x)| = nVnr

n−1 and we will again
write |∂Br| for brevity.

Lemma 5.1. Let u be harmonic in U . Then

u(x) =
1

|Br|

∫
Br(x)

u(y)dny (5.7)

for every ball B̄r(x) ⊂ U .
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Proof. A simple calculation using

1

|Br|

∫
Br(x)

u(y)dny =
1

Vnrn

∫ r

0

(∫
Sn−1

u(x+ sω)dσn−1(ω)

)
sn−1ds

=
1

Vnrn

∫ r

0
(nVnu(x)) s

n−1ds = u(x). □

We first show that harmonic functions are in fact smooth.

Lemma 5.2. Let u be harmonic in U . Then u ∈ C∞(U).

Proof. Take a nonnegative radial function ηr ∈ C∞
c (Br(0)) normalized such

that we have
∫
Br(0)

ηr(x)d
nx = 1 and consider the convolution ur := ηr ∗ u

(setting u(x) = 0 for x ̸∈ U). Then ur ∈ C∞(Rn) since ∂α(ηr∗u) = (∂αηr)∗u.
Moreover, if B̄r(x) ⊆ U we have

ur(x) =

∫
Br(0)

ηr(y)u(x− y)dny =

∫ r

0
ηr(s)s

n−1

∫
Sn−1

u(x− sω)dσn−1(ω)ds

= nVn

∫ r

0
ηr(s)s

n−1u(x)ds = u(x).

In particular, this holds for every x with dist(x, ∂U) > r and hence u is
smooth on this set. Since r > 0 is arbitrary, the claim follows. □

We leave it to the reader familiar with Lebesgue integration to check that
the same proof works if we require u to be merely locally integrable instead
of continuous in the definition of a harmonic function.

Since continuity as well as the mean value property are preserved under
uniform limits we get:

Theorem 5.3. Let uk be a sequence of harmonic functions in U which con-
verges uniformly to some function u on compact subsets of U . Then u is
harmonic on U .

Now we can show that the harmonic functions are precisely the solutions
of the Laplace equation.

Theorem 5.4 (Gauss–Koebe4). A function u is harmonic in U if and only
if it solves the Laplace equation in U .

Proof. Let u ∈ C2(U), fix x ∈ U and set

ϕ(r) :=
1

nVn

∫
Sn−1

u(x+ rω)dσn−1(ω)

4Paul Koebe (1882–1945), German mathematician

http://en.wikipedia.org/wiki/Paul Koebe
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for r < r0 := dist(x, ∂U). Then ϕ ∈ C([0, r0)) ∩ C1(0, r0) with derivative
given by

ϕ′(r) =
1

nVn

∫
Sn−1

∇u(x+ rω) · ω dσn−1(ω)

and
ϕ(0) = lim

r↓0
ϕ(r) =

1

nVn

∫
Sn−1

u(x)dσn−1(ω) = u(x).

Moreover, observe that the integrand is a normal derivative and hence using
Green’s first identity we obtain

ϕ′(r) =
1

nVnrn−1

∫
∂Br(x)

∂u

∂ν
(y)dS(y) =

1

nVnrn−1

∫
Br(x)

∆u(y)dny.

Consequently ϕ is constant if u is a solution of the Laplace equation and
hence ϕ(r) = ϕ(0) = u(x) implies that u is harmonic. Conversely, if u is
harmonic we have ϕ(r) = u(x) implying 0 = ϕ′(r) = 1

nVnrn−1

∫
Br(x)

∆u(y)dny

for any ball B̄r(x) ⊂ U . Hence ∆u(y) = 0 for all y ∈ U . □

As an immediate consequence one obtains the strong maximum principle

Theorem 5.5 (Strong maximum principle). Suppose U ⊆ Rn is connected
and u is harmonic in U . If u attains its maximum in U , then u is constant.

Proof. Suppose u(x0) =M := supx∈U u(x) for some x0 ∈ U . Let B̄r(x0) ⊂
U and observe that (5.7) implies that in fact u(x) = M on Br(x0) (if it
were strictly smaller at some point, it would be smaller on a neighborhood
by continuity and thus the whole integral would be smaller). Hence the set
{x ∈ U |u(x) = M} is open. By continuity of u this set is also (relatively)
closed in U . Hence it must be all of U since U is assumed connected. □

Note that connectedness is crucial since if U consists of (at least) two
components, we can choose (for example) two different constants on the two
components to see that Theorem 5.5 fails in such a situation.

Since −u satisfies the same assumptions we also have a corresponding
minimum principle, that is, Theorem 5.5 holds if maximum is replaced by
minimum. The following version is also frequently used.

Corollary 5.6 (Maximum principle). Suppose U is bounded and u ∈ C(U)
is harmonic. Then u attains its maximum on the boundary:

max
x∈U

u(x) = max
x∈∂U

u(x). (5.8)

Proof. Since U is compact, the Weierstrass theorem implies that u attains
its maximum on U . Now if U is connected and the maximum is attained at
an interior point, then u is constant by Theorem 5.5 and hence the maximum
is also attained on the boundary. Hence the claim holds if U is connected. In



108 5. The Laplace equation

the general case we can write U =
⋃
· j Uj as a disjoint union of its connected

components Uj . Note that there can be at most countably many. By the first
part we have supx∈Uj

u(x) = maxx∈∂Uj
u(x) for every connected component

and since ∂Uj ⊆ ∂U the claim follows. □

Again we have a corresponding minimum principle. Moreover, the as-
sumption that U is bounded is crucial. Indeed, if U = Rn, then ∂U = ∅ and
there is no way the boundary values can control the maximum of u. But
even if we have some boundary, this is not sufficient. Consider for example
u(x) = x1x2 which vanishes on the boundary of U = {x ∈ R2|x1 > 0}. If we
add a condition to control the behavior at ∞, we can also cover this case:

Corollary 5.7. Let u be harmonic on U with

lim sup
k→∞

u(xk) ≤M (5.9)

for every sequence xk ∈ U converging either to a point in ∂U or to ∞. Then
u ≤M on U .

Here a sequence will be said to converge to ∞ if |xk| → ∞.

Proof. Pick a sequence yk such that u(yk) → M0 := supx∈U u(x). If yk is
unbounded, it has a subsequence converging to ∞ and hence M0 ≤ M by
assumption. Otherwise yk is bounded and has subsequence converging to
some point x. If x ∈ ∂U we obtain again M0 ≤ M . Otherwise x ∈ U with
u(x) = M0. Hence u = M0 on the connected component U0 containing x
and we can find a sequence xk ∈ U0 converging either to ∂U0 ⊆ ∂U (if this
set is nonempty) or to ∞ and thus again M0 ≤M . □

Of course we get a corresponding minimum principle by reversing the
inequalities and replacing lim sup by lim inf.

Applying the mean value property to ∂ju and invoking the Gauss–Green
theorem we get

∂ju(x) =
1

Vnrn

∫
Br(x)

(∂ju)d
ny =

1

Vnrn

∫
∂Br(x)

uνjdS (5.10)

and hence we obtain (using the Jensen5 inequality)

|∇u(x)| ≤ n

r
max
∂Br(x)

|u|. (5.11)

In fact, as long as we stay a fixed distance away from the boundary, we can
get a uniform estimate by taking the sup over the entire domain

sup
Ur

|∇u| ≤ n

r
sup
U

|u|, Ur := {x ∈ U | dist(x, ∂U) ≥ r}. (5.12)

5Johan Jensen (1859–1925)), Danish mathematician and engineer

http://en.wikipedia.org/wiki/Johan Jensen (mathematician)
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Iterating this result on layers with equal distance gives

Lemma 5.8. Suppose u is harmonic in U . Then

sup
Ur

|∂αu| ≤
(
n|α|
r

)|α|
sup
U

|u|. (5.13)

In particular, applying this on a ball B̄r(x) ⊂ U we get

|∂αu(x)| ≤
(
n|α|
r

)|α|
max
∂Br(x)

|u|. (5.14)

Proof. Indeed, let m := |α| and let ∂α = ∂j1 · · · ∂jm . Then

|∂αu(x)| ≤ nm

r
sup

Ur(1−1/m)

|∂j2 · · · ∂jmu| ≤
(nm
r

)2
sup

Ur(1−2/m)

|∂j3 · · · ∂jmu|

≤ · · · ≤
(nm
r

)m
sup
U

|u|. □

As a consequence we get

Theorem 5.9 (Liouville). Suppose u is harmonic on Rn and satisfies

lim
|x|→∞

u(x)

|x|m+1
= 0 (5.15)

for some m ∈ N0. Then u is a polynomial of degree at most m.

Proof. Fix x ∈ Rn and note that our assumption implies

lim
r→∞

1

rm+1
max
∂Br(x)

|u| = 0.

Letting r → ∞ in (5.14) we get ∂αu(x) = 0 for |α| > m. Hence u is a
polynomial of degree at most m by Taylor’s theorem. □

Of course the classical version, that a bounded harmonic function on Rn
is constant, follows immediately from the m = 0 case.

As another consequence we get that harmonic functions are real ana-
lytic, that is, they can be expanded into absolutely convergent power series
in the neighborhood of any point from U .

Theorem 5.10. A harmonic function u : U → R is real analytic in U .

Proof. We will show that u is given by its Taylor series

u(x) =
∑
α∈Nn

0

∂αu(x0)

α!
(x− x0)

α.
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To see this we will compare with the series (using the multinomial theorem)

1

1− (x1 + · · ·+ xn)
=

∞∑
k=0

(x1 + · · ·+ xn)
k =

∞∑
k=0

∑
|α|=k

k!

α!
xα =

∑
α

|α|!
α!

xα

which is obviously convergent for |x1| + · · · + |xn| < 1. Choosing a ball
B̄2r(x0) ⊂ U the estimate (5.13) gives

max
x∈B̄r(x0)

|∂αu(x)| ≤M

(
n|α|
r

)|α|
≤M

(ne
r

)|α|
|α|!, M := max

∂B2r(x0)
|u|,

since kk

k! ≤ ek (cf. Problem 5.4). This shows that our Taylor series converges
absolutely whenever |x1 − x0,1| + · · · + |xn − x0,n| < r

ne as well as that the
remainder converges to zero and hence u is given by its Taylor series. □

As an important consequence recall the unique continuation principle of
real analytic functions (Theorem A.4).

Corollary 5.11 (Unique continuation principle). Let U be connected and u
harmonic on U . If all derivatives of u vanish at some point in U (e.g., u
vanishes in a neighborhood of this point), then u vanishes on U .

Finally we look at the case of positive harmonic functions. The striking
fact is that the ratio between the maximum and the minimum on every
compact subset is bounded by a constant depending only on the subset!

Theorem 5.12 (Harnack inequality6). Suppose U is connected. Then for
every compact set K ⊂ U there is a constant C such that

1

C
≤ u(y)

u(x)
≤ C, x, y ∈ K, (5.16)

for all positive harmonic functions u in U .

Proof. Since we can exchange the roles of x and y it suffices to establish
the upper bound. The key observation is that for given x, y with |x − y| <
r < 1

2 dist(x, ∂U) (such that Br(y) ⊂ B2r(x) ⊂ U) we have

u(y) =
1

|Br|

∫
Br(y)

u dnz ≤ 2n

|B2r|

∫
B2r(x)

u dnz = 2nu(x)

for all positive harmonic functions on U . Moreover, by the triangle inequality
dist(y, ∂U) ≤ |x − y| + dist(x, ∂U) and hence |x − y| < r < 1

3 dist(y, ∂U)

implies |x− y| < r < 1
2 dist(x, ∂U) and the above inequality still holds.

Now set

S(x, y) := sup
{u(y)
u(x)

∣∣∣u is positive and harmonic on U
}

6Carl Gustav Axel Harnack (1851–1888), Baltic German mathematician

http://en.wikipedia.org/wiki/Carl Gustav Axel Harnack
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and let Fx := {y ∈ U |S(x, y) < ∞}. Since S(x, x) = 1 this set is clearly
nonempty. It is also open, since if y ∈ Fx, then our above estimate shows
S(x, z) ≤ 2nS(x, y) for all z with |z − y| < r < 1

2 dist(y, ∂U). Hence Fx is
open. Moreover, Fx is also closed. Indeed, let y ∈ Fx and choose z ∈ Fx
with |z − y| < r < 1

3 dist(y, ∂U). Then S(x, y) ≤ 2nS(x, z) implying y ∈ Fx.
Consequently Fx = U since U is connected.

Finally, for every (x, y) ∈ K ×K there is a neighborhood Br(x)×Bs(y)
(with r < 1

3 dist(x, ∂U) and s < 1
2 dist(y, ∂U)) such that S(x̃, ỹ) ≤ 4nS(x, y)

for all (x̃, ỹ) in this neighborhood. By compactness finitely many of these
neighborhoods cover K×K and hence S is bounded on K×K as desired. □

Note that if we multiply (5.16) by u(x), then the claim holds for non-
negative harmonic functions. However, if a nonnegative harmonic function
attains 0 on U , it vanishes identically by the strong maximum principle.

As an application we show

Theorem 5.13 (Harnack principle). Suppose U is connected and let uk be
an increasing sequence of harmonic functions in U . Then either uk converges
uniformly on compact subsets of U to a harmonic function u in U or uk(x) →
∞ for all x ∈ U .

Proof. If u(x) := limk→∞ uk(x) is finite for some x ∈ U , then applying
Harnack’s inequality to the nonnegative function uk − uj , k ≥ j, implies for
any compact set K ⊂ U that

uk(y)− uj(y) ≤ C(uk(x)− uj(x)), y ∈ K, j ≤ k,

where C is the Harnack constant for K ∪{x}. Hence uk converges uniformly
on compact subsets and its limit is harmonic by Theorem 5.3.

Otherwise, if limk→∞ uk(x) = ∞ we can choose K = {x, y} and invoke
again Harnack’s inequality to obtain uk(y)−u1(y) ≥ C(uk(x)−u1(x)), which
finishes the proof. □

This is only the tip of the iceberg. If you want to find out more about
harmonic functions I warmly recommend [3].

Problem 5.1. Show that for f ∈ C(Rn)and x ∈ Rn we have

lim
r↓0

1

Vnrn

∫
Br(x)

f(y) dny = lim
r↓0

1

nVnrn−1

∫
∂Br(x)

f(y) dS(y) = f(x).

Problem 5.2. Find all integrable harmonic functions u on Rn.

Problem 5.3. Show that zeros of harmonic functions are never isolated.
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Problem* 5.4. Establish the bounds

e
(n
e

)n
≤ n! ≤ e2

4

(
n+ 1

e

)n+1

for the factorial of integers. (Hint: Take logarithms and estimate the sums
by integrals.)

Problem 5.5. Show that a nonnegative harmonic function on Rn is con-
stant. Moreover, a harmonic function on Rn is constant if it is bounded
from above or from below. (Hint: Fix two points x, y and note that Br(x) ⊂
Br+d(y) for d := |x− y|.)

Problem 5.6. Find all harmonic functions u on R2 such that u(x, y) ≤
x2 − y2.

Problem 5.7. Find all harmonic functions u on R2 such that ux(x, y) <
uy(x, y).

Problem 5.8 (differential Harnack inequality). Suppose u is a positive
harmonic function on Br(x). Show

|∇u(x)| ≤ n

r
u(x).

This gives another proof that a positive harmonic function on Rn is constant.

Problem 5.9. An eigenfunction of −∆ is a function u ∈ C2(U) satisfying

−∆u = λu, λ ∈ R.

Show that u is real analytic. (Hint: Consider the function v(x1, . . . , xn+1) =

u(x1, . . . , xn)e
√
λxn.)

Problem 5.10 (Weyl7 lemma). A locally integrable function u is called
weakly harmonic if∫

U
u(x)∆φ(x)dnx = 0, ∀φ ∈ C∞

c (U).

Show that a weakly harmonic function is harmonic. (Hint: Proceed as in
Lemma 5.2 and use a mollifier of the form ηr(x) = r−nθ(x2/r2). Now note
that d

drηr(x) = r1−n∆xΘ(x2/r2))/2, where Θ(r) =
∫∞
r θ(s)ds.)

5.2. Subharmonic functions

We begin with the simple observation, that the proof of the maximum prin-
ciple does not require the full mean value property, but an inequality will
suffice. This suggests the following extension:

7Hermann Weyl (1885–1955), German mathematician

http://en.wikipedia.org/wiki/Hermann Weyl
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A continuous function v is called subharmonic in U if it satisfies the
submean property

v(x) ≤ 1

nVn

∫
Sn−1

v(x+ rω)dσn−1(ω) (5.17)

whenever r ≤ r0(x) < dist(x, ∂U). The fact that we require the submean
property only for sufficiently small balls will simplify some arguments later
on. Moreover, the submean property for all r < dist(x, ∂U) will then follow
automatically, as we will see below.
Example 5.1. In one dimension the harmonic functions are precisely the
linear functions and the subharmonic functions are the convex functions. In
this respect observe that the submean property in one dimension amounts to
midpoint-convexity, v(x+y2 ) ≤ v(x)+v(y)

2 , and Lemma 5.16 below will establish
convexity. ⋄

One calls v superharmonic if the inequality in the definition is reversed,
that is, if −v is subharmonic. We will formulate the following simple facts
only for the case of subharmonic functions and urge the reader to find the
corresponding formulation for superharmonic functions.

Inspecting the proofs for harmonic functions one infers:

Lemma 5.14. We have:

• A function v ∈ C2(U) is subharmonic if and only if ∆v ≥ 0.
• A subharmonic function satisfies the strong maximum principle,

that is, both Theorem 5.5 and Corollary 5.6 hold for subharmonic
functions.

Of course there is a price we have to pay since a subharmonic function
will not satisfy the minimum principle. On the other hand subharmonic
functions are much more flexible:

Lemma 5.15. The following constructions give again subharmonic func-
tions:

• If v is subharmonic, so is φ(v) for every convex and non-decreasing
function φ ∈ C(R).

• If v1, v2 are subharmonic, so is max(v1, v2) and α1v1 + α2v2 if
α1, α2 ≥ 0.

Proof. The first item follows from the fact that convex functions are con-
tinuous and Jensen’s inequality:

φ(v(x)) ≤ φ
( 1

|∂Br|

∫
∂Br(x)

v dS
)
≤ 1

|∂Br|

∫
∂Br(x)

φ(v) dS.

The second is immediate from the definition. □



114 5. The Laplace equation

Moreover, the following simple fact sheds some further light on the nam-
ing:

Lemma 5.16 (Subharmonic functions are subsolutions). If u ∈ C(U) is
harmonic and v ∈ C(U) subharmonic, then v ≤ u on ∂U implies v ≤ u on
all of U .

Proof. Apply the maximum principle to the subharmonic function v−u. □

Conversely, if for a ball B̄r(x) ⊂ U we have v ≤ u on Br(x), where u
is the harmonic function which coincides with v on ∂Br(x) (given by the
Poisson integral, to be established in Theorem 5.25 below), then

v(x) ≤ u(x) =
1

nVn

∫
Sn−1

v(x+ rω)dσn−1(ω). (5.18)

Hence the property from Lemma 5.16 uniquely characterizes subharmonic
functions. Incidentally this also shows that the submean property holds for
all balls B̄r(x) ⊆ U .

Finally, note that subharmonic functions are not only far more flexible,
but it is also easy to find concrete examples and invoke Lemma 5.16 to obtain
useful bounds.
Example 5.2. Let u ∈ C2(B1(0)) ∩ C(B̄1(0)). Then

u(x) ≤ max
∂B1(0)

u+
supB1(0)(−∆u)

2n
(1− |x|2).

To see this denote the right-hand side of the inequality by v and note that
∆v = − supB1(0)(−∆u). Hence u − v is subharmonic and hence u − v ≤ 0
as this holds on the boundary.

Note that applying the same argument to −u shows

max
B1(0)

|u| ≤ max
∂B1(0)

|u|+ 1

2n
sup
B1(0)

|∆u|. ⋄

Problem 5.11. Show that if u is harmonic, then φ(u) is subharmonic for
every convex function φ ∈ C(R).

Problem 5.12. Show that v is subharmonic if and only if

v(x) ≤ 1

|Br|

∫
Br(x)

v(y)dny

for every ball with sufficiently small radius r ≤ r0(x) < dist(x, ∂U). More-
over, in this case this holds for all r < dist(x, ∂U).
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5.3. The Newton potential and the Poisson equation on Rn

We now look at the inhomogeneous problem first studied by Poisson (a stu-
dent of Laplace and Lagrange) and hence known as Poisson equation

−∆u = f. (5.19)

We will consider the problem in Rn since this case can be solved explicitly.
But at this point it is of course unclear how one should obtain such a formula.
If you seek the advice of a physicist, you will get the hint to look for the
solution of the special problem

−∆Φ = δ, (5.20)

where δ is the Dirac delta function and then take the convolution to get the
solution of the original problem:

u(x) := (Φ ∗ f)(x) :=
∫
Rn

Φ(x− y)f(y)dny. (5.21)

Indeed, a simple calculation verifies −∆u = (−∆Φ) ∗ f = δ ∗ f = f . While
this might not make much sense from a rigorous point of view (at least at
this stage, without the theory of distributions at our disposal), we can still
try to follow this advice and see where it leads us.

So let us try to find the fundamental solution Φ first. Our friend
from physics tells us that the δ function is zero on Rn \ {0} and since it
is also radially symmetric, we look for a radial harmonic function which is
allowed to be singular at the origin. So let us try to find all such functions
and hope that the fundamental solution is among them. To this end we set
u(x) = φ(r), where r = |x| and compute

∆u = φ′′ +
n− 1

r
φ′ = 0, r > 0. (5.22)

This ordinary differential equation is of Euler type and its solution is easily
seen to be

φ(r) =

{
a log(r) + b, n = 2,
a

rn−2 + b, n ≥ 3.
(5.23)

So fortunately this does not leave us much choice for Φ and hence we define

Φ(x) :=

{
− 1

2π log(|x|), n = 2,
1

n(n−2)Vn|x|n−2 , n ≥ 3,
(5.24)

to be the fundamental solution of the Laplace equation. The choice of the
normalization constants will be justified in our theorem below. Note that we
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have Φ ∈ C∞(Rn \ {0}) with

∂jΦ(x) = − 1

nVn

xj
|x|n

,

∂j∂kΦ(x) = − 1

nVn

(
δj,k
|x|n

− n
xjxk
|x|n+2

)
. (5.25)

Moreover, we have the estimates

|∂jΦ(x)| ≤
1

nVn|x|n−1
, |∂j∂kΦ(x)| ≤

1

Vn|x|n
. (5.26)

In particular, Φ and ∂jΦ(x) are locally integrable while ∂j∂kΦ(x) is not.
The function u defined in (5.21) is called the Newton potential associ-

ated with f . Recall that in classical mechanics a conservative force field can
be written as the negative gradient of a potential field. According to New-
ton’s theory of gravitation, the fundamental solution in R3 is (up to physical
constants) the gravitational potential of a point mass, while u is the potential
of a mass distribution given by the density f . Similarly, in electrostatics, the
fundamental solution is (up to physical constants) the electrostatic potential
of a point charge, while u is interpreted as the electrostatic potential of the
charge density f .

Newton was the first to observe that the fundamental solution is har-
monic away from the origin. Accordingly one obtains that the Newton po-
tential is harmonic away from the support of f . To show this we record:

Lemma 5.17. Suppose f(x, y) : U × V ⊆ Rn × Rm → R is harmonic with
respect to x ∈ U for every y ∈ V and integrable with respect to y ∈ V for
every x ∈ U . Then if x 7→

∫
V |f(x, y)|dmy is locally integrable,∫

V
f(x, y)dmy (5.27)

is harmonic in U .

Proof. Use Fubini to verify that the mean value property holds. □

Corollary 5.18. Suppose n = 2 and f(y) log(e + |y|) is integrable or n ≥
3 and f(y)(1 + |y|)−n+2 is integrable. Then the Newton potential of f is
harmonic away from the support of f .

Proof. Abbreviate g(y) := log(e + y) for n = 2 and g(y) := (1 + y)−n+2 for
n ≥ 3. Then∫

Br(x0)
|Φ(x− y)|dnx ≤ Crg(|x0 − y|) ≤ Cr,x0g(|y|).

To see the first estimate we can chose x0 = 0 without loss of generality. Now
if |y| ≤ r + 1 we can estimate the integral by

∫
B2r+1(0)

|Φ(x)|dnx. And if
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|y| > r+1 we can estimate the integrand (up to a constant) by g(|y|+ r− e)

if n = 2 and g(|y| − r − 1) if n ≥ 3. Since g(|y|+r−e)
g(|y|) for n = 2 and g(|y|−r−1)

g(|y|)
for n ≥ 3 is bounded for |y| > r + 1, the first estimate follows. The last
argument also shows the second one.

Thus∫
Br(x0)

∫
Rn

|Φ(x− y)||f(y)|dnydnx ≤ Cr,x0

∫
Rn

g(|y|)|f(y)|dny

is finite and we can apply the previous lemma. □

That the Newton potential solves the Poisson equation was established
by Gauss if f is C1. After further investigations by Riemann, Dirichlet, and
Clausius8, Hölder established the following result:

Theorem 5.19 (Hölder). Let U be a bounded domain and suppose f ∈ C(U)
is bounded and locally Hölder continuous. Set f = 0 for Rn \ U . Then the
Newton potential (5.21) of f is C1(Rn) ∩ C2(U) and satisfies −∆u = f on
U . If V ⊇ U is some domain where we can apply the Gauss–Green theorem
(e.g. a large ball) the derivatives are given by

(∂ju)(x) =

∫
U
(∂jΦ)(x− y)f(y)dny,

(∂k∂ju)(x) =

∫
V
(∂k∂jΦ)(x− y)

(
f(y)− f(x)

)
dny

− f(x)

∫
∂V

(∂jΦ)(x− y)νk(y)dS(y), (5.28)

where the first formula is valid for x ∈ Rn and the second for x ∈ U .

Proof. Denote the right-hand sides of the formulas for the claimed first and
second derivatives of u by vj and wk,j , respectively. Let |f | ≤ M . We
introduce a monotone cutoff function ϕ ∈ C1(R) which is zero for x ≤ 1
and one for x ≥ 2 with 0 ≤ ϕ′(x) ≤ 2. Set ϕε(x) = ϕ(|x|/ε) and note
|∂jϕε(x)| ≤ 2

ε . Then

uε(x) :=

∫
U
(ϕεΦ)(x− y)f(y)dny, uε,j(x) :=

∫
U
(∂jϕεΦ)(x− y)f(y)dny

satisfy uε ∈ C2(Rn) with ∂juε = uε,j . Moreover, taking ε→ 0 we have

|uε(x)− u(x)| ≤
∫
B2ε(x)

((1− ϕε)Φ)(x− y)|f(y)|dny ≤M

∫
B2ε

Φ(y)dny

=
M

n− 2

∫ 2ε

0

rn−1

rn−2
dr =

2Mε2

n− 2
,

8Rudolf Clausius (1822–1888), German physicist and mathematician

http://en.wikipedia.org/wiki/Rudolf Clausius
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where we have assumed n ≥ 3 for notational simplicity. The easy adaptions
for the case n = 2 are left as an exercise. Hence uε → u uniformly. Similarly
one has (again n ≥ 3)

|uε,j(x)− vj(x)| ≤
∫
B2ε(x)

(∂j(1− ϕε)Φ)(x− y)|f(y)|dny

≤M

∫
B2ε

(
2

ε
Φ(y) + |∂jΦ(y)|)dny ≤ 2Mnε

n− 2

and hence uε,j → vj implying u ∈ C1(Rn) with ∂ju = vj as claimed.
For the second derivatives we proceed similarly and consider

vε,j :=

∫
V
(ϕε∂jΦ)(x− y)f(y)dny, vε,k,j :=

∫
V
(∂kϕε∂jΦ)(x− y)f(y)dny.

As before we have ∂kvε,j = vε,k,j and one checks vε,j → vj . However, when
looking at vε,j,k, we run into the problem that the second derivatives of Φ
are no longer integrable near 0. Hence we need to cheat in an extra term to
fix this:

vε,k,j(x) =

∫
V
(∂kϕε∂jΦ)(x− y)(f(y)− f(x))dny

+ f(x)

∫
V
(∂kϕε∂jΦ)(x− y)dny

=

∫
V
(∂kϕε∂jΦ)(x− y)(f(y)− f(x))dny

− f(x)

∫
∂V

(∂jΦ)(x− y)νk(y)dS(y),

where we have used the Gauss–Green theorem and assumed that 2ε <
dist(x, ∂V ) in the last step. Now since f is Hölder continuous we can use

|f(x)− f(y)| ≤ C|x− y|α

to obtain

|vε,k,j(x)− wk,j(x)| ≤ C

∫
B2ε

(
|∂k∂jΦ(y)|+

2

ε
|∂jΦ(y)|

)
|y|α

≤ C
(
4 +

n

α

)
(2ε)α.

Letting ε → 0 establishes u ∈ C2(U) together with the formula for the
second derivatives. Finally, to compute ∆u note that the formula for wk,j
remains unchanged if we replace V by any ball containing V (recall that
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f = 0 outside U) and hence we can replace it by BR(x) to obtain

−∆u(x) = f(x)
n∑
j=1

∫
∂BR(x)

(∂jΦ)(x− y)νj(y)dS(y)

=
f(x)

nVnRn−1

∫
∂BR(0)

ν(y) · ν(y)dS(y) = f(x). □

Note that in combination with Corollary 5.18 we see that this is really a
local result. That is, if we consider the Newton potential of a function f as
in Corollary 5.18, then it will be C2 in a neighborhood of some fixed point
provided f is Hölder continuous in a neighborhood of this point. Moreover,
if f ∈ Ck and the highest derivatives satisfy the assumptions of the previous
theorem, then u ∈ Ck+2. In fact, as just pointed out this is a local result and
hence one can assume that f has compact support and use ∂jΦ∗f = Φ∗(∂jf).

While the above theorem seems quite natural, it still leaves the question
to what extend the Hölder condition can be improved. In fact, one can
replace it by any modulus of continuity which ensures integrability of the
first term in the formula for the second derivative. However, it was an open
question for quite some time if continuity alone is also sufficient. Petrini9

was the first to come up with a counterexample (his original example can be
found in [36, Satz 4.3.1], we present a more explicit one).
Example 5.3. Consider

u(x, y) := (x2 − y2) log(log(r−1)), r :=
√
x2 + y2,

which is clearly in C∞(B1/2(0) \ {0})) ∩ C(B1/2(0)) if we set u(0, 0) := 0.
Moreover, a straightforward computation shows

ux(x, y) = 2x log(log(r−1)) +
x(x2 − y2)

r2 log(r)

and since, by symmetry, uy(x, y) = −ux(y, x), we conclude u ∈ C1(B1/2(0))
if we set ux(0, 0) = uy(0, 0) = 0. Next, we have

uxx(x, y) = 2 log(log(r−1)) +
5x2 − y2

r2 log(r)
− x2(x2 − y2)

1 + 2 log(r)

r4 log(r)2

and this function is unbounded near 0 (take the limit along the diagonal
x = y). Hence u ̸∈ C2(B1/2(0)). However, again by symmetry, uyy(x, y) =
−uxx(y, x) and hence

∆u(x, y) = (x2 − y2)
1− 4 log(r)

r2 log(r)2
=: f(x, y) ∈ C(B1/2(0))).

Now let v := Φ ∗ f be the Newton potential of f . Then u − v is harmonic
on B1/2(0) \ {0} and continuous at 0. Hence by the removable singularity

9Henrik Petrini (1863–1957), Swedish mathematician

http://en.wikipedia.org/wiki/Henrik Petrini
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theorem for harmonic functions (Problem 5.35 below), u− v is harmonic on
B1/2(0) and the Newton potential of f is not C2. Similarly we can conclude
that the corresponding Poisson equation does not have a solution in C2. ⋄

Corollary 5.20. Suppose n ≥ 3 and f(y)(1 + |y|)−n+2 is integrable, f van-
ishes at ∞ (i.e. lim|y|→∞ f(y) = 0), and is locally Hölder continuous. Then
the Newton potential solves the Poisson problem. Moreover, it is the only
solution vanishing at ∞.

Proof. Fix r > 0 and split f = f1 + f2 where f1 = χBr(0)f . Then the
Newton potential u1 of f1 is C2(Br(0)) and satisfies −∆u1 = f on Br(0)
by Lemma 5.19 while the Newton potential u2 of f2 is harmonic on Br(0)
by Corollary 5.18. Since r is arbitrary we see that the Newton potential
u = u1 + u2 of f is C2(Rn) and solves ∆u = f .

To see u(x) → 0 as |x| → ∞ observe that |u1(x)| ≤ C
(|x|−r)n−2)

for |x| > r

and |u2(x)| ≤ C sup|y|>r |f(y)|. Hence lim sup|x|→∞ |u(x)| ≤ C sup|y|>r |f(y)|
and since r is arbitrary, we conclude u(x) → 0 as |x| → ∞.

Finally, uniqueness follows from Liouville since the difference of two so-
lutions is bounded and vanishes at ∞. □

In two dimensions we still get a solution, but the Newton potential will
in general not vanish at ∞ but grow logarithmically (Problem 5.15).

Problem 5.13. What is the fundamental solution for n = 1? Under what
conditions does Hölder’s theorem hold?

Problem 5.14. Find a fundamental solution for the Helmholtz equation

−∆u+ u = f

in n = 3 dimensions. (Hint: You need a radial solution of the form Φ(x) =
φ(|x|)
4π|x| , with φ(0) = 1.)

Problem* 5.15. Suppose n = 2 and f bounded with f(y) log(e + |y|) inte-
grable. Then the Newton potential solves the Poisson problem. Moreover, it
is the only solution growing at most like u(x) = o(|x|) as x → ∞ up to a
constant.

Problem 5.16. Suppose f is integrable with compact support. Then the
Newton potential satisfies

u(x) = CΦ(x) +O(|x|−n+1)

as |x| → ∞, where C :=
∫
Rn f(y)d

ny. In particular, it is the only solu-
tion with these asymptotics. If in addition f is rotationally symmetric, then
u(x) = CΦ(x) for x outside the support of f . (Hint: The inverse triangle
inequality ||x| − |y|| ≤ |x− y| might be useful.)
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Problem 5.17. Show that the Newton potential of χBr(0) is given by

u(x) =

{
1
2

(
r2

n−2 − |x|2
n

)
, |x| ≤ r,

r2

n(n−2)

(
r
|x|
)n−2

, |x| ≥ r,

for n ≥ 3 and

u(x) =

{
− r2

2 log(r) + r2−|x|2
4 , |x| ≤ r,

− r2

2 log(|x|), |x| ≥ r,

for n = 2. (Hint: Use the fact that u must be rotationally symmetric.)

Problem 5.18. Show that the Newton potential of a continuous, rotationally
symmetric function f(x) = F (r), r = |x|, with

∫∞
1 F (s)s ds < ∞ for n ≥ 3

and
∫∞
1 log(s)F (s)s ds <∞ for n = 2 is given by

u(x) =
1

n− 2

∫ ∞

0
min(1, s/r)n−2F (s)s ds

for n ≥ 3 and

u(x) = −
∫ ∞

0
log(max(s, r))F (s)s ds

for n = 2.

Problem 5.19. A differentiable function K : Rn → C is called a (strong)
Calderón–Zygmund kernel10 provided

(i) |K(x)| ≤ C
|x|n , for all x ∈ Rn,

(ii) |∇K(x)| ≤ C
|x|n+1 ,

(iii)
∫
r<|x|<RK(x)dnx = 0 for all 0 < r < R.

Show that (∂k∂jΦ)(x) is a Calderón–Zygmund kernel. Convolution with this
kernel is known as double Riesz transform.11

Problem 5.20. Suppose f is Hölder continuous and satisfies the assump-
tions of Corollary 5.18. Show that the Newton potential u is in C2(Rn) and
satisfies

(∂ju)(x) =

∫
Rn

(∂jΦ)(x− y)f(y)dny,

(∂k∂ju)(x) = lim
ε↓0

∫
ε<|x−y|

(∂k∂jΦ)(x− y)f(y)dny − 1

n
f(x)δjk.

(Hint: Item (iii) from the previous problem.)

10Alberto Calderón (1920–1998), Argentinian mathematician
10Antoni Zygmund (1900–1992), Polish mathematician
11Marcel Riesz (1886–1969), Hungarian mathematician

https://en.wikipedia.org/wiki/Alberto_Calder%C3%B3n
http://en.wikipedia.org/wiki/Antoni Zygmund
http://en.wikipedia.org/wiki/Marcel Riesz
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5.4. The Poisson equation on a domain and Green’s function

Next we want to look at the Poisson equation on a bounded domain U ;

−∆u = f, u|∂U = g, (5.29)

where f ∈ C(U) and g ∈ C(∂U).
Example 5.4. In the special case, where U := Br(0) is a ball and f := f0
and g := g0 are constant, the solution is given by

u(x) = g0 +
f0
2n

(r2 − |x|2). ⋄

Note that the maximum principle implies uniqueness and using the above
solution in combination with our comparison principle from Lemma 5.16 even
gives us an a priori bound:

Theorem 5.21. The problem (5.29) has at most one solution u ∈ C2(U) ∩
C(U). A solution satisfies

max
U

|u| ≤ max
∂U

|g|+ r2

2n
sup
U

|f |, (5.30)

if U is contained in a ball of radius r.

Proof. The difference of two solutions is harmonic and vanishes on the
boundary. Hence it is zero by the maximum principle. This establishes
uniqueness.

To see the bound, note that after a translation we can assume U ⊆ Br(0).
Consider the function v(x) := G + F

2n(r
2 − |x|2) with G := max∂U |g| and

F := supU |f | and note that we have ∆v = −F as well as v ≥ G on ∂U since
r2 − |x|2 ≥ 0 for x ∈ U ⊆ Br(0). Hence u − v is subharmonic on U and
u − v ≤ 0 on ∂U implies u ≤ v on U by Lemma 5.16. Applying the same
argument to −u establishes the claim. □

Again taking differences of solutions corresponding to different data shows
that the solution depends continuously on f and g. In this sense the problem
is well-posed.

It remains to investigate if there is a solution at all. Clearly the Newton
potential associated with f will solve the differential equation, but it will
not have the required boundary values in general. However, by subtracting
the Newton potential this reduces our problem to the Dirichlet problem of
finding a harmonic function with prescribed boundary values. In this respect
recall that we have already found the solution for a two dimensional ball in
Section 3.5. To find such a formula for arbitrary domains, we will play with
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Green’s second identity∫
U
(u∆v − v∆u)dny =

∫
∂U

(
u
∂v

∂ν
− v

∂u

∂ν

)
dS. (5.31)

Of course, for this identity to be valid, we need to assume that the Gauss–
Green theorem holds for U (e.g. U has a C1 boundary) as well as u, v ∈
C2(U). Choosing v = Φ(x− .) equation (5.20) formally implies

u(x) = −
∫
U
Φ(x−.)(∆u)dny−

∫
∂U

(
u
∂Φ(x− .)

∂ν
− Φ(x− .)

∂u

∂ν

)
dS. (5.32)

Here the first boundary integral over ∂U involving ∂Φ
∂ν is called the double

layer potential (it is interpreted as the electrostatic potential of a dipole
density on the surface ∂U) while the second one involving Φ is called the
single layer potential (it is interpreted as the electrostatic potential of a
charge density on the surface ∂U). The single layer potential is continuous
when x crosses the boundary while the double layer potential will have a
jump in general. In two dimensions the double layer potential is the Cauchy
integral operator.

This already looks quite promising except for the fact that it not only
involves the boundary values of u, but also of the normal derivative ∂u

∂ν . To
get rid of this term, we invoke the fact that our argument still holds true if
we add a harmonic function to Φ(x− .). Choosing this harmonic correction
term in such a way that the resulting function vanishes on the boundary, we
obtain the desired effect. Explicitly, let ϕx be the solution of the Dirichlet
problem

∆ϕx = 0, ϕx|∂U = Φ(x− .) (5.33)
and define the Green function of U as

G(x, y) := Φ(x− y)− ϕx(y), x ̸= y ∈ U × U. (5.34)

We will say that the Green function exists if the above Dirichlet problem has
a solution ϕx ∈ C2(U) for all x ∈ U . In this case

K(x, y) := −∂G(x, y)
∂ν

, (x, y) ∈ U × ∂U, (5.35)

is called the Poisson kernel for U . Then we have

u(x) = −
∫
U
G(x, y)∆u(y)dny +

∫
∂U
K(x, y)u(y)dS(y). (5.36)

The second integral is known as Poisson integral. Of course our derivation
of this formula is still a bit wacky as it relies on (5.20). However, this can
be easily fixed.

Lemma 5.22. Suppose U is a bounded domain for which the Gauss–Green
theorem holds. If the Green function for U exists, then a function u ∈ C2(U)
can be represented as (5.36).
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Proof. To make our above argument rigorous we apply Green’s second iden-
tity with v = G(x, .) on the domain U \Bε(x) where ε > 0 is sufficiently small
such that B̄ε(x) ⊂ U . This gives (note that ∂(U \ Bε(x)) = ∂U − ∂Bε(x)
when taking the orientation into account)

−
∫
U\Bε(x)

G(x, y)∆u(y)dny = −
∫
∂U
K(x, y)u(y)dS(y)

+

∫
∂Bε(x)

(
K(x, y)u(y)−G(x, y)

∂u(y)

∂ν

)
dS(y).

Taking ε→ 0 and using that Φ and hence G(x, .) is integrable, we obtain

−
∫
U
G(x, y)∆u(y)dny +

∫
∂U
K(x, y)u(y)dS(y) =

= lim
ε→0

∫
∂Bε(x)

(
K(x, y)u(y)−G(x, y)

∂u(y)

∂ν

)
dS(y)

= − lim
ε→0

∫
∂Bε(0)

(
∂Φ(y)

∂ν
u(x+ y) + Φ(y)

∂u(x+ y)

∂ν

)
dS(y).

Now using ∂Φ(y)
∂ν = − 1

nVnεn−1 we see that the first part of the integral gives

lim
ε→0

1

nVnεn−1

∫
∂Bε(0)

u(x+ y)dS(y) = u(x)

while limε→0Φ(ε)ε
n−1 = 0 shows that the second part of the integral vanishes

in the limit. □

So in summary we have reduced problem (5.29) to establishing existence
for the associated Dirichlet problem. In the next section we will look at
some simple domains where the Green function can be computed explicitly.
In this context note, that even if one has found the Green function, this does
not automatically imply solvability of the Dirichlet problem. Indeed, (5.36)
only gives us a necessary form of the solution whose existence has to be
assumed in the outset. Hence one needs to verify that the Poisson integral
is a harmonic function attaining the required boundary values.

A few important properties of the Green function and the Poisson kernel
are collected below:

Lemma 5.23. Suppose U ⊂ Rn is a bounded and connected domain. The
Green function is symmetric G(x, y) = G(y, x), x, y ∈ U×U and positive for
x ̸= y ∈ U . The Poisson kernel K(x, y) is a nonnegative harmonic function
for x ∈ U and satisfies ∫

∂U
K(x, y)dS(y) = 1. (5.37)
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Proof. To see symmetry we fix x, y and introduce the two functions u(z) :=
G(x, z) and v(z) := G(y, z). Applying Green’s second identity on the domian
U \ (Bε(x) ∪Bε(y)) gives∫

∂Bε(x)

(
v
∂u

∂ν
− u

∂v

∂ν

)
dS =

∫
∂Bε(y)

(
u
∂v

∂ν
− v

∂u

∂ν

)
dS.

Letting ε→ 0 on the left-hand side gives (using the same argument as in the
proof of Lemma 5.22)

lim
ε→0

∫
∂Bε(x)

(
v
∂u

∂ν
− u

∂v

∂ν

)
dS = lim

ε→0

∫
∂Bε(0)

∂Φ(y)

∂ν
v(x+ y)dS = v(x)

and similarly the limit on the right equals u(y). Consequently G(y, x) =
v(x) = u(y) = G(x, y).

To see positivity fix x ∈ U and consider u(y) := G(x, y) which is har-
monic in U \ {x}. Since limy→x u(y) = +∞ we can choose ε > 0 such that
u is positive on B̄ε(x) \ {x}. Applying the strong minimum principle on
U \ B̄ε(x) we see that u is positive on U \ B̄ε(x) as well.

Since G is positive within U and vanishes on ∂U , its outward pointing
normal derivative must be nonpositive and hence K(x, y) ≥ 0. To see the
last claim choose u = 1 in the representation formula. □

The connectedness assumption is not essential and was only made to get
positivity of G. The general case boils down to finding a Green function
for every connected component. We then get the Green function for U by
setting G(x, y) = 0 whenever x and y lie in different components. Moreover,
note that K(x, y) will in fact be positive at every point of the boundary
which satisfies an interior sphere condition (i.e. if U contains a sphere which
touches the boundary at the point under consideration). This will follow
from the Hopf–Oleinik lemma (see Example 5.8).

Let me remark that similar considerations can be made for the associated
Neumann problem

−∆u = f,
∂u

∂ν

∣∣∣
∂U

= g, (5.38)

where the normal derivative is prescribed on the boundary. Our consid-
erations suggest that we should add a harmonic correction term ψx(y) to
Φ(x − y) such that the normal derivative of the resulting function vanishes
at the boundary. However, since (5.32) holds for GN (x, y) = Φ(x−y)−ψx(y)
whenever ψx ∈ C2(U) is harmonic on U , we can apply this to the constant
function u = 1 to obtain

1 = −
∫
∂U

(
∂GN (x, .)

∂ν

)
dS. (5.39)
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This shows that there is no choice for ψx which will make the normal deriv-
ative vanish on the boundary! Hence the next best option seems to require
the normal derivative to be constant:

∂GN (x, .)

∂ν
= − 1

|∂U |
. (5.40)

Equivalently, ψx should solve

−∆ψx = 0,
∂ψx

∂ν

∣∣∣
∂U

=
∂Φ(x− .)

∂ν
+

1

|∂U |
. (5.41)

This then implies

u(x) = −
∫
U
GN (x, .)(∆u)d

ny+

∫
∂U
GN (x, .)

∂u

∂ν
dS+

1

|∂U |

∫
∂U
u dS. (5.42)

The last (constant) term in this representation reflects the fact that the
solution of the Neumann problem is not unique since you can always add a
constant. Moreover, applying Green’s second identity with v = 1 shows that
a necessary condition for the Neumann problem to be solvable is∫

U
f dny = −

∫
∂U
g dS. (5.43)

We end this section with the remark that again a convenient setting for the
discussion of these issues here is operator theory, as discussed in Section 3.2.
In fact, if we look at square integrable functions with the scalar product

⟨f, g⟩ :=
∫
U
f∗(x)g(x)dnx, (5.44)

then Green’s second identity (5.31) tells us that the Laplace operator L :=
−∆ subject to Dirichlet (or Neumann) boundary conditions is symmetric
⟨Lf, g⟩ = ⟨f, Lg⟩. In fact, we have already computed its eigenfunctions in
case of a rectangle and a disc in Section 3.4. Clearly, for a general domain
U there is no hope to find the eigenfunctions explicitly. However, note that
solving the Poisson problem (5.29) with vanishing boundary values (i.e. g =
0) amounts to inverting L, that is, the solution is u = L−1f . So our findings
in this section suggest that the inverse of L is an integral operator whose
kernel is the Green function. Moreover, an integral operator on a bounded
domain with a continuous kernel is compact and all claims made about the
eigenvalues and eigenfunctions of a Sturm–Liouville problem in Section 3.2
would follow from the spectral theorem for compact operators (known as
Hilbert–Schmidt12 theorem). In particular, one can write

u(x) = L−1f(x) =

∞∑
n=1

⟨un, f⟩
En

un(x). (5.45)

12David Hilbert (1862–1943), German mathematician
12Erhard Schmidt (1876–1959), Baltic German mathematician

http://en.wikipedia.org/wiki/David Hilbert
http://en.wikipedia.org/wiki/Erhard Schmidt
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Hence a possible strategy for the Poisson problem is to establish compactness
of L−1. This approach hinges on the use of Sobolev spaces and the Rellich13

compactness theorem; see Chapter 10.1.
Note that in the case of Dirichlet boundary conditions 0 is not an eigen-

value and hence L is injective. In the case of Neumann boundary conditions
u = 1 is an eigenvalue and we cannot invert L in this case. However, symme-
try implies that the range of L is orthogonal to the kernel of L and hence this
explains the solvability condition found for the Neumann problem. More-
over, once you restrict to the orthogonal complement of the kernel, you can
proceed as before.

Problem 5.21. Find the Green function for an interval (a, b) ⊆ R.

Problem 5.22. Show the generalized mean value formula

u(0) =
1

|Br|

∫
∂Br(0)

u(y)dS(y)−
∫
Br(0)

(
Φ(y)− Φ(r)

)
∆u(y)dny

whenever u ∈ C2(B̄r(0)).

Problem 5.23. Show that the Green function satisfies

G(x, y) ≤ Φ(x− y)

for n ≥ 3. What about n = 2?

Problem 5.24. Show that the Neumann problem (5.41) for ψx satisfies the
solvability condition (5.43).

Problem 5.25. Let U1 ⊆ U2 be two bounded domains and G1, G2 be the
corresponding Green functions. Show G1(x, y) ≤ G2(x, y) for x ̸= y ∈ U1.

Problem 5.26. Let U be a bounded C1 domain and let a partition of its
boundary ∂U = V1 ∪· V2 be given. Show that solutions u ∈ C2(U) of the
mixed Dirichlet/Neumann problem

−∆u = f, u|V1 = g1,
∂u

∂ν

∣∣∣
V2

= g2,

differ by at most a constant. Moreover, this constant is zero if V1 is nonempty.
(Hint: Green’s first identity with both functions equal.)

Problem 5.27. Let U be a bounded C1 domain and a ∈ C(∂U). Show that
solutions u ∈ C2(U) of the Robin problem

−∆u = f,
(∂u
∂ν

+ au
)∣∣∣
∂U

= g,

differ by at most a constant if a ≥ 0. Moreover, this constant is zero unless
a = 0. (Hint: Green’s first identity with both functions equal.)

13Franz Rellich (1906–1955), Austrian-German mathematician

http://en.wikipedia.org/wiki/Franz Rellich
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Problem 5.28. Let U be a bounded C1 domain and a ∈ C(∂U). Show that
the Laplace operator with (homogenous) Robin boundary conditions(∂u

∂ν
+ au

)∣∣∣
∂U

= 0

is symmetric. That is, if u, v ∈ C2(U) both satisfy the boundary conditions,
then ∫

U
(u∆v)dny =

∫
U
(v∆u)dny.

5.5. The Dirichlet principle

In this section we will have a brief look at another approach for the Dirichlet
problem (5.29). The Dirichlet problem means that we are looking for a
solution of the Poisson equation

−∆u = f (5.46)

among the admissible functions

Ag := {v ∈ C2(U)| v|∂U = g}. (5.47)

If u ∈ Ag is a solution, we can multiply −∆u − f = 0 by an admissible
function v and integrate over U to obtain

0 =

∫
U
(−∆u− f)v dnx =

∫
U
(∇u · ∇v − fv)dnx−

∫
∂U
g
∂u

∂ν
dS, (5.48)

where we have used Green’s first identity. Now by Cauchy–Schwarz we have
∇u ·∇v ≤ 1

2 |∇u|
2+ 1

2 |∇v|
2 with equality for v = u. Hence subtracting these

two cases (v arbitrary and v = u) we obtain the Dirichlet principle∫
U

(1
2
|∇u|2 − fu

)
dnx ≤

∫
U

(1
2
|∇v|2 − fv

)
dnx. (5.49)

This suggests to find the solution by minimizing the Dirichlet functional

I(v) :=

∫
U

(1
2
|∇v|2 − fv

)
dnx (5.50)

among all admissible functions.
We remark that the Dirichlet functional also arises directly when con-

sidering (e.g.) the deformation of a thin membrane under the pressure of
some external force f . In this case I is interpreted as the energy (which the
equilibrium of the membrane has to minimize according to physical princi-
ples) with the first summand giving the deformation energy and the second
summand the potential energy.

Of course this raises the question if there could be other minimizers which
do not solve our original problem. To this end we use the fact that if u is
a minimizer, then t 7→ I(u + t w) with fixed w ∈ A0 (the functions which
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vanish at the boundary such that u + t w ∈ Ag for all t ∈ R) must have a
minimum at t = 0 and thus its variational derivative

d

dt

∣∣∣
t=0

I(u+ t w)
!
= 0, w ∈ A0, (5.51)

must vanish. But I(t) is a quadratic function in t and hence one easily
obtains

0 =
d

dt

∣∣∣
t=0

I(u+ t w) =

∫
U
(∇u ·∇w−fw)dnx =

∫
U
(−∆u−f)w dnx (5.52)

for all w ∈ A0. Consequently −∆u− f = 0 as desired.
This reduces our problem to the problem of finding a minimizer of the

Dirichlet functional I. This approach was already suggested by Lord Kelvin14

and Dirichlet, but it was only much later until Riemann (who coined the
name Dirichlet problem in honor of his teacher) was able to solve this prob-
lem. However, Weierstrass pointed out that Riemann had not proven the
existence of a minimizer and gave a counterexample (Problem 5.30) of a
similar functional which had no minimizers. Moreover, Prym15 found a con-
tinuous boundary datum g such that there is no solution with finite Dirichlet
integral. Thus, the legitimacy of the Dirichlet principle was unclear for sev-
eral decades until eventually Arzelà16 and Hilbert (independently) were able
to give a rigorous proof. Hilbert’s approach is now known as the direct
method in the calculus of variations and it motived him to formulate his
20th problem concerning existence of solutions of partial differential equa-
tions when the values on the boundary of the region are prescribed (which
is now considered solved).

It turns out that C2(U) is not a natural space for these kind of problems
witnessed by the fact that Theorem 5.19 fails for f ∈ C(U). Moreover,
Theorem 5.19 suggests that Hölder spaces should provide a better setting and
this was indeed shown by Kellogg17 and Schauder18. However, nowadays one
usually looks for minimizers in some Sobolev spaces. While this simplifies
the problem of establishing existence of a minimizer, which is called a weak
solution in this context, it leaves the problem of checking that this weak
solution is C2 as a separate task. The functional analytic tools required for
this approach are beyond our present scope and hence we will not pursue
this idea now. We will return to this problem in Chapter 10.

14William Thomson, 1st Baron Kelvin (1824–1907), British mathematical physicist and
engineer

15Friedrich Prym (1841–1915), German mathematician
16Cesare Arzelà (1847–1912), Italian mathematician
17Oliver Dimon Kellogg (1878–1932), American mathematician
18Juliusz Schauder (1899–1943), Polish mathematician

http://en.wikipedia.org/wiki/William Thomson, 1st Baron Kelvin
http://en.wikipedia.org/wiki/Friedrich Prym
https://en.wikipedia.org/wiki/Cesare_Arzel%C3%A0
http://en.wikipedia.org/wiki/Oliver Dimon Kellogg
http://en.wikipedia.org/wiki/Juliusz Schauder
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Problem 5.29. Show that the minimizer u (provided one exists) of

I(v) :=

∫
U
|∇v|2dnx, v ∈ A := {v ∈ C2(U)|v|∂U = 0,

∫
U
|v|2dnx = 1}

is an eigenfunction of the Laplace operator and the corresponding minimum
is the eigenvalue. In particular, this must then be the smallest eigenvalue.

Problem 5.30 (Weierstrass). Consider the problem to minimize

I(v) :=

∫ 1

−1
(x v′(x))2dx

among the admissible functions

Aa,b := {v ∈ C2[−1, 1]| v(−1) = a, v(1) = b}. (5.53)

Show that there is no minimizer if a ̸= b. (Hint: Look at arctan(x/ε).)

5.6. Solution for a half space and for a ball

In the case U has a simple geometry it is possible to compute Green’s function
via a technique known as mirror charges. The idea is that the fundamental
solution can be interpreted as the potential of a single point charge located
at the origin. Now suppose we have a plane given and put our point charge
on one side of this plane. Then, placing a negative charge at the mirror
image with respect to this plane, they will cancel each other on the plane.
Explicitly, choosing the half-space

Rn+ := {x ∈ Rn|xn > 0}, (5.54)

the corresponding Green function is

G(x, y) = Φ(x− y)− Φ(x̃− y), x̃ = (x1, . . . , xn−1,−xn). (5.55)

By construction G(x, y) = 0 for (x, y) ∈ Rn+ × ∂Rn+ since |x − y| = |x̃ − y|
if yn = 0. Also note that the second singularity at y = x̃ is not within our
domain Rn+ and hence Φ(x̃− .) is harmonic in Rn+.

While Rn+ is unbounded and thus does not quite fit into the framework of
the previous section, one can still verify directly that G provides a solution
of the associated Dirichlet problem. To this end note that (recall (5.25))

K(x, y) = −∂G(x, y)
∂ν

= Gyn(x, y) = −2Φxn(x− y) =
2xn
nVn

1

|x− y|n
. (5.56)

We will leave the details as an exercise (Problem 5.31):

Theorem 5.24. Suppose g ∈ Cb(Rn−1). Then

u(x) =
2xn
nVn

∫
∂Rn

+

g(y)

|x− y|n
dn−1y (5.57)
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is a bounded harmonic function on Rn+ which is continuous up to the boundary
and satisfies u(y) = g(y) for y ∈ ∂Rn+.

The case of the unit ball is a bit more tricky. It turns out that we need
to invert through the unit sphere:

x̃ =
x

|x|2
. (5.58)

Then the Green function for the unit ball is given by

G(x, y) =

{
Φ(y − x)− Φ(|x|(y − x̃)), x ̸= 0,

Φ(y)− Φ(1), x = 0.
(5.59)

Indeed, one easily checks

|y − x|2 = 1− 2x · y + |x|2 = |x|2|y − x̃|2, y ∈ ∂B1(0). (5.60)

Moreover, another straightforward calculation verifies

K(x, y) = −∂G(x, y)
∂ν

= −y · ∇Φ(y − x) + y · ∇Φ(|x|(y − x̃))|x|

=
1

nVn

1− |x|2

|x− y|n
. (5.61)

Theorem 5.25 (Poisson integral). Suppose g ∈ C(∂B1(0)). Then

u(x) =
1− |x|2

nVn

∫
∂B1(0)

g(y)

|x− y|n
dS(y), x ∈ B1(0), (5.62)

is a bounded harmonic function which is continuous up to the boundary and
satisfies limx→y u(x) = g(y) for y ∈ ∂B1(0).

Proof. By Lemma 5.23 the Poisson kernel satisfies
∫
∂B1(0)

K(x, y)dS(y) =

1. Moreover, since K(., y) is harmonic (it is the derivative of a harmonic
function) and uniformly bounded for x ∈ Br(0) with r < 1, u is harmonic by
Lemma 5.17. Hence it remains to verify continuity. To this end fix some y0 ∈
∂B1(0) and ε > 0. Choose a corresponding δ such that |g(y)− g(y0)| ≤ ε for
|y− y0| ≤ δ and set M := max∂B1(0) |g|. Moreover, note that for |x− y0| < δ
and |y − y0| ≥ δ the reverse triangle inequality implies

0 < K(x, y) =
1

nVn

(|y0|+ |x|)(|y0| − |x|)
|(x− y0)− (y − y0)|n

≤ 1

nVn

2|x− y0|
(δ − |x− y0|)n

.

Hence using

u(x)− g(y0) =
1− |x|2

nVn

∫
∂B1(0)

g(y)− g(y0)

|x− y|n
dS(y)
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and splitting the integral into two regions according to |y − y0| ≤ δ and
|y − y0| ≥ δ shows

|u(x)− g(y0)| ≤ ε+
4M |x− y0|

(δ − |x− y0|)n

for |x − y0| < δ. Consequently we have |u(x) − g(y0)| ≤ 2ε for |x − y0| ≤
min( δ2 , (

δ
2)
n ε
4M ) and the claim follows. □

By a simple scaling we see that the Poisson kernel for a ball of radius r
is

K(x, y) =
1

nVn

r2 − |x|2

r|x− y|n
. (5.63)

Problem* 5.31. Show Theorem 5.24. (Hint: Mimic the proof of Theo-
rem 5.25.)

Problem 5.32. Let G be the Green function of the unit ball. Compute∫
B1(0)

G(x, y)dny. (Hint: There is no need to do the integral; use Exam-
ple 5.4.)

Problem 5.33. Establish the following qualitative version of Harnack’s in-
equality for positive harmonic functions u on a ball Br(0):

rn−2 r − |x|
(r + |x|)n−1

u(0) ≤ u(x) ≤ rn−2 r + |x|
(r − |x|)n−1

u(0).

5.7. The Perron method for solving the Dirichlet problem

Now we turn to the Dirichlet problem

∆u = 0, u|∂U = g, (5.64)

for given g ∈ C(∂U) in a general bounded domain. The first complete
solution for a rather general class of domains was given by Poincaré in 1890.
Here we look at a more streamlined version due to Perron19.

The starting point of the Perron method is the characterization of sub-
harmonic functions as subsolutions from Lemma 5.16. In fact, consider the
Perron family

S(g) := {v ∈ C(U)|v is subharmonic and satisfies v ≤ g on ∂U}. (5.65)

Then, if our Dirichlet problem has a solution u, we necessarily have v ≤ u for
all v ∈ S(g) with equality attained since u ∈ S(g). This suggests to define
the Perron candidate

P (g)(x) := sup
v∈S(g)

v(x), x ∈ U. (5.66)

19Oskar Perron (1880–1975), German mathematician

http://en.wikipedia.org/wiki/Oskar Perron
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If our Dirichlet problem has a solution, it will be necessarily given by P (g).
In particular, if U is a ball, P (g) will be given by the Poisson integral.
Moreover, note that S(g) is nonempty (it contains the constant function
min g) and that P (g) is bounded since min g ≤ P (g)(x) ≤ max g. Our first
aim is to show that P (g) is harmonic. To this end we will need the following
technique:

Lemma 5.26 (Harmonic lifting). Suppose v is subharmonic on U and let
B̄r(x0) ⊂ U . Then

ṽ(x) :=

{
v(x), x ∈ U \Br(x0),
P (v|∂Br(x0))(x), x ∈ Br(x0),

(5.67)

is again subharmonic with v ≤ ṽ.

Proof. Clearly ṽ is continuous and satisfies v ≤ ṽ by Lemma 5.16. To
show that ṽ satisfies the submean property we distinguish three cases: If
x ∈ U \B̄r(x0) or x ∈ Br(x0) there is nothing to do. In the case x ∈ ∂Br(x0)
it follows from ṽ(x) = v(x) and v(y) ≤ ṽ(y) on ∂Br(x). □

Now we are ready to show

Theorem 5.27 (Perron). P (g) is harmonic on U .

Proof. It suffices to show that P (g) is harmonic on every ball within U . So
fix a ball B̄r(x0) ⊂ U . Choose a sequence vk ∈ S(g) such that vk(x0) →
P (g)(x0). Replacing vk by the harmonic lifting of max{v1, . . . , vk} we get an
increasing sequence which is harmonic onBr(x0) ⊂ U . Of course we still have
vk ∈ S(g) and vk(x0) → P (g)(x0). By Harnack’s principle, Theorem 5.13, it
converges uniformly on compact subsets of Br(x0) to a harmonic function u
on Br(x0). Hence it remains to show u = P (g) on Br(x0).

One direction, u ≤ P (g), comes for free. To see the other direction
choose some w ∈ S(g). We need to show w ≤ u on Br(x0). To this end let
wk be the harmonic lifting of max{w, vk} on Br(x0) and note that wk ∈ S(g)
as well as wk(x0) ≤ P (g)(x0) = u(x0). Hence for any 0 < s < r we have∫

Sn−1

u(x0 + sω)dσn−1(ω) = nVnu(x0) ≥ nVnwk(x0)

=

∫
Sn−1

wk(x0 + sω)dσn−1(ω)

≥
∫
Sn−1

max(w, vk)(x0 + sω)dσn−1(ω)

and letting k → ∞ we conclude∫
Sn−1

u(x0 + sω)dσn−1(ω) ≥
∫
Sn−1

max(w, u)(x0 + sω)dσn−1(ω).
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U
x0

Figure 5.2. Exterior ball condition

But this implies max(w, u) = u, that is w ≤ u on ∂Bs(x0). Since 0 < s < r
is arbitrary, we get w ≤ u on Br(x0) as required. □

So the remaining question is if P (g) is continuous on U and satisfies the
given boundary values.

We call a function w ∈ C(U) a barrier function for U at x0 ∈ ∂U
provided that w is subharmonic in U , w(x) < 0 for x ∈ U \ {x0}, and
w(x0) = 0.
Example 5.5. A point x0 ∈ ∂U is said to satisfy the exterior ball condi-
tion if there is a ball Br(x1) such that Br(x1)∩U = {x0}, that is, if Br(x1)
touches U at the single point x0 (cf. Figure 5.2). Then

w(x) = Φ(|x− x1|)− Φ(r)

is a barrier for U at x0.
Clearly every convex domain will satisfy this condition. Furthermore, if

the boundary is C2, then we can bound its graph by a quadratic function
near each point. Since we can always fit a ball into a parabola, such domains
satisfy this condition. If the boundary is merely C1, this might fail and the
exterior ball condition can fail in such a case (Problem 5.34). ⋄

Note that this is a local property of the boundary. In fact let x0 ∈ ∂U
and suppose we can find a local barrier w̃ for Ũ := U ∩ N(x0) at x0 ∈ ∂Ũ ,
where N(x0) is some open neighborhood of x0. Then we can choose a ball
B̄ε(x0) ⊂ N(x0) and set M := max

U∩N(x0)\Bε(x0)
w̃ < 0 such that

w(x) :=

{
max(w̃(x),M), x ∈ U ∩Bε(x0),
M, x ∈ U \Bε(x0),

(5.68)

will be a barrier for U at x0 ∈ ∂U .

Theorem 5.28 (Perron). If U has a barrier at x0 ∈ ∂U , then P (g)(x) →
g(x0) whenever x→ x0 from within U .

Proof. Let w be a barrier at x0 and fix ε > 0. Choose a ball Br(x0) such
that |g(x) − g(x0)| < ε for x ∈ ∂U ∩ Br(x0). Moreover, if we subtract a
suitable multiple α ≥ 0 of w, we can get a bound |g(x)− g(x0)| < ε−αw(x)
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which holds for all x ∈ ∂U (e.g. α = max∂U |g−g(x0)|
min∂U\Br(x0)

(−w)). We claim that this

bound extends to all of U in the sense that

g(x0)− ε+ αw(x) ≤ P (g)(x) ≤ g(x0) + ε− αw(x), x ∈ U.

The first inequality comes for free since the function on the left-hand side is in
S(g). For the other inequality choose v ∈ S(g) such that v+αw ≤ g+αw <
g(x0) + ε on ∂U . Consequently, Lemma 5.16 shows v + αw ≤ g(x0) + ε on
all of U and implies the required inequality.

Since ε > 0 is arbitrary and w is continuous with w(x0) = 0 this estab-
lishes the claim. □

A boundary point admitting a barrier is also called regular in this con-
text and the boundary ∂U is called regular if all of its points are regular. As
a consequence we hence get

Theorem 5.29. Let U be a bounded domain and g ∈ C(∂U). The Dirichlet
problem (5.64) for U is solvable if and only if ∂U is regular.

Proof. It remains to show the converse. To this end just note that the
solution with boundary data g(x) = −|x − x0| will be a barrier at x0 ∈
∂U . □

Example 5.6. An example where the Dirichlet problem is not solvable is the
punctured ball B1(0)\{0}: Require u to vanish on ∂B1(0) and satisfy u(0) =
1. Since any rotation of u would be again a solution, uniqueness implies that
a potential solution is radial. But the only bounded radial functions which
are harmonic on B1(0) \ {0} are the constants. A contradiction. ⋄

Of course this also settles the Poisson problem:

Theorem 5.30. Let U be a bounded domain with a regular boundary. Let
g ∈ C(∂U) and f ∈ C(U) be bounded and locally Hölder continuous. Then
the Poisson problem (5.29) has a unique solution u ∈ C2(U) ∩ C(U).

Proof. Subtracting the Newton potential for f from u reduces it to the
Dirichlet problem. □

Recall that Example 5.3 shows that the extra assumption that f is locally
Hölder continuous cannot be dropped in general.

This shows that if the boundary is regular, then we can solve (5.33) and
obtain a Green function for U . The corresponding Green potential

u(x) =

∫
U
G(x, y)f(y)dny (5.69)

will solve −∆u = f and vanish on the boundary. However, this does not
answer the question whether the normal derivative exists, that is, whether
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x0

U

Figure 5.3. Pac-Man crunching an exterior cone

there is a corresponding Poisson kernel K. Conversely, note that if there is
a Green’s function then the boundary is regular since one can verify that
w(x) = − |x−x0|2

2n −
∫
U G(x, y)d

ny is a barrier at x0 ∈ ∂U .
We end this section with the remark that a much weaker condition for the

existence of a barrier at x0 ∈ ∂U is the exterior cone condition. Namely,
if x0 is the vertex of a (truncated) cone contained in the complement of U
(cf. Figure 5.3).

To be more specific we set

Cα := {x ∈ B1(0)|x21 + · · ·+ x2n−1 < α2x2n, 0 < xn} ⊂ Rn. (5.70)

A general (truncated) cone can be obtained from Cα via translation, scaling,
and rotation.

We first note that the maximum principle still holds in a situation, where
the harmonic function fails to be continuous at a single point of the boundary.

Lemma 5.31. Let U be bounded and x0 ∈ ∂U . Suppose u ∈ C(U \ {x0}) is
bounded and harmonic on U . Then

sup
U
u ≤ sup

∂U\{x0}
u. (5.71)

Proof. Abbreviate M = sup∂U\{x0} u and choose r such that U ⊆ Br(x0).
Since u is bounded, Corollary 5.7 applied to u(x)−M − ε(Φ(x−x0)−Φ(r))
shows u(x) −M − ε(Φ(x − x0) − Φ(r)) ≤ 0 for all ε > 0. Letting ε ↓ 0
establishes the claim □

Lemma 5.32. Let U := B1(0) \ Cα, g(x) := |x| and set u := P (g). Then
−u is a barrier for U at 0.

Proof. By construction u is harmonic on U and satisfies 0 ≤ u ≤ 1. More-
over, since the external ball condition holds on ∂U \ {0}, u ∈ C(U \ {0}).
Hence it remains to show lim supx→0 u(x) = 0.

The idea is to shrink our domain by a factor r ∈ (0, 1) and consider
Ur := rU . By the strong maximum principle we have 0 ≤ u ≤ c < 1 on
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∂Ur \ {0}. Note c ≥ r. Setting

v(x) := u(x)− c u(
x

r
)

we have v ≤ 0 on ∂Ur \ {0} and hence on all of Ur by Lemma 5.31. Conse-
quently

lim sup
x→0

u(x) ≤ c lim sup
x→0

u(
x

r
) = c lim sup

x→0
u(x).

As c < 1 this establishes lim supx→0 u(x) = 0 as desired. □

Hence if a point x0 ∈ ∂U satisfies the exterior cone condition, a suitable
translation, scaling, and rotation of w from the previous lemma will be a
barrier.

Problem* 5.34. Give an example of a C1 domain which fails the exterior
ball condition.

Problem* 5.35 (Removable singularity theorem). Suppose x0 ∈ U and u
is harmonic in U \ {x0} and bounded near x0. Then u can be extended to a
function which is harmonic in u. (Hint: Apply Lemma 5.31 to a punctured
ball.)

5.8. General elliptic equations

In this section we briefly discuss the extension to general linear operators of
the form

Lu := −
n∑

j,k=1

Ajk(x)uxjxk +
n∑
j=1

bj(x)uxj + c(x)u, (5.72)

where the coefficients are assumed to be real-valued, continuous, and bounded,
Ajk, bj , c ∈ Cb(U) throughout this section. Since the second order partial
derivatives are symmetric by the Schwarz theorem, we can assume that A is
symmetric Ajk = Akj . The operator L is sometimes also assumed to be in
divergence form

L̃u := −
n∑

j,k=1

(
Ajk(x)uxj

)
xk

+

n∑
j=1

b̃j(x)uxj + c(x)u. (5.73)

If we assume Ajk ∈ C1(U), then this is equivalent to the first form with
bj = b̃j −

∑n
k=1(Ajk)xk .

The operator L is called uniformly elliptic if the matrix Ajk is strictly
positive definite in the sense that

ξ ·A(x)ξ =
n∑

j,k=1

Ajk(x)ξjξk ≥ θ|ξ|2 (5.74)
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for all x ∈ U and all ξ ∈ Rn. In other words, the lowest eigenvalue of A(x)
is bounded from below by some number θ > 0 independent of x ∈ U .

The purpose of this outlook is not to give a detailed treatment of elliptic
equations but only to demonstrate how some of the ideas from the Laplace
equation can be extended to this more general case. Specifically, we will
only look at the maximum principle. Of course in this case we do not have a
mean value property at our disposal from which we can start developing our
theory. However, the proof for the maximum principle used in Theorem 3.4
still applies.

Theorem 5.33 (Maximum principle). Suppose L is uniformly elliptic
with c = 0 on a bounded domain U ⊂ Rn. Then, if v ∈ C(U) ∩ C2(U)
satisfies Lv ≤ 0 we have

max
U

v ≤ max
∂U

v. (5.75)

Proof. We first assume that Lv < 0. Then, if v attains a maximum at
x0 ∈ U , the gradient must vanish ∇v(x0) = 0 and the Hesse matrix Hjk :=
vxjxk(x0) must be negative definite. Moreover, let O be an orthogonal matrix
which diagonalizes A(x0). That is, such that OA(x0)OT is a diagonal matrix
which has the eigenvalues λ1(x0), . . . , λn(x0) of A(x0) as diagonal entries.
Then

Lv(x0) = −
n∑

j,k=1

Ajk(x0)Hjk = −
n∑
j=1

λj(O
THO)jj ≥ 0

gives a contradiction (recall that for a negative definite matrix, all diagonal
elements are nonpositive). Thus the maximum principle holds in this case.

If we only have Lv ≤ 0, then we set vε(x) := v(x) + εeλx1 such that

Lvε(x) = Lv(x)− ελ
(
λA11(x)− b1(x)

)
eλx1 .

Since L is uniformly elliptic we have A11(x) ≥ θ and since b is bounded we
can choose λ > θ−1 sup b1 such that Lvε < 0. By the first part we have

v(x) ≤ vε(x) ≤ max
x∈∂U

v(x) + εmax
x∈∂U

eλx1

and letting ε→ 0 establishes the claim. □

In the case where c ≥ 0 we get:

Corollary 5.34. Let v ∈ C(U)∩C2(U) and c ≥ 0. Then if Lv ≤ 0 we have

max
U

v ≤ max
∂U

v+. (5.76)

Here v± = max(±v, 0) is the positive, negative part of v, respectively.
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Proof. Following literally the argument of the previous theorem shows that
there can be no interior maximum at which v is nonnegative. Hence the
claim follows. □

If c ≥ 0 and Lu = 0 we can combine the estimates for u and −u to
obtain an priori bound

−max
∂U

u− ≤ u(x) ≤ max
∂U

u+, (5.77)

for solutions of the corresponding Dirichlet problem

Lu = 0, u|∂U = g. (5.78)

In particular, there can be at most one solution if c ≥ 0.
Example 5.7. Note that some condition on c is clearly necessary. Indeed,
we have already seen that the Laplace operator L = −∆ with Dirichlet
boundary conditions will have positive eigenvalues λ on a bounded domain.
Hence we don’t have uniqueness, contradicting a maximum principle for
L = −∆− λ. ⋄

Using subsolutions one can also establish an a priori bound for solutions
of the inhomogeneous problem (Problem 5.36).

Theorem 5.35. Let U be a bounded domain and suppose L is uniformly
elliptic with c ≥ 0. Then the problem

Lu = f, u|∂U = g. (5.79)

has at most one solution u ∈ C2(U)∩C(U) for given g ∈ C(∂U), f ∈ C(U).
Moreover, there is a constant C depending only on U and L such that a
solution satisfies

max
U

|u| ≤ max
∂U

|g|+ C sup
U

|f |. (5.80)

To get the strong maximum principle we need to work a bit harder. First
of all note that if there is a maximum at the boundary, then the normal de-
rivative cannot be negative. The following lemma established independently
by Hopf20 and Oleinik21 says that it is in fact positive.

Lemma 5.36 (Hopf, Oleinik). Let v ∈ C1(U) ∩ C2(U) with U := Br(0) be
a subsolution, Lv ≤ 0. Suppose v attains a strict maximum at some point
x0 ∈ ∂Br(0). Then, if either c = 0 or c ≥ 0 and v(x0) ≥ 0 we have

∂v

∂ν
(x0) > 0. (5.81)

20Eberhard Hopf (1902 –1983), Austro-American mathematician and astronomer
21Olga Oleinik (1925–2001), Soviet mathematician

http://en.wikipedia.org/wiki/Eberhard Hopf
http://en.wikipedia.org/wiki/Olga Oleinik
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x0

ν(x0)

Figure 5.4. Proof of the Hopf–Oleinik lemma

Proof. Set w(x) := e−λ|x|
2 − e−λr

2 with λ to be determined. Then one
computes

Lw(x) = e−λ|x|
2 (−4λ2x ·A(x)x+ 2λ tr(A(x))− 2λb(x) · x+ c(x)

)
− c(x)e−λr

2

≤ e−λ|x|
2 (−4λ2θ|x|2 + 2λ tr(A(x)) + 2λ|b(x)|r + c(x)

)
.

Since our coefficients are bounded, we can choose λ sufficiently large such
that Lw(x) ≤ 0 for |x| ≥ r

2 .
Since by assumption v(x) < v(x0) for x ∈ Br(0), we can find some

ε > 0 such that v(x) + εw(x) ≤ v(x0) for x ∈ ∂Br/2(0). Moreover, since
w vanishes on the boundary, we also have v(x) + εw(x) = v(x) ≤ v(x0) for
x ∈ ∂Br(0). So we can apply Corollary 5.34 to v(x)+εw(x)−v(x0) showing
v(x)+εw(x)−v(x0) ≤ 0 within the annulus B̄r(0)\Br/2(0) (Figure 5.4). But
then the function v(x) + εw(x)− v(x0) attains its maximum at x0 implying
that the normal derivative is nonnegative:

∂v

∂ν
(x0) + ε

∂w

∂ν
(x0) ≥ 0.

But this establishes the claim
∂v

∂ν
(x0) ≥ −ε∂w

∂ν
(x0) = −ε

r
(∇w)(x0) · x0 = 2ελre−λr

2
. □

Example 5.8. As an application of the Hopf–Oleinik lemma, note that the
Poisson kernel K(x, y) (provided it exists) must be positive at every point
y0 ∈ ∂U which satisfies an interior ball condition. Indeed, by making the
ball smaller we can assume that the ball touches the boundary only at y0
and that the ball does not contain x ∈ U . Then we can apply the Hopf–
Oleinik lemma to u(y) := −G(x, y) on this ball to conclude that K(x, y0) =
−∂G
∂ν (x, y0) > 0. ⋄

Example 5.9. Here is an example which shows that the Hopf–Oleinik lemma
does not hold if the interior ball condition is dropped. Consider the harmonic
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function (z = x+ iy)

u(x, y) := Re
( z

− log(z)

)
, U := {(x, y) ∈ R2|0 < x < 1, u(x, y) > 0}.

Note that the boundary of U is given in polar coordinates z = reiφ by

r = e−φ tan(φ), −π
2
≤ φ ≤ π

2
,

and hence r starts at r(−π
2 ) = 0, increases until it attains its maximum

at r(0) = 1, and then decreases until it returns again to r(π2 ) = 0. Thus
U is a nice symmetric (with respect to the x axis) blob whose boundary is
smooth except possible at the origin. With a little effort one can show that
the normalized tangent vector of this curve has matching limits and hence
the boundary is even C1. Moreover, u explicitly reads

u(x, y) = −x log(r) + yφ

φ2 + log(r)2
, r =

√
x2 + y2, φ = arcsin

(y
r

)
,

and the derivatives are given by

ux(x, y) = −φ
2(1 + log(r)) + log(r)2(log(r)− 1)

(φ2 + log(r)2)2
,

uy(x, y) = −φ(φ
2 − 2 log(r) + log(r)2)

(φ2 + log(r)2)2
.

In particular, u ∈ C1(U \ {(1, 0)}) with
∂u

∂ν
(0, 0) = −ux(0, 0) = 0

and hence U cannot satisfy the interior ball condition at 0 (indeed one can
verify that the curvature of ∂U is unbounded). ⋄

Theorem 5.37 (Strong maximum principle). Let U be a bounded and
connected domain and suppose L is uniformly elliptic with c = 0. Then if
v ∈ C2(U) satisfies Lv ≤ 0 and v attains a maximum at an interior point,
it must be constant.

If c ≥ 0 the same conclusion holds if v attains a nonnegative maximum
at an interior point.

Proof. Set M := supU v and set K := {x ∈ U |v(x) = M}, V := {x ∈
U |v(x) < M}. By assumption there is some x̃0 ∈ K. Suppose we can find
some ỹ0 ∈ V . Since U is path connected, there is some path from ỹ0 to x̃0.
Moreover, we can choose some point y0 ∈ V on this path and a corresponding
r > 0 such that B̄r(y0) ⊂ U and Br(y0) contains points from K. Since K
is compact, there is some x0 ∈ K with dist(y0,K) = |y0 − x0| =: r0 < r
(in particular, x0 ∈ U). Consequently Br0(y0) ⊆ V and x0 ∈ ∂Br0(y0). By
moving y0 closer to x0 and reducing r0 we can even assume B̄r0(y0)\{x0} ⊆
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V . Now the fact that v attains a strict maximum at x0 implies ∂v
∂ν (x0) = 0

while the Hopf lemma implies ∂v
∂ν (x0) > 0. This contradiction shows that V

is empty. □

Problem* 5.36. Prove Theorem 5.35. (Hint: Assume that U is within a
strip 0 < x1 < r and construct a supersolution using eλx1.)

Problem 5.37. Derive a Dirichlet principle for the elliptic operator L̃ in
divergence form with A ∈ C1 and b = 0.



Chapter 6

The heat equation

6.1. The Fourier transform

We have seen that the Fourier transform is a useful tool for solving partial
differential equation in one spatial dimension. In this section we want to
extend these results to the case of Rn.

For an integrable function f : Rn → C we define its Fourier transform
via

F(f)(k) ≡ pf(k) :=
1

(2π)n/2

∫
Rn

e−ik·xf(x)dnx. (6.1)

Here k · x = k1x1 + · · ·+ knxn is the usual scalar product in Rn and we will
use |x| =

√
x21 + · · ·+ x2n for the Euclidean norm.

By Lemma A.6 it follows that pf is a bounded continuous function and
we have the explicit bound

| pf(k)| ≤ (2π)−n/2
∫
Rn

|f(x)|dnx. (6.2)

The following simple properties are left as an exercise.

Lemma 6.1. Let f be integrable. Then

(f(x+ a))∧(k) = eia·k pf(k), a ∈ Rn, (6.3)

(f(Mx))∧(k) = | det(M)|−1
pf((M−1)Tk), M ∈ GL(Rn), (6.4)

(eix·af(x))∧(k) = pf(k − a), a ∈ Rn, (6.5)

(f(λx))∧(k) =
1

λn
pf(
k

λ
), λ > 0, (6.6)

(f(−x))∧(k) = pf(−k). (6.7)

143



144 6. The heat equation

Also the connection with differentiation can be established by literally
following the proof of the one-dimensional case from Lemma 4.1.

Lemma 6.2. Suppose f ∈ C1(Rn) such that lim|x|→∞ f(x) = 0 and f, ∂jf
integrable for some 1 ≤ j ≤ n. Then

(∂jf)
∧(k) = ikj pf(k). (6.8)

Similarly, if f(x), xjf(x) are integrable for some 1 ≤ j ≤ n, then pf(k) is
differentiable with respect to kj and

(xjf(x))
∧(k) = i∂j pf(k). (6.9)

Again this result immediately extends to higher derivatives and, roughly
speaking shows, that the decay of a function is related to the smoothness
of its Fourier transform and the smoothness of a function is related to the
decay of its Fourier transform.

Next recall the multi-index notation (Section A.1) and the Schwartz
space1

S(Rn) := {f ∈ C∞(Rn)| sup
x

|xα(∂βf)(x)| <∞, ∀α, β ∈ Nn0}. (6.10)

Note that if f ∈ S(Rn), then the same is true for xαf(x) and (∂αf)(x) for
every multi-index α. Also, by Leibniz’ rule2, the product of two Schwartz
functions is again a Schwartz function.
Example 6.1. The prototypical Schwartz function is the Gaussian f(x) :=
e−c|x|

2 for c > 0. Clearly f is smooth and its derivatives have the form of
a polynomial times f . Since the exponential function grows faster than any
polynomial we conclude that f is Schwartz. ⋄

Lemma 6.3. The Fourier transform satisfies F : S(Rn) → S(Rn). Further-
more, for every multi-index α ∈ Nn0 and every f ∈ S(Rn) we have

(∂αf)
∧(k) = (ik)α pf(k), (xαf(x))∧(k) = i|α|∂α pf(k). (6.11)

Proof. The formulas are immediate from the previous lemma. To see that
pf ∈ S(Rn) if f ∈ S(Rn), we begin with the observation that pf is bounded
by (6.2). But then kα(∂β pf)(k) = i−|α|−|β|(∂αx

βf(x))∧(k) is bounded since
∂αx

βf(x) ∈ S(Rn) if f ∈ S(Rn). □

The Fourier transform of a Gaussian follows immediately from the one
-dimensional case.

1Laurent Schwartz (1915–2002), French mathematician
2Gottfried Wilhelm Leibniz (1646–1716), German logician, mathematician, and natural

philosopher

http://en.wikipedia.org/wiki/Laurent Schwartz
http://en.wikipedia.org/wiki/Gottfried Wilhelm Leibniz
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Lemma 6.4. We have e−t|x|
2/2 ∈ S(Rn) for t > 0 and

F(e−t|x|
2/2)(k) =

1

tn/2
e−|k|2/(2t). (6.12)

Proof. Due to the product structure of the exponential, one can use Fubini
and treat each coordinate separately, reducing the problem to Lemma 4.2.

□

Now we can show

Theorem 6.5. Suppose f is continuous such that f , pf are integrable. Then

( pf)∨ = f, (6.13)

where
qf(k) :=

1

(2π)n/2

∫
Rn

eik·xf(x)dnx = pf(−k). (6.14)

In particular, F : S(Rn) → S(Rn) is a bijection.

Proof. Abbreviate ϕε(x) := (2π)−n/2 exp(−ε|x|2/2). Then∫
Rn

ϕε(k)e
ik·x

pf(k)dnk =
1

(2π)n/2

∫
Rn

∫
Rn

ϕε(k)e
ik·xf(y)e−ik·ydnydnk

and, invoking Fubini and Lemma 6.1, we further see that this is equal to

=

∫
Rn

(ϕε(k)e
ik·x)∧(y)f(y)dny =

∫
Rn

1

εn/2
ϕ1/ε(y − x)f(y)dny.

Letting ε → 0 the integral we have started with converges to ( pf)∨(x) while
the last one converges to f(x) by Lemma A.12. □

Another fundamental property is the fact that the Fourier transform
preserves square integrability.

Lemma 6.6 (Plancherel identity). Suppose f, pf are both integrable. Then
f, pf are square integrable and∫

Rn

|f(x)|2dnx =

∫
Rn

| pf(k)|2dnk ≤ 1

(2π)n/2

∫
Rn

|f(x)|dnx
∫
Rn

| pf(k)|dnk

(6.15)
holds.

Proof. This follows from Fubini’s theorem since∫
Rn

| pf(k)|2dnk =
1

(2π)n/2

∫
Rn

∫
Rn

f(x)∗ pf(k)eik·xdnk dnx

=

∫
Rn

|f(x)|2dnx

for f, pf integrable. □
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Another key property is the convolution formula.

Lemma 6.7. The convolution

(f ∗ g)(x) =
∫
Rn

f(y)g(x− y)dny =

∫
Rn

f(x− y)g(y)dny (6.16)

of two integrable functions f, g is again integrable and we have Young’s
inequality3 ∫

Rn

|(f ∗ g)(x)|dnx ≤
∫
Rn

|f(x)|dnx
∫
Rn

|g(x)|dnx. (6.17)

Moreover, its Fourier transform is given by

(f ∗ g)∧ = (2π)n/2 pfpg. (6.18)

Proof. The fact that f ∗ g is in integrable together with Young’s inequality
follows by applying Fubini’s theorem to h(x, y) = f(x− y)g(y). For the last
claim we compute

(f ∗ g)∧(k) = 1

(2π)n/2

∫
Rn

e−ik·x
(∫

Rn

f(y)g(x− y)dny

)
dnx

=

∫
Rn

e−ik·yf(y)

(
1

(2π)n/2

∫
Rn

e−ik·(x−y)g(x− y)dnx

)
dny

=

∫
Rn

e−ik·yf(y)pg(k)dny = (2π)n/2 pf(k)pg(k),

where we have again used Fubini’s theorem. □

Example 6.2. The image of the integrable functions under the Fourier
transform is known as the Wiener algebra

A(Rn) := { pf |f integrable}.

By construction, this is just the range of the Fourier transform and hence
a subset of Cb(Rn). Moreover, Lemma 6.7 shows that the product of two
functions f, g ∈ A(Rn) is again in the Wiener algebra. ⋄

As a consequence we can also deal with the case of convolution on S(Rn).

Corollary 6.8. The convolution of two S(Rn) functions as well as their
product is in S(Rn) and

(f ∗ g)∧ = (2π)n/2 pfpg, (fg)∧ = (2π)−n/2 pf ∗ pg (6.19)

in this case.

3William Henry Young (1863–1942), English mathematician

http://en.wikipedia.org/wiki/William Henry Young
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Proof. Clearly the product of two functions in S(Rn) is again in S(Rn)
(show this!). Since functions in S(Rn) are integrable, the previous lemma
implies (f ∗g)∧ = (2π)n/2 pfpg ∈ S(Rn). Moreover, since the Fourier transform
is injective on S(Rn) we conclude f ∗ g = (2π)n/2( pfpg)∨ ∈ S(Rn). Replacing
f, g by qf, qg in the last formula finally shows qf ∗ qg = (2π)n/2(fg)∨ and the
claim follows by a simple change of variables using qf(k) = pf(−k). □

Finally let us comment on how to use the Fourier transform to solve
linear partial differential equations with constant coefficients. By virtue
of Lemma 6.3 the Fourier transform will map such equations to algebraic
equations, thereby providing a mean of solving them. To illustrate this
procedure we look at the Poisson equation

−∆u = f. (6.20)

For simplicity, let us investigating this problem in the space of Schwartz func-
tions S(Rn). Assuming there is a solution we can take the Fourier transform
on both sides to obtain

|k|2pu(k) = pf(k) ⇒ pu(k) = |k|−2
pf(k). (6.21)

Since the right-hand side is integrable for n ≥ 3 we obtain that our solution
is necessarily given by

u(x) = (|k|−2
pf(k))∨(x). (6.22)

Moreover, since |k|2pu(k) = pf(k) ∈ S(Rn) Lemma 6.2 implies that u ∈
C2(Rn) as well as that it is indeed a solution (in fact, we even get u ∈
C∞(Rn)). Hence we clearly expect that u should be given by a convolution
(in fact, we of course already know this from Corollary 5.20). However, since
|k|−2 is not integrable, Lemma 6.7 does not apply. It is still possible to
compute the inverse Fourier transform of |k|−2 upon using a suitable regu-
larization procedure (cf. [34, Section 8.3]) and this will of course again give
the fundamental solution Φ of the Laplace equation which we have already
found in Section 5.3.

The situation improves slightly if one looks at the Helmholtz equation

−∆u+ u = f. (6.23)

As before we obtain

u(x) = ((1 + |k|2)−1
pf(k))∨(x) (6.24)

and at least there now is no singularity at the origin. However, (1 + |k|2)−1

is still not integrable and we cannot apply Lemma 6.7 directly. The trick is
to use the elementary integral

pBε(k) := (2π)−n/2
e−(1+|k|2)ε

1 + |k|2
= (2π)−n/2

∫ ∞

ε
e−r(1+|k|2)dr. (6.25)



148 6. The heat equation

Clearly the left-hand side is integrable for ε > 0 and reduces to the desired
function in the limit ε→ 0. Hence Lemma 6.7 implies

uε(x) = (2π)n/2( pBε pf)∨(x) = (Bε ∗ f)(x), (6.26)

where

Bε(x) =
1

(2π)n

∫
Rn

eik·x
∫ ∞

ε
e−r(1+|k|2)dr dnk

=
1

(2π)n

∫ ∞

ε
e−r

∫
Rn

eik·xe−r|k|
2
dnk dr

=
1

(4π)n/2

∫ ∞

ε
r−n/2e−r−

|x|2
4r dr. (6.27)

Here we have used Fubini and Lemma 6.4. To perform the limit ε → 0 we
observe

|Bε(x)| ≤
1

(4π)n/2

∫ ∞

0
r−n/2e−

|x|2
4r dr =

Γ(n/2− 1)

4πn/2
x2−n. (6.28)

Hence for n > 2 and pf , f integrable we get that the solution is given by the
Bessel potential

u(x) = (B ∗ f)(x), (6.29)

where

B(x) :=
1

(4π)n/2

∫ ∞

0
r−n/2e−r−

|x|2
4r dr. (6.30)

Using [25, (10.32.10)] B can be expressed as

B(x) =
|x|1−n/2

(2π)n/2
Kn/2−1(|x|), (6.31)

whereKν(r) is the modified Bessel function of the second kind. While the
fundamental solution of the Helmholtz equation B has the same singularity
as the fundamental solution of the Laplace equation Φ, it has much nicer
decay properties in accordance with the fact that its Fourier transform is
smooth (cf. [25, (10.30.2), (10.40.2)], respectively).

Problem 6.1. Compute the Fourier transform of

|x|2e−|x|2/2

in Rn. (Hint: There is no need to compute integrals.)

Problem 6.2. Find a function f such that
∫
R f(y)f(x− y)dy = e−x

2.

Problem 6.3. Let F : R → C be an even function and set fn(x) = F (|x|)
for x ∈ Rn. Establish the following formulas for the Fourier transform of

http://dlmf.nist.gov/10.32.E10
http://dlmf.nist.gov/10.30.E2
http://dlmf.nist.gov/10.40.E2
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radial functions:

pfn(k) =


√

2
π

∫∞
0 cos(kr)F (r)dr, n = 1,∫∞

0 J0(|k|r)F (r)r dr, n = 2,√
2
π

∫∞
0

sin(|k|r)
|k|r F (r)r2dr, n = 3.

Note that pf3(k) =
1
r
∂
∂r

pf1(r)
∣∣
r=|k| provided f1, f3 are integrable. This is only

the tip of the iceberg and the case of arbitrary dimensions is given in [34].
(Hint: Spherical coordinates and Problem 3.24 for n = 2. Use the fact that
you can rotate the coordinate system appropriately.)

Problem* 6.4. Compute the Fourier transform of

φt(x) =

√
π

2

χ[0,t](|x|)
|x|

, t ≥ 0,

in R3.

Problem 6.5. Show that the Fourier transform of a function with compact
support is real analytic. (Hint: Find an appropriate bound on the deriva-
tives.)

Problem 6.6. Solve the Schrödinger equation

−iut = ∆u, u(0, x) = u0(x) ∈ S(Rn),
using the Fourier transform:

u(t, x) =
1

(2π)n/2

∫
Rn

eik·x−i|k|2t
pu0(k)d

nk.

Conclude that ∫
Rn

|u(t, x)|2dnx =

∫
Rn

|u0(x)|2dnx.

6.2. The fundamental solution

In this section we want to solve the heat equation

ut = ∆u, u(0, x) = g(x), (6.32)

on Rn. We assume that g ∈ S(Rn) and that there is a solution which is in
S(Rn) for all t > 0. Then, taking the Fourier transform we obtain

put(t, k) = −|k|2pu(t, k), pu(0, k) = pg(k). (6.33)

Solving this differential equation shows

pu(t, k) = pg(k)e−t|k|
2

(6.34)

and taking the inverse Fourier transform (using Lemma 6.8) gives

u(t, x) = (pg(k)e−t|k|
2
)∨(x) = (Φt ∗ g)(x) (6.35)
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where (by Lemma 6.4)

Φt(x) ≡ Φ(t, x) :=
1

(2π)n/2
(e−t|k|

2
)∨(x) =

1

(4πt)n/2
e−

|x|2
4t , t > 0, (6.36)

is the fundamental solution of the heat equation. Hence we obtain the
analogue of Theorem 4.4 with literally the same proof.

Theorem 6.9. Suppose g is bounded. Then

u(t, x) :=

{∫
Rn Φ(t, x− y)g(y)dny, t > 0,

g(x), t = 0,
(6.37)

defines a solution of the heat equation which satisfies u ∈ C∞((0,∞)×Rn)∩
C([0,∞)× Rn). Moreover,

inf g ≤ u(t, x) ≤ sup g. (6.38)

Note that since Φt > 0 the inequality in (6.38) is strict for t > 0 unless
g is constant implying infinite propagation speed.

Corollary 6.10. If g is integrable the solution (6.37) has the following prop-
erties:

(i) (Mass conservation)∫
Rn

u(t, y)dny =

∫
Rn

g(y)dny. (6.39)

(ii)

|u(t, x)| ≤ 1

(4πt)n/2

∫
Rn

|g(y)|dny. (6.40)

Of course the inhomogeneous heat equation

ut = ∆u+ f (6.41)

can be solved in the same way and we obtain the Duhamel principle

pu(t, k) = pg(k)e−t|k|
2
+

∫ t

0
e−(t−s)|k|2

pf(s, k)ds. (6.42)

Assuming

|pg|+ | pf(s, k)| ≤M(k),

∫
Rn

M(k)dnk <∞, (6.43)

we can take the inverse Fourier transform and conclude that

u(t, x) =

∫
Rn

Φ(t, x−y)g(y)dny+
∫ t

0

∫
Rn

Φ(t−s, x−y)f(s, y)dny ds (6.44)
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is in C1;2((0,∞)×Rn)∩C([0,∞)×Rn), solves the inhomogeneous heat equa-
tion and satisfies the initial condition u(0, x) = g(x). Note that existence of
the required derivatives follows from Lemma 6.2 since∣∣∣∣∫ t

0
e−(t−s)|k|2

pf(s, k)ds

∣∣∣∣ ≤M(k)

∫ t

0
e−(t−s)|k|2ds =M(k)

1− e−|k|2t

|k|2
. (6.45)

Uniqueness will be investigated in the next section.
Since checking (6.43) might be nontrivial, we remark that as in the one-

dimensional case (Theorem 4.6) one can show:

Theorem 6.11. Suppose f ∈ C([0,∞) × Rn) is bounded and uniformly
Hölder continuous with respect to the second argument on compact sets with
respect to the first argument:

|f(t, x)− f(t, y)| ≤ CT |x− y|γ , 0 ≤ t ≤ T. (6.46)

Then

u(t, x) :=

∫ t

0

∫
Rn

Φ(t− s, x− y)f(s, y)dny ds, t ≥ 0, (6.47)

is in C1;2((0,∞)×Rn)∩C([0,∞)×Rn) and solves the inhomogeneous heat
equation with initial condition u(0, x) = 0.

Finally we remark that, if the inhomogeneous term f does not depend on
t, then one could subtract the corresponding solution of the Poisson problem
(i.e. the Newton potential of f) to reduce the problem to a homogenous one.

Problem 6.7. Suppose g ∈ S(Rn). Show that the solutions (6.37) of the
heat equation preserve the first moment:∫

Rn

xu(t, x)dnx =

∫
Rn

x g(x)dnx.

(Hint: How can you read off mass conservation from (6.34)?)

Problem 6.8. Suppose g is integrable. Show that solutions of the heat equa-
tion satisfy ∫

Rn

|u(t, x)|dnx ≤
∫
Rn

|g(x)|dnx

with the inequality being strict unless g is of one sign.

Problem 6.9. Use the Hopf–Cole transformation4

v := e−bu/a

to find a solution of the nonlinear equation

ut − a∆u+ b|∇u|2 = 0, u(0, x) = g(x),

on Rn.
4Julian Cole (1925–1999), America mathematician

http://en.wikipedia.org/wiki/Julian Cole
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Problem 6.10. Use the transformation

v(t, x) :=

∫ x

−∞
u(t, y)dy

to find a solution of the vicious Burgers’ equation equation

ut − auxx + uux = 0, u(0, x) = g(x),

on R. (Hint: Problem 6.9.)

6.3. The heat equation on a bounded domain and the
maximum principle

Our next aim is to derive a representation formula analog to (5.36) for the
inhomogeneous heat equation

ut = ∆u+ f (6.48)

on a bounded domain U (which we assume sufficiently smooth such that we
can apply the Gauss–Green theorem). Recall the notation UT := (0, T ]× U
and ΓT := UT \ UT from Section 3.1. Assume that we have a solution
u ∈ C1;2(UT ) and let v ∈ C1;2(UT ), to be chosen later. Then integration by
parts with respect to t and applying Green’s second identity with respect to
x we obtain∫

Ut

vf dny ds =

∫
Ut

v(us −∆u) dny ds

=

∫
U

(∫ t

0
vusds

)
dny −

∫ t

0

(∫
U
v∆u dny

)
ds

=

∫
U

(
v(t)u(t)− v(0)u(0)−

∫ t

0
vsu ds

)
dny

−
∫ t

0

(∫
U
u∆v dny +

∫
∂U

(
v
∂u

∂ν
− u

∂v

∂ν

)
dS

)
ds

=

∫
U
(v(t)u(t)− v(0)u(0)) dny −

∫
Ut

u(vs +∆v)dny ds

−
∫ t

0

∫
∂U

(
v
∂u

∂ν
− u

∂v

∂ν

)
dS ds. (6.49)

Choosing v(s, y) := Φ(t− s+ ε, x− y) and taking ε→ 0 we obtain

u(t, x) =

∫
U
Φ(t, x− y)u(0, y)dny +

∫ t

0

∫
U
Φ(t− s, x− y)f(s, y)dny ds

+

∫ t

0

∫
∂U

(
Φ(t− s, x− y)

∂u(s, y)

∂ν
− u(s, y)

∂Φ(t− s, x− y)

∂ν

)
dS(y)ds

(6.50)
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for x ∈ U . Now this already looks quite promising, except for the fact that
this formula involves both the values of u and the values of its normal deriva-
tive on the boundary. The way to fix this is of course by adding a correction
term to Φ such that the result vanishes on the boundary. Explicitly, let ϕx

be the solution of the homogenous heat equation

ϕxt = ∆ϕx, ϕx(0, y) = 0, y ∈ U, ϕx(t, y) = Φ(t, x− y), y ∈ ∂U, t > 0,
(6.51)

and define the heat kernel of U as

K(t, x, y) := Φ(t, x− y)− ϕx(t, y), t > 0, x, y ∈ U. (6.52)

We will say that the heat kernel exists if the above problem has a solution
ϕx ∈ C1;2([0,∞)×U) for all x ∈ U . It is quite tedious to establish existence
of K, see for example [16, Section 4.3]. Of course if K exists, then our
representation formula simplifies to

u(t, x) =

∫
U
K(t, x, y)u(0, y)dny +

∫ t

0

∫
U
K(t− s, x, y)f(s, y)dny ds

−
∫ t

0

∫
∂U

∂K(t− s, x, y)

∂ν
u(s, y)dS(y) ds. (6.53)

Unfortunately, in contradistinction to the Laplace equation, it does not seem
possible to write down simple expressions even when U is the unit ball (except
in one dimension, where we have found an expression in terms of theta
functions (3.19)). If one can compute eigenvalues and eigenfunctions for the
Laplacian with Dirichlet boundary conditions (cf. e.g. Section 3.4) one can
use (3.51), but this does not give a simple form either.

So while it looks like we are stuck here, there is still something we can do.
Indeed, observe that the mean value formula for harmonic functions can be
derived from the analog formula (5.32) for the Laplace equation by choosing
a domain such that the fundamental solution is constant on the boundary.
Of course in the case of the Laplace equation these are just balls and this
leads naturally to the mean value formula – cf. Problem 5.22.

Hence we will replace Ut in the above calculation by a set where Φ is
constant on the boundary. Correspondingly we define the heat ball as

Er(t, x) := {(s, y) ∈ Rn+1|s < t, Φ(t− s, x− y) ≥ 1

rn
} ∪ {(t, x)}. (6.54)

Note that the slice of Er(t, x) for fixed s is a ball centered at x given by

|x− y| ≤ ρn(t− s), ρn(t) :=

√
2nt log(

r2

4πt
). (6.55)
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(t, x)

(t− r2

4π , x)

(t− r2

4πe
,x+

√
nr2

2πe
)(t− r2

4πe
,x−

√
nr2

2πe
)

Figure 6.1. Heat ball

The radius vanishes at s = t, increases to a maximal value r
√

n
2πe at s =

t− r2

4πe and then decreases until it vanishes again at s = t− r2

4π (see Figure 6.1).
By construction we have Φ(t− s, x− y) = r−n for (s, y) ∈ ∂Er(t, x).

Lemma 6.12. A solution u ∈ C1;2(UT ) of the inhomogeneous heat equation
(6.48) can be represented as

u(t, x) =

∫
Er(t,x)

(Φ(t− s, x− y)− r−n)f(s, y)dny ds

+
1

2rn

∫ t

t−r2/4π

ρn(t− s)

t− s

∫
|y−x|=ρn(t−s)

u(s, y)dS(y)ds (6.56)

for any closed heat ball Er(t, x) ⊂ UT .

Proof. We repeat the above calculation with Ut replaced by Er(t, x) and
v(s, y) = Φ(t − s, x − y) − r−n. The only difference is that, since Er does
not have a simple product structure like Ut, we have to use (A.44) for the
integration by parts with respect to the time variable. We obtain

lim
ε→0

∫
∂Er(t,x)

(Φ(t− s+ ε, x− y)− r−n)u(y, s)ν0(s, y)dS(s, y) =∫
Er(t,x)

(Φ(t− s, x− y)− r−n)f(s, y)dny ds

−
∫ t

t−r2/4π

∫
|y−x|=ρn(t−s)

∂Φ(t− s, x− y)

∂ν
u(s, y)dS(y)ds.

Here ν0 is the first component of the outward pointing unit normal vector
of ∂Er and ∂

∂ν is the normal derivative with respect to the sphere |y − x| =
ρn(t− s). In particular, ∂Φ(t−s,x−y)

∂ν = − |x−y|
2(t−s)Φ(t− s, x− y) and the right-

hand side equals the right-hand side of (6.56).
To evaluate the limit observe that limε→0(Φ(t− s+ ε, x− y)− r−n) = 0

uniformly on ∂Er(t, x) away from a neighborhood of (t, x). Hence we can
replace u and ν0 by its value at (t, x) and the left-hand side is given by
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Lr(t)u(t, x), where

Lr(t) := lim
ε→0

∫
∂Er(t,0)

(Φ(t− s+ ε, y)− r−n)dS(s, y).

This shows that our representation holds with the left-hand side replaced by
Lr(t)u(t, x). Evaluating the right-hand side for u = 1 (Problem 6.11) finally
shows Lr = 1 and establishes the claim. □

Theorem 6.13 (Fulks5). A function u ∈ C1;2(UT ) satisfies the mean value
property

u(t, x) =
1

2rn

∫ t

t−r2/4π

ρn(t− s)

t− s

∫
|y−x|=ρn(t−s)

u(s, y)dS(y)ds (6.57)

for every closed heat ball contained in UT if and only if it solves the heat
equation.

Proof. The mean value property follows from the previous lemma. Con-
versely, if u satisfies the mean value property (6.56) shows∫

Er(t,x)
Φ(t− s, x− y)f(s, y)dny ds = 0

for every Er(t, x) ⊂ UT . Hence f = ut − ∆u = 0 and u solves the heat
equation. □

In particular, the heat ball determines a domain of influence for the heat
equation: The fact that it only includes points from the past, shows that the
equation is deterministic, while the fact that it has a horizontal tangent at
its top is connected with infinite propagation speed. If it were contained in
a cone (with fixed opening angle), we would have finite propagation speed.

Like for harmonic functions, this can also be turned into a volume version
where we take the integral over Er(t, x) by averaging with respect to r:

Corollary 6.14. Let u ∈ C1;2(UT ) be a solution of the heat equation and
Er(t, x) ⊂ UT . Then

u(t, x) =
1

rn

∫
Er(t,x)

|x− y|2

4(t− s)2
u(s, y)dny ds. (6.58)

Proof. It will be more convenient to work with η := rn and parametrize
∂Er(t, x) using

|x− y|2

4(t− s)
= α(t− s, η), α(τ, η) := log(

η

(4πτ)n/2
).

5Watson Fulks (1919–2001), American mathematician
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Then, integrating the mean value formula with respect to η, we obtain

u(t, x) =
1

η0

∫ η0

0
u(t, x)dη

=
1

η0

∫ η0

0

∫ t

t−η2/n/4π

∫
|x−y|2
4(t−s)

=α(t−s,η)

|x− y|
2(t− s)

u(s, y)dS(y)ds
dη

η

=
1

η0

∫ t

t−η2/n0 /4π

∫ η0

(4π(t−s))n/2

∫
|x−y|2
4(t−s)

=α(t−s,η)

|x− y|
2(t− s)

u(s, y)dS(y)
dη

η
ds.

Next, for (4π(t−s))n/2 ≤ η ≤ η0 we can make a change of variables (observe
dη
η = dα) to obtain

u(t, x) =
1

η0

∫ t

t−η2/n0 /4π

∫ α(t−s,η0)

0

∫
|x−y|2
4(t−s)

=α

|x− y|
2(t− s)

u(s, y)dS(y)dα ds

=
1

η0

∫ t

t−η2/n0 /4π

∫
|x−y|2
4(t−s)

≤α(t−s,η0)

|x− y|2

4(t− s)2
u(s, y)dny ds.

Here we have used radial integration in the last step. □

Let me remark, that if one already knows the mean value formula, it can
be verified by showing that the derivative with respect to r vanishes, similarly
to what we did for the Laplace equation in Lemma 5.1. However, in case of
the heat equation this turns out much more tedious (cf. [10, Sect. 2.3.2]).

Of course the mean value formula implies the strong maximum prin-
ciple.

Theorem 6.15 (Strong maximum principle). Let U ⊂ Rn be connected.
If a subsolution of the heat equation u ∈ C1;2(UT ) attains its maximum at
(t0, x0) ∈ UT , then u is constant on Ut0.

Proof. Suppose u(t0, x0) = M := sup(t,x)∈UT
u(t, x) for some (t0, x0) ∈ UT .

Let Er(t0, x0) ⊂ UT and observe that the submean property implies that
in fact u(t, x) = M on Er(t0, x0) (if it were strictly smaller at some point,
it would be smaller on a neighborhood by continuity and thus the whole
integral would be smaller). Now since U is connected, so is Ut0 and hence,
for any given (s, y) ∈ Ut0 , we can find a path connecting (t0, x0) and (s, y).
Consider the heat balls with top point on this path. By compactness finitely
many cover the path and applying the previous argument recursively shows
that u(t, x) =M on this entire path. □

Example 6.3. Note that it is important that the maximum is attained at
an interior point. Indeed, the function

u(t, x) = x2 + 2t
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solves the one-dimensional heat equation on (0, T ] × [0, 1] and attains its
maximum value at (T, 1). ⋄

Corollary 6.16 (Maximum principle). Let U ⊂ Rn be bounded. If u ∈
C(UT ) ∩ C1;2(UT ) is a subsolution of the heat equation, then

max
UT

u ≤ max
ΓT

u. (6.59)

As always there are corresponding minimum principles for supersolu-
tions. Moreover, out of this we get the usual a priori estimates together with
uniqueness on bounded domains (cf. Problem 3.11).

Theorem 6.17. Let U ⊂ Rn be a bounded domain and g ∈ C(U) and
f ∈ C(UT ). Then the problem

ut = ∆u+ f,

{
u(0, x) = g(x), x ∈ U,

u(t, y) = a(t, y), (t, y) ∈ [0, T ]× ∂U.
(6.60)

has at most one solution u ∈ C(UT ) ∩ C1;2(UT ). Moreover, u satisfies

|u| ≤ max
U

|g|+ max
[0,T ]×∂U

|a|+ T max
[0,T ]×U

|f |. (6.61)

To extend the maximum principle to solutions on Rn requires an addi-
tional growth estimate.

Theorem 6.18 (Maximum principle on Rn). If u ∈ C([0, T ]×Rn)∩C1;2((0, T ]×
Rn) is a subsolution of the heat equation which satisfies the growth estimate

u(t, x) ≤ Aea|x|
2
, x ∈ Rn, 0 ≤ t ≤ T, (6.62)

for some constants A, a > 0, then

sup
(t,x)∈[0,T ]×Rn

u(t, x) ≤ sup
x∈Rn

u(0, x). (6.63)

Proof. Set M := supx∈Rn u(0, x) and note that we can assume that M is
finite since otherwise there is nothing to do. Furthermore, note that we can
assume T < 1

4a without loss of generality. If this is not the case, split [0, T ]
into a finite number of intervals satisfying this condition and apply the result
successively. Choose some δ > 0 such that b := 1

4(T+δ) > a and note that

v(t, x) = u(t, x)− ε

(T + δ − t)n/2
e|x|

2/4(T+δ−t)

is a subsolution of the heat equation on (0, T ]×Rn. Moreover, there is some
sufficiently large R such that

v(t, x) ≤ Aea|x|
2 − ε(4b)n/2eb|x|

2 ≤M, 0 ≤ t ≤ T,

for |x| ≥ R. Since we also have v(0, x) ≤ u(0, x) ≤M the maximum principle
shows that we have v(t, x) ≤M on [0, T ]×BR(0). Combined with our above
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estimate this shows that we have v(t, x) ≤ M on all of [0, T ]× Rn. Finally,
taking ε→ 0 establishes the claim. □

We remark that the above result is a variation of the classical Phragmén–
Lindelöf principle from complex analysis. It immediately gives the following
uniqueness result.

Corollary 6.19. Let g ∈ C(Rn) and f ∈ C([0, T ]× Rn). Then the problem

ut = ∆u+ f, u(0, x) = g(x), (6.64)

has at most one solution u ∈ C([0, T ]× Rn) ∩ C1;2((0, T ]× Rn) satisfying

|u(t, x)| ≤ Aea|x|
2
, x ∈ Rn, 0 ≤ t ≤ T. (6.65)

Moreover, u satisfies

|u| ≤ sup
Rn

|g|+ T sup
[0,T ]×Rn

|f |. (6.66)

Example 6.4. Examples of nontrivial solutions of the heat equation on Rn
which vanish for t = 0 were first given by Tikhonov6, who also established
uniqueness under the above growth condition. Here is a simple example in
one dimension: Let

φ(t) :=

{
e−1/t2 , t > 0,

0, t ≤ 0,

which is in C∞(R). Then one can show (see Problems 2.3 and 2.4) that

u(t, x) :=
∞∑
m=0

φ(m)(t)
x2m

(2m)!

converges for all x ∈ R and solves the heat equation. Clearly u(0, x) = 0. ⋄

We conclude with the observation that solutions are smooth.

Theorem 6.20. Suppose u ∈ C1;2(UT ) solves the heat equation. Then u ∈
C∞(UT ).

Proof. We fix (t0, x0) ∈ UT and choose Cr := (t0 − r, t0] × B̄r(x0) ⊂ UT .
Next choose a smooth cut-off function ζ ∈ C∞(UT ) such that 0 ≤ ζ ≤ 1,
ζ = 1 on C3r/4 and ζ = 0 near the parabolic boundary of Cr. We set ζ = 0

on ([0, t0]× Rn) \ Cr) such that v := ζu ∈ C1;2([0, t0]× Rn). Then we have

vt −∆v = ζtu− 2(∇ζ) · (∇u)− u∆ζ =: f ∈ C1;1([0, t0]× Rn).

Hence by Corollary 6.19 and Theorem 6.11

v(t, x) =

∫ t

0

∫
Rn

Φ(t− s, x− y)f(s, y)dny ds.

6Andrey Nikolayevich Tikhonov (1906–1993), Russian mathematician and geophysicist

http://en.wikipedia.org/wiki/Andrey Nikolayevich Tikhonov
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Moreover, for (t, x) ∈ Cr/2 the left-hand side equals u and the integral on the
right-hand side is over a compact region which avoids the singularity of Φ.
In particular, (t, x) 7→ Φ(t− s, x− y) is in C∞(Cr/2) for (s, y) ∈ supp(f) ⊂
Cr \ C3r/4 establishing the claim. □

Problem* 6.11. Show
1

2rn

∫ t

t−r2/4π

ρn(t− s)

t− s

∫
|y−x|=ρn(t−s)

dS(y)ds = 1.

(Hint: Problem A.6.)

Problem 6.12. Show that the volume of the heat ball is given by |Er(t, x)| =
1

2πn

(
n
n+2

)n/2+1
rn+2. (Hint: Problem A.6.)

Problem 6.13. Let U be a bounded domain and g ∈ C(U), a ∈ C(∂U) with
g|∂U = a. Suppose u ∈ C1;2(U∞) ∩C(U∞) is a solution of the heat equation

ut = ∆u,

{
u(0, x) = g(x), x ∈ U,

u(t, y) = a(y), (t, y) ∈ [0,∞)× ∂U.

Show that there are constants C and ε > 0 such that

|u(t, x)− v(x)| ≤ sup
U

|g − v|Ce−εt,

where v ∈ C2(U) ∩ C(U) is the solution of the Dirichlet problem

∆v = 0, v|∂U = a.

(Hint: Use wε(t, x) := cos(εx1)e
−ε2t and apply the maximum principle.)

6.4. Energy methods

Like in the one-dimensional case one can consider the energy

E(t) :=
1

2

∫
U
u(t, x)2dnx (6.67)

of a solution u ∈ C1;2(UT ) of the heat equation satisfying Dirichlet (or
Neumann) boundary conditions on ∂U , that is, u(t, x) = 0 (or ∂u

∂ν (t, x) = 0)
for x ∈ ∂U . Then one computes using Green’s first identity

d

dt
E(t) =

∫
U
uut d

nx =

∫
U
u∆u dnx = −

∫
U
|∇u|2dnx ≤ 0. (6.68)

Hence the energy is nonincreasing and we get uniqueness as well as stability
of solutions. Moreover, in the case of Dirichlet boundary conditions one can
use the Poincaré inequality (cf. Theorem 9.34)∫

U
f(x)2dnx ≤ C2

∫
U
|∇f(x)|2dnx (6.69)
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to conclude exponential decay of the energy

E(t) ≤ e−t/C
2
E(0), (6.70)

which is again Newton’s law of cooling. Note that if we prescribe a time
independent temperature on the boundary ∂U , then we can subtract the
corresponding solution of the Dirichlet problem for the Laplace equation
to conclude that the solution will converge to this solution of the Dirichlet
problem as t → ∞. In this context note that, by virtue of the mean value
formula, decay of the energy implies pointwise decay (Problem 6.14).

In the case of Neumann boundary conditions this cannot work since there
are constant solutions. However, there is a variant of the Poincaré inequality
(cf. Theorem 9.34) which reads∫

U

(
f(x)− f̄

)2
dnx ≤ C2

∫
U
|∇f(x)|2dnx, (6.71)

where f̄ := 1
|U |
∫
U f d

nx is the average of f over U . To apply this note that
in case of Neumann boundary conditions Green’s first identity shows

d

dt
ū(t) =

1

|U |

∫
U
ut(t, x)d

nx =
1

|U |

∫
U
∆u(t, x)dnx = 0 (6.72)

that the average is constant. Hence we get
1

2

∫
U

(
u(t, x)− ū

)2
dnx ≤ e−C

−2t 1

2

∫
U

(
u(0, x)− ū

)2
dnx (6.73)

and u tends to ū as t→ ∞.
Another neat application is

Theorem 6.21 (Backwards uniqueness). Suppose u1, u2 ∈ C2(UT ) solve the
heat equation with equal boundary values u1(t, x) = u2(t, x) for (t, x) ∈ ΓT .
Then u1 = u2 within UT if u1(T, x) = u2(T, x) for x ∈ U .

Proof. Let
E(t) :=

1

2

∫
U
w(t, x)2dnx

be the energy of the difference w := u2 − u1. Clearly E(0) = 0, E(T ) = 0
and if we had E(t) = 0 for all t ∈ [0, T ] we were done. Now suppose
E(t) > 0 on some interval (t0, t1) and choose this interval maximal, that is,
E(t0) = E(t1) = 0.

We first compute

Ė(t) =

∫
U
w(∆w)dnx = −

∫
U
|∇w|2dnx,

Ë(t) = −2

∫
U
(∇w) · (∇wt)dnx = 2

∫
U
(∆w)wtd

nx = 2

∫
U
(∆w)2dnx.
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Now by the Cauchy-Schwarz inequality we have

Ė(t)2 =

(∫
U
w(∆w)dnx

)2

≤ E(t)Ë(t).

and hence the logarithmic energy L(t) := log(E(t)) is convex in (t0, t1) since

L̈(t) =
Ë(t)

E(t)
− Ė(t)2

E(t)2
.

Consequently L((1− τ)s+ τt) ≤ (1− τ)L(s)+ τL(t) and hence E((1− τ)s+
τt) ≤ E(s)1−τE(t)τ for all t0 < s < t < t1 and 0 ≤ τ ≤ 1. Letting s ↓ t0
and t ↑ t1 shows E((1− τ)t0 + τt1) ≤ E(t0)

1−τE(t1)
τ = 0 contradicting our

assumption. □

Problem 6.14. Show that decay of the energy implies pointwise decay.
(Hint: (6.58).)

6.5. General parabolic equations

Based on the general elliptic operator L defined in (5.72) we define the
corresponding parabolic equation as

ut = −Lu. (6.74)

Of course the coefficients of L are now allowed to also depend on t, that is,
Ajk, bj , c ∈ Cb(UT ), where UT := (0, T ]×U and ΓT := UT \UT with U ⊂ Rn
a bounded domain as always.

Again we do not intend to give a detailed treatment of parabolic equa-
tions but only to demonstrate how some of the ideas from the heat equation
can be extended to this more general case. We first note that the proof of
the maximum principle from Theorem 3.4 still applies.

Theorem 6.22 (Maximum principle). Let U ⊂ Rn be a bounded domain,
v ∈ C(UT ) ∩ C1;2(UT ) and suppose c ≥ 0. If vt + Lv ≤ 0 then

max
UT

v ≤ max
ΓT

v+. (6.75)

If vt + Lv ≥ 0 then
min
UT

v ≥ −max
ΓT

v−. (6.76)

Here v± = max(±v, 0) is the positive, negative part of v, respectively.

Proof. Following the argument from Theorem 3.4 using the extension to
Rn from the proof of Theorem 5.33 shows that there can be no interior
maximum at which u is nonnegative. Hence the first claim follows. For the
second claim replace v by −v. □
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If ut + Lu = 0 we can combine both estimates to obtain

−max
ΓT

u− ≤ u(t, x) ≤ max
ΓT

u+, (6.77)

which shows for example 0 ≤ u ≤ 1 if this inequality holds for the initial and
boundary data.

Corollary 6.23. Let U ⊂ Rn be a bounded domain, g ∈ C(U), f ∈ C(UT )
and suppose c ≥ 0. Then the problem

ut = −Lu+ f,

{
u(0, x) = g(x), x ∈ U,

u(t, y) = a(t), (t, y) ∈ [0, T ]× ∂U.
(6.78)

has at most one solution u ∈ C(UT ) ∩ C1;2(UT ). Moreover, u satisfies

|u| ≤ max
U

|g|+ max
[0,T ]×∂U

|a|+ T max
[0,T ]×U

|f |. (6.79)

Moreover, we have the following comparison principle:

Corollary 6.24. Let u, v ∈ C(UT )∩C1;2(UT ) with ut+Lu = 0 and vt+Lv ≤
0. Then v ≤ u on the parabolic boundary ΓT implies v ≤ u on all of UT .

Proof. If c ≥ 0 the result follows immediately by applying the maximum
principle to w := v−u. In the general case we set c0 := infUT

c and consider
w̃(t, x) = ec0tw(t, x) which satisfies w̃t+ (L− c0)w̃ ≤ 0 and reduces it to the
case c ≥ 0. □

The strong maximum principle is more involved and was first established
by Nirenberg7. The key is the following lemma:

Lemma 6.25. Let u ∈ C1;2(UT ) and suppose c = 0. If vt + Lv ≤ 0 and
v attains a maximum at an interior point (t0, x0) ∈ UT , then v is constant
along every line emanating from (t0, x0) for as long as this line stays within
Ut0.

If c ≥ 0 the same conclusion holds if v attains a nonnegative maximum
at an interior point.

Proof. Without loss of generality, we can assume x0 = 0. We will first look
at the vertical line t 7→ (t, 0). Denote the maximum by M := v(t0, 0) and
assume we had v(t1, 0) < M for some 0 < t1 < t0.

In this case we can choose a > 0 and r ∈ (0, 1) sufficiently small such
that v(t1, x) ≤ M − a for x ∈ B̄r(0) ⊂ U . Then, if cM ≥ 0, we can choose
λ > 0 such that (Problem 6.15)

w(t, x) :=M − ae−λ(t−t1)
(
r2 − |x|2

)2
7Louis Nirenberg (1925–2020), Canadian-American mathematician

http://en.wikipedia.org/wiki/Louis Nirenberg
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is a supersolution on [t1, t0]× Br(0). Moreover, we have w ≥ M − a on the
parabolic boundary of (t1, t0]×Br(0) and hence w ≥ v on (t1, t0]×Br(0) by
the maximum principle, a contradiction.

The case of a general line t 7→ (t, β(t − t0)) can be reduced to the case
β = 0 by virtue of the change of coordinates y = x − β(t − t0). Then the
transformed operator satisfies the same assumptions (indeed, we just have
b → b − β) and the transformed function will be defined on (t2, t1] × Br(0)
for t2 larger than the first intersection of our line with Ut0 and r sufficiently
small. □

The strong maximum principle now follows effortless.

Theorem 6.26 (Strong maximum principle). Let U ⊂ Rn be connected and
c = 0. If a subsolution v ∈ C1;2(UT ) attains its maximum at (t0, x0) ∈ UT ,
then v is constant on Ut0. If c ≥ 0 the same conclusion holds if v attains a
nonnegative maximum at an interior point.

Proof. Just follow the proof of Theorem 6.15 and use that a path connecting
two points can be assumed piecewise linear without loss of generality since
U is open (cover a path by balls, by compactness finitely many suffice, now
connect the centers to get a piecewise linear path). □

Also the energy methods apply if one assumes the divergence form L̃
with b = 0 and c ≥ 0. Then defining

E(t) :=
1

2

∫
U
u(t, x)2dnx (6.80)

of a solution u ∈ C1;2(UT ) of the heat equation satisfying Dirichlet (or
Neumann) boundary conditions on ∂U , that is, u(t, x) = 0 (or ∂u

∂ν (t, x) = 0)
for x ∈ ∂U . Then one computes using integration by parts

d

dt
E(t) =

∫
U
uL̃u dnx = −

∫
U

(
∇u · (A∇u) + c u2

)
dnx ≤ 0. (6.81)

Problem* 6.15. Show that the function w defined in the proof of Lemma 6.25
is a supersolution for λ sufficiently large.

Problem 6.16. Suppose c(t, x) ≥ −c0 with c0 ∈ R. Show that if v ∈
C(UT ) ∩ C1;2(UT ) satisfies vt + Lv ≤ 0, then

v(t, x) ≤ ec0t max
(t,x)∈ΓT

v(t, x)+, (x, t) ∈ UT .
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Problem 6.17. Show that solutions u ∈ C(UT ) ∩ C1;2(UT ) of the Fisher–
Kolmogorov–Petrovsky–Piskunov equation8

ut −∆u = ru(1− u), r ∈ R,
on a bounded domain U satisfy 0 ≤ u ≤ 1 provided this holds for the initial
condition. (Hint: Choose c such that u satisfies a linear equation.)

8Ronald Fisher (1890–1962), British statistician and biologist
8Andrey Kolmogorov (1903–1987), Soviet mathematician
8Ivan Petrovsky (1901–1973), Soviet mathematician
8Nikolai Piskunov (1908–1977), Soviet mathematician

http://en.wikipedia.org/wiki/Ronald Fisher
http://en.wikipedia.org/wiki/Andrey Kolmogorov
http://en.wikipedia.org/wiki/Ivan Petrovsky
http://en.wikipedia.org/wiki/Nikolai Piskunov


Chapter 7

The wave equation

7.1. Solution via the Fourier transform

Finally we turn to the wave equation

2u := utt −∆u = 0, u(0) = g, ut(0) = h, (7.1)

where

2 :=
∂2

∂t2
−∆. (7.2)

is known as the d’Alembert operator.
After applying the Fourier transform this reads

putt + |k|2pu = 0, pu(0) = pg, put(0) = ph, (7.3)

and the solution is given by

pu(t, k) = cos(t|k|)pg(k) + sin(t|k|)
|k|

ph(k). (7.4)

Note that the solution for the case u(0) = g, ut(0) = 0 can be obtained
by differentiating the solution for u(0) = 0, ut(0) = g with respect to t
(Stokes’ rule — Problem 7.6). Moreover, we can assume t > 0 without
loss of generality since if u(t, x) is a solution, so will be v(t, x) := u(−t, x)
(corresponding to the initial conditions v(0) = g, vt(0) = −h).

To obtain the analog of d’Alembert’s formula in n = 3 dimensions we
can hence restrict our attention to the case g = 0. We will use the fact that
the Fourier transform of

φt(x) :=

√
π

2

χ[0,|t|](|x|)
|x|

. (7.5)
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is given by (Problem 6.4)

pφt(k) =
1− cos(t|k|)

|k|2
. (7.6)

Clearly
∂

∂t
pφt(k) =

sin(t|k|)
|k|

. (7.7)

and as in the one-dimensional case (cf. Lemma 4.7) we can use

Lemma 7.1. Suppose f, g are integrable. Then

F−1( pfg)(x) =
1

(2π)n/2

∫
Rn

f(x− y)qg(y)dny (7.8)

to obtain (assuming h ∈ S(R3) and using Lemma A.11 to compute the
derivative pointwise)

u(t, x) =
1

4π

∂

∂t

∫
B|t|(x)

1

|x− y|
h(y)d3y

=
1

4π

∂

∂t

∫ |t|

0

∫
S2

1

r
h(x+ rω)r2dσ2(ω)dr

=
t

4π

∫
S2

h(x+ tω)dσ2(ω). (7.9)

Thus we arrive at Kirchhoff’s formula1

u(t, x) =
∂

∂t

t

4π

∫
S2

g(x+ tω)dσ2(ω) +
t

4π

∫
S2

h(x+ tω)dσ2(ω)

=
1

4π

∫
S2

(
g + t∇g · ω + t h

)
(x+ tω)dσ2(ω)

=
1

4πt2

∫
∂B|t|(x)

(
g(y) +∇g(y) · (y − x) + t h(y)

)
dS(y). (7.10)

In fact, it is straightforward to check that Kirchhoff’s formula provides the
solution under much weaker assumptions:

Theorem 7.2. Suppose h ∈ C2(R3) and g ∈ C3(R3). Then u(t, x) defined
via Kirchhoff’s formula (7.10) is in C2(R4) and solves the Cauchy problem
(7.1) for the wave equation.

Proof. By Stokes’ rule (Problem 7.6) it suffices to establish the case g = 0.
Interchanging differentiation and integration one computes (using Green’s

1Gustav Kirchhoff (1824–1887), German physicist

http://en.wikipedia.org/wiki/Gustav Kirchhoff
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first identity)

ut(t, x) =
1

4π

∫
S2

(
h(x+ tω) + t∇h(x+ tω) · ω

)
dσ2(ω)

=
1

4π

∫
S2

h(x+ tω)dσ2(ω) +
1

4πt

∫ t

0

∫
S2

∆h(x+ rω)dσ2(ω)r2dr,

utt(t, x) =
t

4π

∫
S2

∆h(x+ tω)dσ2(ω)

and

uxj (t, x) =
t

4π

∫
S2

hxj (x+ tω)dσ2(ω),

uxjxk(t, x) =
t

4π

∫
S2

hxjxk(x+ tω)dσ2(ω),

which shows that u ∈ C2(R4) and

∆u(t, x) =
t

4π

∫
S2

∆h(x+ tω)dσ2(ω) = utt(t, x).

Since u(0, x) = 0 and ut(0, x) = h(x) we conclude that u also satisfies the
initial condition. □

It is interesting to observe that we need to require g ∈ C3 in order to
get a solution which is C2 (in contradistinction to the one-dimensional case,
where g ∈ C2 was sufficient). This is due to the fact that irregularities of the
initial conditions could be focused at one point during the time evolution.
Example 7.1. Let us look at the case of radial initial conditions g(x) :=
g̃(|x|), h(x) := 0. Then the solution at 0 is given by

u(t, 0) = g̃(t) + g̃′(t).

For the special choice

g̃(r) :=

{√
1− r, 0 ≤ r ≤ 1,

0, r > 1,

(which is continuous but not C3) we get

u(0, t) =
√
1− t− 1

2
√
1− t

, 0 ≤ t < 1,

which shows that the irregularity of the initial condition along |x| = 1 gets
focused in the origin at t = 1, leading to a blow-up of the solution. ⋄

As always, the solution of the inhomogeneous problem follows from the
Duhamel principle:
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Corollary 7.3. Suppose f ∈ C0;2(R× R3) then

u(t, x) =
1

4π

∫ t

0
(t− s)

∫
S2

f(s, x+ (t− s)ω)dσ2(ω)ds (7.11)

is in C2(R4) and solves the inhomogeneous wave equation

utt = ∆u+ f, u(0) = ut(0) = 0. (7.12)

Proof. Let us write

u(t, x) =

∫ t

0
U(s, t, x)ds, U(s, t, x) :=

(t− s)

4π

∫
S2

f(s, x+ (t− s)ω)dσ2(ω),

where U ∈ C0;2(R × R4) with Utt = ∆U and U(s, s, x) = 0, Ut(s, s, x) =
f(s, x) by Theorem 7.2.

Hence we obtain using Leibniz integral rule (Problem A.12):

ut(t, x) = U(t, t, x) +

∫ t

0
Ut(s, t, x)ds =

∫ t

0
Ut(s, t, x)ds,

utt(t, x) = Ut(t, t, x) +

∫ t

0
Utt(s, t, x)ds = f(t, x) +

∫ t

0
Utt(s, t, x)ds.

In particular, u(0, x) = ut(0, x) = 0. Moreover, interchanging integration
and differentiation we obtain

∆u(t, x) =

∫ t

0
∆U(s, t, x)ds,

which establishes the claim. □

Note that for t > 0 (7.11) can be rewritten as

u(t, x) =
1

4π

∫ t

0

1

t− s

∫
∂Bt−s(x)

f(s, y)dS(y)ds

=
1

4π

∫ t

0

1

r

∫
∂Br(x)

f(t− r, y)dS(y)dr

=
1

4π

∫
Bt(x)

f(t− |x− y|, y)
|x− y|

d3y, (7.13)

where the last integrand is known as retarded potential (since it reassem-
bles the Newton potential, but the time t is retarded by the factor |x− y|).

Finally, to obtain a formula in n = 2 dimensions we use Hadamard’s
method of descent: That is we use the fact, that a solution in two dimen-
sions is also a solution in three dimensions which happens to be independent
of the third coordinate direction. Indeed, if g and h are independent of the
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third coordinate, so will be u defined via Kirchhoff’s formula. Hence it re-
mains to simplify Kirchhoff’s formula in the case h does not depend on x3:
Using spherical coordinates we obtain
t

4π

∫
S2

h(x+ tω)dσ2(ω) =

=
t

2π

∫ π/2

0

∫ 2π

0
h(x1 + t sin(θ) cos(φ), x2 + t sin(θ) sin(φ)) sin(θ)dφdθ

ρ=sin(θ)
=

t

2π

∫ 1

0

∫ 2π

0

h(x1 + tρ cos(φ), x2 + tρ sin(φ))√
1− ρ2

dφ ρdρ

=
t

2π

∫
B1(0)

h(x+ ty)√
1− |y|2

d2y,

which gives Poisson’s formula

u(t, x) =
∂

∂t

t

2π

∫
B1(0)

g(x+ ty)√
1− |y|2

d2y +
t

2π

∫
B1(0)

h(x+ ty)√
1− |y|2

d2y

=
1

2π

∫
B1(0)

g(x+ ty) + t∇g(x+ ty) · y + t h(x+ ty)√
1− |y|2

d2y

=
1

2π|t|

∫
B|t|(x)

g(y) +∇g(y) · (y − x) + t h(x)√
t2 − |x− y|2

d2y. (7.14)

Theorem 7.4. Suppose h ∈ C2(R2) and g ∈ C3(R2). Then u(t, x) defined
via Poisson’s formula (7.14) is in C2(R3) and solves the Cauchy problem
(7.1) for the wave equation.

Corollary 7.5. Suppose f ∈ C0;2(R× R2) then

u(t, x) =
1

2π

∫ t

0
(t− s)

∫
B1(0)

f(s, x+ (t− s)y)√
1− |y|2

d2y ds (7.15)

is in C2(R3) and solves the inhomogeneous wave equation (7.12).

Note that, if the inhomogeneous term f does not depend on t, then one
could subtract the corresponding solution of the Poisson problem to reduce
the problem to a homogenous one.

Uniqueness will be addressed in Section 7.3.
Finally, observe that there is a striking difference between three and two

dimensions: While in three dimensions u(x, t) depends only on the values of
the initial data on ∂Bt(x), in two dimensions it depends on the values of the
initial data on all of Bt(x). Hence the values of the initial data at x affect
the solution only on the boundary of the cone C(x, t) := {(t, y)||x−y| < |t|}
in three dimensions, while they affect the solution on the entire cone C(x, t)
in two dimensions. Consequently, the effect of a disturbance is only felt at
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the front of its propagation in three dimensions, while in two dimensions it
is felt forever after the front passed. This is known as Huygens’ principle.

Problem 7.1. Guess the solution corresponding to the initial conditions
u(0, x) = g(a · x), ut(0, x) = g′(a · x) with a given unit vector a ∈ Rn and
g ∈ C2(R).

Problem 7.2. Find the solution of the wave equation with initial condition
g(x) = 0, h(x) = |x|2 in R3.

Problem 7.3. Suppose g and h are supported in a ball of radius r. If you
observe the solution of the wave equation u(t, x) at a distance |x| = R > r
from the origin. What is the first time t0 after which you can notice the
effects of the initial conditions in two, three dimensions, respectively? After
what time t1 > t0 can you no longer notice any effects?

Problem 7.4. Suppose g and h are supported in a ball of radius r. Use
Kirchhoff’s formula to show

|u(t, x)| ≤ Cr

|t|
(
sup
R3

|g|+ r sup
R3

|∂g|+ r sup
R3

|h|
)
.

(Hint: What is the area of ∂B|t|(x) ∩Br(0)?)

Problem 7.5. Derive a formula for the Fourier transform pu(t, k) of a solu-
tion of the Klein–Gordon equation

utt = ∆u−m2u, u(0) = g, ut(0) = h,

with m > 0.

Problem* 7.6 (Stokes’ rule). Let u ∈ C3(Rn) be a solution of the Klein–
Gordon equation with initial condition u(0, x) = 0, ut(0, x) = h(x). Then
v := ut solves the Klein–Gordon equation with initial condition v(0, x) =
h(x), vt(0, x) = 0.

Problem 7.7. Show√
π

2

m

(2π)3/2

∫ 1

−1

J1(m
√
1− |x|2)√

1− |x|2
e−ik·xd3x =

sin(|k|)
|k|

−
sin(

√
|k|2 +m2)√

|k|2 +m2
,

where J1(z) is the Bessel function of order 1. (Hint: Start with Problem 4.22
and use Problem 6.3. Problem 3.22 will also be helpful.)

Problem 7.8. Show that the solution of the Klein–Gordon equation in n = 3
dimensions with initial condition u(0, x) = 0, ut(0, x) = h(x) is given by

u(t, x) =
t

4π

∫
S2

h(x+ tω)dσ2(ω)

− m sign(t)

4π

∫
Bx(|t|)

J1(m
√
t2 − |x|2)√

t2 − |x|2
h(x− y)d3y.
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The solution with initial condition u(0, x) = g(x), ut(0, x) = 0 of course
follows from Stokes’ rule (Problem 7.6). (Hint Problems 7.5 and 7.7.)

Problem 7.9. Maxwell’s equations2 in vacuum for the electric field E(t, x)
and the magnetic field B(t, x) are given by

Bt = − curlE, µ0ε0Et = curlB, divE = 0, divB = 0,

where µ0 > 0 and ε0 > 0 are the permeability and the permittivity of the vac-
uum, respectively. Here curl f := ∇× f is the infinitesimal circulation (also
known as rotation) of a vector field f in R3. Find the solution corresponding
to the initial conditions E(0, x) = E0(x) and B(0, x) = B0(x) (assumed to
satisfy divB0 = divE0 = 0). (Hint: Show that the components of both E

and B satisfy the wave equation with c := (µ0ε0)
−1/2.)

7.2. The solution in arbitrary dimensions

While (7.4) works for arbitrary dimensions, we were only able to find an
explicit solution formula for u in n = 2 and n = 3 dimensions in the previous
section. While in principle it is possible to find an explicit formula using the
fact that the Fourier transform of radial functions in n+2 dimensions can be
computed from the n dimensional result (cf. Problem 6.3) by applying 1

r
∂
∂r ,

this requires distribution theory. Hence we will resort to a more elementary
approach due to Poisson. We will assume t ≥ 0 for notational simplicity. In
this respect note, that if u(t, x) solves (7.1) for t ≥ 0 then v(t, x) := u(−t, x)
solves the wave equation for t ≤ 0 but with initial conditions v(0, x) = g(x),
vt(0, x) = −h(x).

The idea is to look at the spherical means

U(t, r, x) :=
1

nVnrn−1

∫
∂Br(x)

u(t, y)dS(y). (7.16)

If u ∈ C2(Rn+1) solves the wave equation then one can verify (Problem 7.10)
that U ∈ C2(Rn+1 × [0,∞)) solves the Euler–Poisson–Darboux equa-
tion3

Utt = r1−n
(
rn−1Ur

)
r
= Urr +

n− 1

r
Ur. (7.17)

While this almost looks like a one-dimensional wave equation, there is an
undesired extra term. If n = 3 the Euler–Poisson–Darboux equation can
be reduced to the wave equation upon considering Ũ(t, r, x) := rU(t, r, x).
In arbitrary odd dimensions the following more complicated transformation
works:

2James Clerk Maxwell (1831–1879), Scottish mathematical physicist
3Jean Gaston Darboux (1842–1917), French mathematician

http://en.wikipedia.org/wiki/James Clerk Maxwell
http://en.wikipedia.org/wiki/Jean Gaston Darboux
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Lemma 7.6. For every f ∈ Ck+1(0,∞) we have

∂2

∂r2
Dk−1
r r2k−1f(r) = Dk−1

r r2k−1 1

r2k
∂

∂r
r2k

∂

∂r
f(r), Dr :=

1

r

∂

∂r
. (7.18)

Proof. We use induction on k. The case k = 1 is easy

∂2r r = ∂r(1 + r∂r) = 2∂r + r∂2r =
1

r
∂rr

2∂r.

Similarly the induction step follows

∂2rD
k
r r

2k+1 = ∂2rD
k−1
r r2k−1

(
(2k + 1) + r∂r

)
= Dk

r r
2k∂r

(
(2k + 1) + r∂r

)
= Dk

rDrr
2k+2∂r. □

Hence if n = 2k + 1 is odd, we conclude that

Ũ(t, r, x) := Dk−1
r r2k−1U(t, r, x) (7.19)

will satisfy the one-dimensional wave equation provided U ∈ Ck+1 satisfies
the Euler–Poisson–Darboux equation. Moreover, the above spherical aver-
ages satisfy Ur(t, x, 0) = 0 implying (see Problem 7.11) Ũr(t, x, 0) = 0 and
consequently (Problem 4.16)

Ũ(t, r, x) =
G̃(t+ r, x)− G̃(t− r, x)

2
+

1

2

∫ t+r

t−r
H̃(ρ, x)dρ (7.20)

for 0 ≤ r ≤ t. Here G̃(r, x) := Ũ(0, r, x) and H̃(r, x) := Ũt(0, r, x). Finally,
note that we can recover u from

u(t, x) = lim
r→0

U(t, r, x) = lim
r→0

Ũ(t, r, x)

(n− 2)!!r
(7.21)

(with n!! = n · (n− 2) · · · 3 · 1 for n odd) and hence

u(t, x) =
1

(n− 2)!!

(
G̃r(t, x) + H̃(t, x)

)
. (7.22)

In summary, if u is a sufficiently smooth solution of the wave equation it is
given by

u(t, x) =
∂

∂t
D

(n−3)/2
t

1

n!!Vnt

∫
∂Bt(x)

g(y)dS(y)

+D
(n−3)/2
t

1

n!!Vnt

∫
∂Bt(x)

h(y)dS(y). (7.23)

Conversely, one can check that the above formula provides a solution of the
wave equation provided g and h are sufficiently smooth:

Theorem 7.7. Let n = 2k + 1 be odd and suppose h ∈ Ck+1(Rn) and
g ∈ Ck+2(Rn)). Then u(t, x) defined via (7.23) is in C2(Rn+1) and solves
the Cauchy problem (7.1) for the wave equation.
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Proof. By Stokes’ rule (Problem 7.6) it suffices to establish the case g = 0.
Abbreviate

H(t, x) :=
1

nVntn−1

∫
∂Bt(x)

h(y)dS(y) =
1

nVn

∫
Sn−1

h(x+ tω)dσn−1(ω)

and note that H(t, x) ∈ Ck+1(Rn+1). Using Lemma 7.6 and Problem A.11
we find

utt =
n

n!!
Dk
t t

2k ∂

∂t
H =

1

n!!Vn
Dk
t

∫
Bt(x)

∆h(y)dny

= Dk−1
t

1

n!!Vnt

∫
∂Bt(x)

∆h(y)dS(y).

On the other hand,

∆H =
1

nVntn−1
∆

∫
∂Bt(0)

h(x+ y)dS(y) =
1

nVntn−1

∫
∂Bt(x)

∆h(y)dS(y),

which shows utt = ∆u.
That u satisfies the initial conditions follows from Problem 7.11. □

The case of even dimensions follows using the method of descent. An
analogous computation to the one for n = 2 dimensions gives

u(t, x) =
∂

∂t
D

(n−2)/2
t

1

n!!Vn

∫
Bt(x)

g(y)√
t2 − |y − x|2

dny

+D
(n−2)/2
t

1

n!!Vn

∫
Bt(x)

h(y)√
t2 − |y − x|2

dny. (7.24)

Theorem 7.8. Let n = 2k be even and suppose h ∈ Ck+1(Rn) and g ∈
Ck+2(Rn)). Then u(t, x) defined via (7.24) is in C2(Rn+1) and solves the
Cauchy problem (7.1) for the wave equation.

Finally, the inhomogeneous case follows from the Duhamel principle (lit-
erally follow the proof of Corollary 7.3):

Corollary 7.9. Suppose f ∈ C0;⌊n/2⌋+1(R×Rn) and let U(s, t, x) ∈ C0;2(R×
Rn+1) be the solution of Utt = ∆U with initial conditions U(s, s, x) = 0,
Ut(s, s, x) = f(s, x) given by Theorem 7.7, Theorem 7.8 in even, odd dimen-
sions, respectively. Then

u(t, x) =

∫ t

0
U(s, t, x)ds (7.25)

is in C2(Rn+1) and solves the inhomogeneous wave equation

utt = ∆u+ f, u(0) = ut(0) = 0. (7.26)
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Problem* 7.10. Show that (7.16) is in C2(Rn+1 × [0,∞)) and solves the
Euler–Poisson–Darboux equation (7.17) as well as Ur(t, x, 0) = 0 if u ∈
C2(Rn+1) solves the wave equation. (Hint: Problem A.11.)

Problem* 7.11. For k ∈ N and f ∈ Ck−1(0,∞) we have

Dk−1
r r2k−1f(r) =

k−1∑
j=0

αk,jr
j+1f (j)(r)

with αk,0 = (2k − 1)!!.

Problem 7.12. Show that that if the initial conditions f and g are radial,
so is the corresponding solution of the wave equation. (Hint: Uniqueness.)

Problem 7.13. Show that the Klein–Gordon equation can be solved using
a variant of the method of descent: If u(t, x) is a solution for x ∈ Rn,
find a suitable function ϕ such that v(t, x̄) = u(t, x)ϕ(xn+1) solves the wave
equation for x̄ = (x, xn+1) ∈ Rn+1.

Problem 7.14. Find all nontrivial radial solutions of the wave equation of
the form u(t, x) = α(r)f(t− δ(r)) with |x| = r, where f ∈ C2 is an arbitrary
function and α, δ are fixed functions independent of f .

7.3. Energy methods

Let U be a bounded domain and u ∈ C2(UT ) a solution of the wave equation.
We define its energy to be

E(t) :=
1

2

∫
U

(
|∇u(t, x)|2 + ut(t, x)

2
)
dnx. (7.27)

A straightforward calculation verifies that if u satisfies Dirichlet (or Neu-
mann) boundary conditions on ∂U , then Ė(t) = 0 and hence E(t) = E(0) is
a constant of motion (Problem 7.15).

Lemma 7.10. Let U ⊂ Rn be a bounded domain and u ∈ C2(R×U)∩C(R×
U) a solution of the wave equation satisfying Dirichlet boundary conditions
u(t, .)|∂U = 0. Then the energy E(t) is constant. The same result holds if u ∈
C2(R×U)∩C1(R×U) satisfies Neumann boundary conditions ∂u

∂ν (t, .)|∂U = 0.

Hence by considering the difference of two solutions we get uniqueness
as well as stability of solutions.

Theorem 7.11. There exists at most one solution u ∈ C2(R×U)∩C(R×U)
of the problem

utt −∆u = 0, u(0) = g, ut(0) = h, u(t)|∂U = a(t), (7.28)

for given data g, h ∈ C(U), a ∈ C(R× ∂U).
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x0
t = t0

t = 0 x0

Figure 7.1. Cone of dependence: If u, ut vanishes on the gray ball at
t = 0, it will vanish on the entire cone

In fact we can even get a bit more:

Theorem 7.12. Let u ∈ C2 be a solution of the wave equation. If u(0, x) =
ut(0, x) = 0 for x ∈ Bt0(x0), then u(t, x) = 0 for all (t, x) in the cone

K(t0, x0) := {(t, x) ∈ Rn+1|0 ≤ t ≤ t0, |x− x0| ≤ t0 − t}. (7.29)

Proof. We define the local energy

E(t) :=
1

2

∫
Bt0−t(x0)

(
|∇u(t, x)|2 + ut(t, x)

2
)
dnx.

Then one computes

Ė(t) =
1

2

d

dt

∫ t0−t

0

∫
∂Br(x0)

(
|∇u|2 + u2t

)
dS dr

=

∫
Bt0−t(x0)

(
(∇u) · (∇ut) + ututt

)
dnx− 1

2

∫
∂Bt0−t(x0)

(
|∇u|2 + u2t

)
dS

=

∫
Bt0−t(x0)

(
utt −∆u

)
ut d

nx+

∫
∂Bt0−t(x0)

ut
∂u

∂ν
dS

− 1

2

∫
∂Bt0−t(x0)

(
|∇u|2 + u2t

)
dS

=

∫
∂Bt0−t(x0)

(
ut
∂u

∂ν
− 1

2
u2t −

1

2
|∇u|2

)
dS,

where we have used integration by parts in the second step. Now∣∣∣∣ut∂u∂ν
∣∣∣∣ ≤ |ut||∇u| ≤

1

2
u2t +

1

2
|∇u|2
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implies Ė(t) ≤ 0. Hence E(t) ≤ E(0) = 0 and consequently ∇u and ut
vanish within K. Thus u is constant within u and since it vanishes for t = 0
the claim follows. □

Of course this result implies uniqueness for the wave equation on Rn as
a special case:

Corollary 7.13. There exists at most one solution u ∈ C2(Rn+1) of the
wave equation for given data g, h ∈ C(Rn).

Problem 7.15. Show Lemma 7.10.

Problem 7.16. Find a corresponding energy for the Klein–Gordon equation
and extend this section to the Klein–Gordon equation (with m ≥ 0).
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Advanced Partial
Differential Equations





Chapter 8

A first look at weak
derivatives and L2 based
Sobolev spaces

8.1. Motivation

Let us repeat the treatment of the Poisson equation in Rn

−∆u = f (8.1)

via the Fourier transform from Section 6.1. But now from a slightly different
angle. Formally applying the Fourier transform we have found

|k|2pu(k) = pf(k). (8.2)

When we solve this equation for pu,

pu(k) =
pf(k)

|k|2
, (8.3)

we notice two things: First of all pu has better decay properties than pf and
by virtue of Lemma 6.2 this reflects that the solution u, roughly speaking,
has two more derivatives than f . Secondly we see that pu has a singular-
ity at 0 (unless pf vanishes sufficiently fast at 0) which reflects the fact,
that the solution u has in general less decay than f . In fact, even if f
has compact support, u will only decay like the fundamental solution unless
pf(0) = (2π)−n/2

∫
Rn f(y)d

ny = 0 (cf. Problem 5.16).
While these considerations give us some important insight, it is not

straightforward to turn this intuition into precise mathematical statements.

179



180 8. A first look at weak derivatives and L2 based Sobolev spaces

We could assume that f is integrable and try to look for solutions u for
which the function together with its first and second derivatives are inte-
grable. However, since we don’t know the image of this space of solutions
under the Fourier transform (we don’t even know the image of L1(Rn), we
had to invent a new name for it, the Wiener algebra), it is unclear in what
sense (8.1) and (8.2) are equivalent.

This problem could be circumvented if we look for solutions in the
Schwartz space S(Rn), where the Fourier transform is bijective (Theorem 6.5).
Indeed, this works fine and we see that for f ∈ S(Rn) we have a solution
u ∈ S(Rn) if and only if |k|−2

pf(k) ∈ S(Rn). Now one could argue that
S(Rn) is a rather restrictive class and wonder if there is a better one. In-
deed, the Plancherel identity (Lemma 6.6) implies that the Fourier transform
can be extended to a bijection on L2(Rn) (details will follow in the next sec-
tion). So if u ∈ L2(Rn), then we also have pu ∈ L2(Rn) and Lemma 6.2 tells
us that under appropriate conditions kjpu(k) ∈ L2(Rn) will also imply that
∂ju ∈ L2(Rn) and similarly for higher derivatives. Now these extra appro-
priate conditions will make our approach again inconvenient and hence the
trick is to simply drop them! More precisely, we introduce the space

Hr(Rn) := {u ∈ L2(Rn)||k|rpu(k) ∈ L2(Rn)}, r ∈ N0, (8.4)

and define partial derivatives of u ∈ Hr(Rn) via

∂αu := ((ik)αpu(k))∨, |α| ≤ r. (8.5)

By Lemma 6.2 this will agree with the usual definition under moderate con-
ditions and hence can be viewed as an extension of the usual definition
of differentiability. We call (8.5) weak derivatives. Please observe that
|k|α ≤ |k||α| ≤ 1 + |k|r for all |α| ≤ r which implies that existence of all di-
agonal derivatives (where all derivatives are taken with respect to the same
coordinate direction) implies existence of all off-diagonal as well as all lower
order derivatives.

Then, for f ∈ L2(Rn) we have a solution of (8.2) if and only if |k|−2
pf(k)

is locally square integrable near the origin. By construction this will also
give us the solution of (8.1) provided the derivatives are understood as weak
derivatives. Moreover, Lemma 6.2 could be used to work out sufficient con-
ditions when this weak solution is a classical solution, that is, when this
solution is C2(Rn).

Finally, note that if, in addition to the above solvability condition, we
have f ∈ Hr(Rn), then u ∈ Hr+2(Rn) and in this sense the solution indeed
gains precisely two derivatives.

In summary, the introduction of the weak derivative in (8.5) allowed us
to give a transparent discussion of solvability of the Poisson equation. It
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should be evident that this also works for other constant coefficient partial
differential equations on Rn.

Problem 8.1. Discuss the Helmholz equation (6.23) on Rn.

8.2. The Fourier transform on L2

The Plancherel identity ∥f∥2 = ∥ pf∥2 (Lemma 6.6) allows us to extend the
Fourier transform to L2(Rn) as follows: First of all, this identity holds on
S(Rn) which is dense. Now choosing an arbitrary sequence fm ∈ S(Rn)
converging to f in the L2 norm, we can set

F(f) := lim
m→∞

F(fm). (8.6)

The Plancherel identity ensures that this limit exists and is independent of
the sequence chosen (you can verify this directly or resort to the extension
principle from functional analysis: every densely defined bounded operator
can be extendend to the entire space; Theorem 1.16 from [35]).

Theorem 8.1 (Plancherel). The Fourier transform F extends to a unitary
operator F : L2(Rn) → L2(Rn).

Proof. As already noted, F extends uniquely to a bounded operator on
L2(Rn). Since Plancherel’s identity remains valid by continuity of the norm
and since its range is dense, this extension is a unitary operator. □

We also note that this extension is still given by (6.1) whenever the
right-hand side is integrable.

Lemma 8.2. Let f ∈ L1(Rn)∩L2(Rn), then (6.1) continues to hold, where
F now denotes the extension of the Fourier transform from S(Rn) to L2(Rn).
Similarly, for f ∈ L2(Rn) with pf ∈ L1(Rn) Theorem 6.5 continues to hold.

Proof. If f has compact support, then (by Lemma B.13 and Lemma B.14)
its mollification ϕε ∗ f ∈ C∞

c (Rn) converges to f both in L1 and L2. Hence
the claim holds for every f with compact support. Finally, for general f ∈
L1(Rn) ∩ L2(Rn) consider fm := fχBm(0). Then fm → f in both L1(Rn)
and L2(Rn) and the claim follows.

For the second claim note that by Theorem 6.5 (F−1f)(x) = (Ff)(−x)
at least for f ∈ S(Rn) which remains true when taking limits. □

In particular,

pf(k) = lim
m→∞

1

(2π)n/2

∫
|x|≤m

e−ik·xf(x)dnx, (8.7)
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where the limit has to be understood in L2(Rn) and can be omitted if f ∈
L1(Rn) ∩ L2(Rn). Similarly for qf .

For later use we also need the fact that the Fourier transform of an
integrable function will vanish at ∞. To this end we denote the space of all
continuous functions f : Rn → C which vanish at ∞ by C0(Rn).

Lemma 8.3 (Riemann-Lebesgue). The Fourier transform maps L1(Rn) into
C0(Rn).

Proof. First of all recall that C0(Rn) equipped with the sup norm is a
Banach1 space and that S(Rn) is dense (Problem B.4). By the previous
lemma we have pf ∈ C0(Rn) if f ∈ S(Rn). Moreover, since S(Rn) is dense
in L1(Rn), the estimate (6.2) shows that the Fourier transform extends to a
continuous map from L1(Rn) into C0(Rn). □

Concerning convolutions we can easily extend Corollary 6.8.

Corollary 8.4. The convolution of two L2(Rn) functions is in Ran(F) ⊂
C0(Rn) and we have ∥f ∗ g∥∞ ≤ ∥f∥2∥g∥2 as well as

(fg)∧ = (2π)−n/2 pf ∗ pg, (f ∗ g)∧ = (2π)n/2 pfpg (8.8)

in this case.

Proof. The inequality ∥f ∗ g∥∞ ≤ ∥f∥2∥g∥2 is immediate from Cauchy–
Schwarz and shows that the convolution is a continuous bilinear form from
L2(Rn) to L∞(Rn). Now take sequences fm, gm ∈ S(Rn) converging to
f, g ∈ L2(Rn). Then using Corollary 6.8 together with continuity of the
Fourier transform from L1(Rn) to C0(Rn) and on L2(Rn) we obtain

(fg)∧ = lim
m→∞

(fmgm)
∧ = (2π)−n/2 lim

m→∞
pfm ∗ pgm = (2π)−n/2 pf ∗ pg.

Similarly,

(f ∗ g)∧ = lim
m→∞

(fm ∗ gm)∧ = (2π)n/2 lim
m→∞

pfmpgm = (2π)n/2 pfpg

from which that last claim follows since F : Ran(F) → L1(Rn) is closed as
it is the inverse of a bounded operator (Lemma B.19). □

Problem 8.2. Show that (8.6) is well defined (i.e., the limit exists and is
independent of the sequence). Show that the Plancherel identity continues to
hold.

Problem 8.3. Show ∫ ∞

0

sin(x)2

x2
dx =

π

2
.

(Hint: Problem 4.1 (i).)
1Stefan Banach (1892–1945), Polish mathematician

http://en.wikipedia.org/wiki/Stefan Banach
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8.3. The Sobolev spaces Hr(Rn)

Following our previous considerations we introduce the Sobolev space2

Hr(Rn) := {f ∈ L2(Rn)||k|r pf(k) ∈ L2(Rn)}. (8.9)

The most important case is when r is an integer, however our definition
makes sense for any r ≥ 0. Moreover, note that Hr(Rn) becomes a Hilbert
space if we introduce the scalar product

⟨f, g⟩Hr :=

∫
Rn

pf(k)∗pg(k)(1 + |k|2)rdnk. (8.10)

In particular, note that by construction F maps Hr(Rn) unitarily onto
L2(Rn, ⟨k⟩rdnk), where (sometimes known as Japanese bracket)

⟨k⟩ := (1 + |k|2)1/2, k ∈ Cn. (8.11)

Clearly Hr+1(Rn) ⊂ Hr(Rn) with the embedding being continuous. More-
over, S(Rn) ⊂ Hr(Rn) and this subset is dense (since S(Rn) is dense in
L2(Rn, ⟨k⟩rdnk)).

As already mentioned, the motivation for the definition (8.9) stems from
Lemma 6.3 which allows us to extend differentiation to a larger class. In
fact, every function in Hr(Rn) has partial derivatives up to order ⌊r⌋, which
are defined via

∂αf := ((ik)α pf(k))∨, f ∈ Hr(Rn), |α| ≤ r. (8.12)

By Lemma 6.3 this definition coincides with the usual one for every f ∈
S(Rn).

Example 8.1. Consider f(x) := (1−|x|)χ[−1,1](x). Then pf(k) =
√

2
π
1−cos(k)

k2

and f ∈ H1(R). The weak derivative is f ′(x) = − sign(x)χ[−1,1](x). ⋄

Of course a natural question to ask is when the weak derivatives are in
fact classical derivatives. To this end observe that the Riemann–Lebesgue
lemma implies that ∂αf(x) ∈ C0(Rn) provided kα pf(k) ∈ L1(Rn). Moreover,
in this situation the derivatives will exist as classical derivatives:

Lemma 8.5. Suppose f ∈ L1(Rn) or f ∈ L2(Rn) with (1 + |k|r) pf(k) ∈
L1(Rn) for some r ∈ N0. Then f ∈ Cr0(Rn), the set of functions with
continuous partial derivatives of order r all of which vanish at ∞. Moreover,
the classical and weak derivatives coincide in this case.

Proof. We begin by observing that by Lemma 8.2

f(x) =
1

(2π)n/2

∫
Rn

eik·x pf(k)dnk.

2Sergei Sobolev (1908–1989), Soviet mathematician

http://en.wikipedia.org/wiki/Sergei Sobolev
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Now the claim follows as in the proof of Lemma 6.3 by differentiating the
integral using Lemma A.7. □

Now we are able to prove the following embedding theorem.

Theorem 8.6 (Sobolev embedding). Suppose r > s + n
2 for some s ∈ N0.

Then Hr(Rn) is continuously embedded into Cs0(Rn) with

∥∂αf∥∞ ≤ Cn,r∥f∥Hr , |α| ≤ s. (8.13)

Proof. Use |(ik)α pf(k)| ≤ ⟨k⟩|α|| pf(k)| = ⟨k⟩−σ · ⟨k⟩|α|+σ| pf(k)|. Now ⟨k⟩−σ ∈
L2(Rn) if σ > n

2 (see Example A.8) and ⟨k⟩|α|+σ| pf(k)| ∈ L2(Rn) if σ+ |α| ≤
r. Hence ⟨k⟩|α|| pf(k)| ∈ L1(Rn) and the claim follows from the previous
lemma. □

In fact, we can even do a bit better.

Lemma 8.7 (Morrey3 inequality). Suppose f ∈ Hn/2+γ(Rn) for some γ ∈
(0, 1). Then f ∈ C0,γ

0 (Rn), the set of functions which are Hölder continuous
with exponent γ and vanish at ∞. Moreover,

|f(x)− f(y)| ≤ Cn,γ∥ pf∥Hn/2+γ |x− y|γ (8.14)

in this case.

Proof. We begin with

f(x+ y)− f(x) =
1

(2π)n/2

∫
Rn

eik·x(eik·y − 1) pf(k)dnk

implying

|f(x+ y)− f(x)| ≤ 1

(2π)n/2

∫
Rn

|eik·y − 1|
⟨k⟩n/2+γ

⟨k⟩n/2+γ | pf(k)|dnk.

Hence, after applying Cauchy–Schwarz, it remains to estimate (recall (A.29))∫
Rn

|eik·y − 1|2

⟨k⟩n+2γ
dnk ≤ Sn

∫ 1/|y|

0

(|y|r)2

rn+2γ
rn−1dr + Sn

∫ ∞

1/|y|

4

rn+2γ
rn−1dr

=
Sn

2(1− γ)
|y|2γ + 2Sn

γ
|y|2γ =

Sn(4− 3γ)

2γ(1− γ)
|y|2γ ,

where Sn = nVn is the surface area of the unit sphere in Rn. □

Using this lemma we immediately obtain:

Corollary 8.8. Suppose r ≥ s + γ + n
2 for some s ∈ N0 and γ ∈ (0, 1).

Then Hr(Rn) is continuously embedded into Cs,γ0 (Rn), the set of functions
in Cs0(Rn) whose highest derivatives are Hölder continuous of exponent γ.

3Charles B. Morrey (1907–1984), American mathematician

http://en.wikipedia.org/wiki/Charles B. Morrey
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In the case r > n
2 , when Morrey’s inequality holds, we even get that

Hr(Rn) is a Banach algebra:

Lemma 8.9. Suppose f, g ∈ Hr(Rn) and pf, pg ∈ L1(Rn) for some r ≥ 0.
Then we have fg ∈ Hr(Rn) with

∥fg∥Hr ≤ Cn,r
(
∥f∥Hr∥pg∥1 + ∥ pf∥1∥g∥Hr

)
. (8.15)

Moreover, if r > n
2 , then ∥ pf∥1 ≤ cn,r∥f∥Hr and we get

∥fg∥Hr ≤ C̃n,r∥f∥Hr∥g∥Hr . (8.16)

Proof. Note that we have

⟨k⟩r ≤ (1 + 2|k − l|2 + 2|l|2)r/2 ≤ 2r/2(1 + |k − l|2 + 1 + |l|2)r/2

≤ cr
(
⟨k − l⟩r + ⟨l⟩r

)
for cr = max(2r−1, 2r/2) and r ≥ 0. Here we have used |k|2 ≤ (|k−l|+|l|)2 ≤
2|k − l|2 + 2|l|2 in the first step and that x 7→ xr/2 is subadditive for r ≤ 2
and convex for r ≥ 2 in the last step. Hence by Corollary 8.4 we have

(2π)n/2⟨k⟩r|(fg)∧(k)| = ⟨k⟩r|( pf ∗ pg)(k)| ≤
∫
Rn

⟨k⟩r| pf(k − l)||pg(l)|dnl

≤ cr
(
(|⟨.⟩r pf | ∗ |pg|)(k) + (| pf | ∗ |⟨.⟩rpg|)(k)

)
and the first claim with Cn,r = cr(2π)

−n/2 follows from Young’s inequality
(B.25). The second claim follows from Cauchy–Schwarz ∥ pf∥1 ≤ ∥⟨.⟩−r∥2∥f∥Hr

as in the proof of Theorem 8.6. □

To end this section I remark that our definition of a weak derivative is
not the usual one. The standard definition says that a function h ∈ L1

loc(Rn)
satisfying∫

Rn

φ(x)h(x)dnx = (−1)|α|
∫
Rn

(∂αφ)(x)f(x)d
nx, ∀φ ∈ C∞

c (Rn), (8.17)

is called the weak derivative or the derivative in the sense of distributions
of f (by Lemma B.16 such a function is unique if it exists). This definition
is more flexible (it is not tied to Rn, since Rn can be easily replaced by an
arbitrary open set) and will be pursued in the next chapter.

To establish equivalence we first note that∫
Rn

g(x)(∂αf)(x)d
nx = ⟨g∗, (∂αf)⟩ = ⟨pg(k)∗, (ik)α pf(k)⟩

= (−1)|α|⟨(ik)αpg(k)∗, pf(k)⟩ = (−1)|α|⟨∂αg∗, f⟩

= (−1)|α|
∫
Rn

(∂αg)(x)f(x)d
nx, (8.18)
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for f, g ∈ Hr(Rn). Hence, choosing g = φ in (8.18), we see that functions in
Hr(Rn) have weak derivatives (in the sense of (8.17)) up to order r, which
are in L2(Rn). Moreover, the weak derivatives coincide with the derivatives
defined in (8.12). Conversely, given (8.17) with f, h ∈ L2(Rn) we can use
that F is unitary to conclude

∫
Rn pφ(k)ph(k)dnk =

∫
Rn(ik)

α
pφ(k) pf(k)dnk for

all φ ∈ C∞
c (Rn). By approximation this follows for φ ∈ Hr(Rn) with r ≥ |α|

and hence in particular for pφ ∈ C∞
c (Rn). Consequently (ik)α pf(k) = ph(k)

a.e. implying that f ∈ Hr(Rn) if all weak derivatives exist up to order r and
are in L2(Rn).

In this connection the following norm for Hm(Rn) with m ∈ N0 is more
common:

∥f∥2m,2 :=
∑

|α|≤m

∥∂αf∥22. (8.19)

By |kα| ≤ |k||α| ≤ (1 + |k|2)m/2 it follows that this norm is equivalent to
(8.10).

Problem 8.4. Provide the details for Example 8.1.

Problem 8.5. Suppose f ∈ L2(Rn) show that ε−1(f(x+ejε)−f(x)) → gj(x)

in L2 if and only if kj pf(k) ∈ L2, where ej is the unit vector into the j’th
coordinate direction. Moreover, show gj = ∂jf if f ∈ H1(Rn).

Problem 8.6. Show that if u ∈ H2(Rn) solves (8.1) for some f ∈ Hr(Rn),
then u ∈ Hr+2(Rn) with ∥u∥Hr+2 ≤ C(∥f∥Hr + ∥u∥L2). Is an estimate of
the form ∥u∥Hr+2 ≤ C∥f∥Hr possible?

8.4. Evolution problems

Now let us look at the case of equations evolving time, like for example the
heat equation

ut = ∆u, u(0, x) = g(x), (8.20)
on Rn. Taking the Fourier transform we obtained

put(t, k) = −|k|2pu(t, k), pu(0, k) = pg(k), (8.21)

and solving this differential equation showed

pu(t, k) = pg(k)e−t|k|
2
. (8.22)

Now the proper way of looking at this problem is to regard u(t, x) as a
function u(t) with values in L2(Rn). From this point of view, the heat
equation now just looks like an ordinary constant coefficient linear differential
equation ut = Au with the only difference being that the coefficient matrix
A is now a linear operator acting on the Hilbert space L2(Rn). The solution
pu(t) (for fixed initial condition g) is a continuous map from t ≥ 0 to L2(Rn).
And this is already the first big difference: while for an ordinary differential
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equation there is no distinction between positive and negative times, now
there is! The exponential function e−t|k|

2 is bounded for t ≥ 0 and unbounded
for t < 0. Hence pu(t) will in general be no longer in L2(Rn) for t < 0. The
second difference arises if we ask about differentiability of pu(t). Then defining
the time derivative as a difference quotient

d

dt
pu(t) := lim

ε→0

pu(t+ ε)− pu(t)

ε
, (8.23)

the dominated convergence theorem (Problem 8.7) shows that this limit ex-
ists in L2(Rn) for t > 0. Moreover, note that pu(t) ∈ Hr(Rn) for any r > 0
for t > 0.

These ideas form the starting point of semigroup theory and it will be
discussed in detail in subsequent chapters.

Problem 8.7. Assume g ∈ L2(Rn). Show that pu(t) defined in (8.22) is
differentiable and solves d

dtpu(t)(k) = −|k|2pu(t)(k) for t > 0. (Hint: |e−ε|k|2 −
1| ≤ ε|k|2 for ε ≥ 0.)





Chapter 9

General Sobolev spaces

The modern theory of partial differential equations uses powerful results
from functional analysis. The classical Banach spaces of continuously differ-
entiable functions are frequently not suitable for this purpose. The weapon
of choice in this context are Sobolev spaces. As a preparation we will hence
study them in this chapter.

9.1. Basic properties

Throughout this chapter U ⊆ Rn will be nonempty and open and we will
use the notation V ⊂⊂ U if V is a relatively compact set with V ⊂ U .

Our aim is to extend the Lebesgue spaces to include derivatives. To
this end, for a locally integrable function f ∈ L1

loc(U), a locally integrable
function h ∈ L1

loc(U) satisfying∫
U
φ(x)h(x)dnx = (−1)|α|

∫
U
(∂αφ)(x)f(x)d

nx, ∀φ ∈ C∞
c (U), (9.1)

is called the weak derivative or the derivative in the sense of distributions of
f . Note that by Lemma B.16 such a function is unique if it exists. Moreover,
if f ∈ Ck(U), then integration by parts (A.44) shows that the weak derivative
coincides with the usual derivative. Also note that the order in which the
partial derivatives are taken is irrelevant for φ (by the classical theorem
of Schwarz) and hence the same is true for weak derivatives. This is no
contradiction to the classical counterexamples for the theorem of Schwarz
since weak derivatives are only defined up to equivalence a.e.

189
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Example 9.1. Consider f(x) := x2 sin( π
x2
) on U := (−1, 1) (here f(0) := 0).

Then it is straightforward to verify that

f ′(x) =

{
2x sin( π

x2
)− 2π

x cos( π
x2
), x ̸= 0,

0, x = 0,

that is, f is everywhere differentiable on U . Of course f is weakly differ-
entiable on (−1, 0) as well as on (0, 1) implying that the weak derivative of
f on U must equal f ′ (consider test functions φ supported away from 0).
However, one can check that f ′ is not integrable (Problem 9.2) and hence f
is not weakly differentiable. ⋄
Example 9.2. Consider U := R. If f(x) := |x|, then ∂f(x) = sign(x) as a
weak derivative. If we try to take a second derivative we are lead to∫

R
φ(x)h(x)dx = −

∫
R
φ′(x) sign(x)dx = 2φ(0)

and it is easy to see that no locally integrable function can satisfy this re-
quirement. ⋄
Example 9.3. In fact, in one dimension the class of weakly differentiable
functions can be identified with the class of antiderivatives of integrable
functions, that is, the class of absolutely continuous functions

AC[a, b] := {f(x) = f(a) +

∫ x

a
h(y)dy|h ∈ L1(a, b)},

where a < b are some real numbers. Using the dominated convergence
theorem it is easy to see that every absolutely continuous function is in
particular continuous, AC[a, b] ⊂ C[a, b]. Moreover, using Lebesgue’s dif-
ferentiation theorem one can show that an absolutely continuous function is
differentiable a.e. with f ′(x) = h(x) (and hence h is uniquely defined a.e.).
However, not every continuous function is absolutely continuous. The most
striking counter example being the Cantor function, which is a continuous
monotone function whose derivative exists and vanishes a.e. Hence the Can-
tor function cannot be reconstructed by integrating its derivative, that is,
the fundamental theorem of calculus fails for the Cantor function. We refer
to Section 4.4 from [34] for further details.

If f, g ∈ AC[a, b], we have the integration by parts formula (Problem 9.4),
which shows that every absolutely continuous function has a weak derivative
which equals the a.e. derivative. In fact, with a little more effort one can
show (Problem 9.5) that the converse is also true. ⋄
Example 9.4. One can verify (Problem 9.7) that f(x) := |x|−γ is weakly
differentiable for γ < n−1. Hence in higher dimensions weakly differentiable
functions might not be continuous. ⋄
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Now we can define the Sobolev space W k,p(U) as the set of all (equiva-
lence classes of) functions in Lp(U) which have weak derivatives up to order
k in Lp(U). Clearly W k,p(U) is a linear space since f, g ∈ W k,p(U) implies
af+bg ∈W k,p(U) for a, b ∈ C and ∂α(af+bg) = a∂αf+b∂αg for all |α| ≤ k.
Moreover, for f ∈W k,p(U) we define its norm

∥f∥k,p :=


(∑

|α|≤k ∥∂αf∥
p
p

)1/p
, 1 ≤ p <∞,

max|α|≤k ∥∂αf∥∞, p = ∞.
(9.2)

We will also use the gradient ∇u = (∂1u, . . . , ∂nu) and by ∥∇u∥p we will
always mean ∥|∇u|∥p, where |∇u| denotes the Euclidean norm.
Example 9.5. In the one-dimensional case we can characterize the Sobolev
spaces W k,p with the help of absolutely continuous functions: W 1,1(a, b) =
AC[a, b] and W 1,p(a, b) = {f ∈ AC[a, b]|f ′ ∈ Lp(a, b)}. Consequently
W k,1(a, b) = {f ∈ Ck−1[a, b]|f (k−1) ∈ AC[a, b]} and W k,p(a, b) = {f ∈
Ck−1[a, b]|f (k−1) ∈ AC[a, b], f (k) ∈ Lp(a, b)}. ⋄

It is easy to check that with this definition W k,p becomes a normed linear
space. Of course for p = 2 we have a corresponding scalar product

⟨f, g⟩Wk,2 :=
∑
|α|≤k

⟨∂αf, ∂αg⟩L2 (9.3)

and one reserves the special notation Hk(U) :=W k,2(U) for this case. Sim-
ilarly we define local versions of these spaces W k,p

loc (U) as the set of all func-
tions in Lploc(U) which have weak derivatives up to order k in Lploc(U).

Theorem 9.1. For each k ∈ N0, 1 ≤ p ≤ ∞ the Sobolev space W k,p(U) is
complete, that is, it is a Banach space. It is separable for 1 ≤ p <∞ as well
as reflexive and uniformly convex for 1 < p <∞.

Proof. Let fm be a Cauchy sequence in W k,p. Then ∂αfm is a Cauchy
sequence in Lp for every |α| ≤ k. Consequently ∂αfm → fα in Lp. Moreover,
letting m→ ∞ in∫

U
φfαd

nx = lim
m→∞

∫
U
φ(∂αfm)d

nx = lim
m→∞

(−1)|α|
∫
U
(∂αφ)fmd

nx

= (−1)|α|
∫
U
(∂αφ)f0d

nx, φ ∈ C∞
c (U),

shows f0 ∈ W k,p with ∂αf0 = fα for |α| ≤ k. By construction fm → f0 in
W k,p which implies that W k,p is complete.

Concerning the last claim note that W k,p(U) can be regarded as a sub-
space of

⊕
p,|α|≤k L

p(U) which has the claimed properties by Lemma 3.14
from [34] and Theorem 3.11 from [34] (see also the remark after the proof),
Corollary 6.2 from [34] (cf. also Problem 4.30 from [35]). □
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As a consequence of the proof we record:

Corollary 9.2. Fix some multi-index α. Let fn ∈ Lp(U) be a sequence such
that ∂αfn ∈ Lp(U) exists. Then fn → f , ∂αfn → g in Lp(U) implies that
∂αf exists and equals g.

Of course we have the natural embedding W k,p(U) ↪→ Lp(U) and if
V ⊆ U is nonempty and open, then f ∈ W k,p(U) implies f |V ∈ W k,p(V )
(since C∞

c (V ) ⊆ C∞
c (U)). Sometimes it is also useful to look at functions

with values in Cn in which case we define W k,p(U,Cn) as the corresponding
direct sum.

Regarding W k,p(U) as a subspace of
⊕

p,|α|≤k L
p(U) also provides infor-

mation on its dual space. Indeed, if M ⊆ X is a closed subset of a Banach
space X, then every linear functional on X gives rise to a linear functional
on M by restricting its domain. Clearly two functionals give rise to the same
restriction if their difference vanishes on M . Conversely, any functional on
M can be extended to a functional on X by Hahn–Banach and thus any ele-
ment from M∗ arises in this way. Hence we have M∗ = X∗/M⊥, where M⊥

denotes the annihilator of a subspace, that is, the set of all linear functionals
which vanish on the subspace (cf. also Theorem 4.21 from [35]). Concerning
the norm of a functional, note that when extending a functional from M
to X, the norm can only increase. Moreover, the extension obtained from
Hahn–Banach preserves the norm and hence the norm is given by taking the
minimum over all extensions. In a strictly convex space the functional where
the norm is attained is even unique (cf. Problem 6.39 from [35]). Applied to
W k,p(U) this gives

W k,p(U)∗ =

(⊕
q,|α|≤k

Lp(U)∗
)
/W k,p(U)⊥,

1

p
+

1

q
= 1, (9.4)

and for 1 ≤ p <∞, such that Lp(U)∗ = Lq(U), we even get:

Lemma 9.3. For 1 ≤ p < ∞, every linear functional ℓ ∈ W k,p(U)∗ can be
represented as

ℓ(f) =
∑
|α|≤k

∫
U
gα(x)(∂αf)(x)d

nx, (9.5)

with some functions gα ∈ Lq(U), |α| ≤ k. Moreover,

∥ℓ∥ = min{∥g∥⊕
q,|α|≤k L

q(U)|gα as in (9.5)}, (9.6)

where the minimizer is unique if 1 < p <∞.

In the case p = 2 the Riesz1 representation theorem (for the dual of a
Hilbert space; Theorem 2.10 from [35]) tells us that the unique minimizer is

1Frigyes Riesz (1880–1956), Hungarian mathematician

http://en.wikipedia.org/wiki/Frigyes Riesz
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given by some g ∈ Hk(U) such that gα = ∂αg. As another consequence note
that a sequence converges weakly in W k,p(U) if and only if all derivatives
converge weakly in Lp(U).
Example 9.6. Consider W 1,p(0, 1), then functions in this space are abso-
lutely continuous and one can consider the linear functional

ℓx0(f) := f(x0)

for given x0 ∈ [0, 1]. Defining

gx0(x) :=
1

sinh(1)

{
cosh(1− x0) cosh(x), x ≤ x0,

cosh(1− x) cosh(x0), x ≥ x0,

one verifies

ℓx0(f) =

∫ 1

0
gx0(x)f(x)dx+

∫ 1

0
g′x0(x)f

′(x)dx.

This representation is however not unique! To this end, note that for any
h ∈W 1,q

0 [0, 1]

ℓ(f) =

∫ 1

0
h′(x)f(x)dx+

∫ 1

0
h(x)f ′(x)dx = h(1)f(1)− h(0)f(0) = 0

represents the zero functional. In fact, any representation of the zero func-
tional is of this form (show this).

Moreover, note that

|f(x0)| ≤ ∥gx0∥W 1,q∥f∥W 1,p .

Since we have ∥gx0∥∞ = gx0(x0), which attains its maximum at the boundary
points, we infer

∥f∥∞ ≤ coth(1)∥f∥W 1,p .

In particular, we have a continuous embedding W 1,p(0, 1) ↪→ C[0, 1]. More-
over, for 1 < p ≤ ∞, there is even a continuous embedding into the space of
Hölder continuous functionsW 1,p(0, 1) ↪→ C0,γ [0, 1] with exponent γ := 1− 1

p

(Problem 9.6). ⋄

Since functions from W k,p might not even be continuous, it will be con-
venient to know that they still can be well approximated by nice functions.
To this end we next show that smooth functions are dense in W k,p. A first
naive approach would be to extend f ∈ W k,p(U) to all of Rn by setting it
0 outside U and consider fε := ϕε ∗ f , where ϕ is the standard Friedrichs2’
mollifier. The problem with this approach is that we generically create a
non-differentiable singularity at the boundary and hence this only works as
long as we stay away from the boundary.

2Kurt Otto Friedrichs (1901–1982), German American mathematician

http://en.wikipedia.org/wiki/Kurt Otto Friedrichs
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Lemma 9.4 (Friedrichs). Let f ∈W k,p(U) and set fε := ϕε ∗ f , where ϕ is
the standard mollifier. Then for every ε0 > 0 we have fε → f in W k,p(Uε0)
if 1 ≤ p < ∞, where Uε := {x ∈ U |dist(x,Rn \ U) > ε}. If p = ∞ we have
∂αfε → ∂αf a.e. for all |α| ≤ k.

Proof. Just observe that all derivatives converge in Lp for 1 ≤ p <∞ since
∂αfε = (∂αϕε) ∗ f = ϕε ∗ (∂αf). Here the first equality is Lemma B.13 (ii)
and the second equality only holds (by definition of the weak derivative) on
Uε since in this case supp(ϕε(x− .)) = Bε(x) ⊆ U . So if we fix ε0 > 0, then
fε → f in W k,p(Uε0). In the case p = ∞ the claim follows since L∞

loc ⊆ L1
loc

after passing to a subsequence. That selecting a subsequence is superfluous
follows from Lemma B.14. □

Note that, by Lemma 9.11, if f ∈W k,∞(U) then ∂αf is locally Lipschitz3

continuous for all |α| ≤ k − 1. Hence ∂αfε → ∂αf locally uniformly for all
|α| ≤ k − 1.

So in particular, we get convergence inW k,p(U) if f has compact support.
To adapt this approach to work on all of U we will use a partition of unity.

Theorem 9.5 (Meyers4–Serrin5). Let U ⊆ Rn be open and 1 ≤ p < ∞.
Then C∞(U) ∩W k,p(U) is dense in W k,p(U).

Proof. The idea is to use a partition of unity to decompose f into pieces
which are supported on layers close to the boundary and decrease the molli-
fication parameter ε as we get closer to the boundary. To this end we start
with the sets Uj := {x ∈ U | dist(x,Rn \ U) > 1

j } and we set Uj := ∅ for
j ≤ 0. Now consider ζ̃j := ϕεj ∗ χVj , where Vj := Uj+1 \ Uj−1 and εj chosen
sufficiently small such that supp(ζ̃j) ⊂ Uj+2 \ Uj−2. Since the sets Vj cover
U , the function ζ̃ :=

∑
j ζ̃j is positive on U and since for x ∈ Vk only terms

with |j − k| ≤ 2 contribute, we also have ζ̃ ∈ C∞(U). Hence considering
ζj := ζ̃j/ζ̃ ∈ C∞

c (U) we have
∑

j ζj = 1.

Now let f ∈ W k,p(U) be given and fix δ > 0. By the previous lemma
we can choose εj > 0 sufficiently small such that fj := ϕεj ∗ (ζjf) has still
support inside Uj+2 \ Uj−2 and satisfies

∥fj − ζjf∥Wk,p ≤ δ

2j+1
.

3Rudolf Lipschitz (1832–1903), German mathematician
4Norman George Meyers (*1930), American mathematician
5James Serrin (1926–2012), American mathematician

http://en.wikipedia.org/wiki/Rudolf Lipschitz
http://en.wikipedia.org/wiki/James Serrin
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Then fδ =
∑

j fj ∈ C∞(U) since again only terms with |j−k| ≤ 2 contribute.
Moreover, for every set V ⊂⊂ U we have

∥fδ − f∥Wk,p(V ) = ∥
∑
j

(fj − ζjf)∥Wk,p(V ) ≤
∑
j

∥fj − ζjf∥Wk,p(V ) ≤ δ

and letting V ↗ U we get fδ ∈W k,p(U) as well as ∥fδ − f∥Wk,p(U) ≤ δ. □

Historically this theorem had a significant impact since it showed that
the two competing ways of defining Sobolev spaces, namely as the set of
functions which have weak derivatives in Lp on one side and the closure of
smooth functions with respect to the W k,p norm on the other side, actually
agree.
Example 9.7. The example f(x) := |x| ∈W 1,∞(−1, 1) shows that the the-
orem fails in the case p = ∞ since f ′(x) = sign(x) cannot be approximated
uniformly by smooth functions. ⋄

For Lp we know that smooth functions with compact support are dense.
This is no longer true in general for W k,p since convergence of derivatives
enforces that the vanishing of boundary values is preserved in the limit.
However, making this precise requires some additional effort. So for now we
will just give the closure of C∞

c (U) in W k,p(U) a special name W k,p
0 (U) as

well as Hk
0 (U) :=W k,2

0 (U). It is easy to see that Ckc (U) ⊆W k,p
0 (U) for every

1 ≤ p ≤ ∞ and W k,p
c (U) ⊆ W k,p

0 (U) for every 1 ≤ p < ∞ (mollify to get
a sequence in C∞

c (U) which converges in W k,p(U)). In the case p = ∞ we
have W k,∞

0 (U) ⊆ Ck0 (U) (with equality for nice domains, see Problem 9.18).
Moreover, note

Lemma 9.6. We have W k,p
0 (Rn) =W k,p(Rn) for 1 ≤ p <∞.

Proof. We choose some cutoff function ζm ∈ C∞
c (Rn), such that ζm(x) = 1

for |x| ≤ m, ζm(x) = 0 for |x| ≥ m + 1, and ∥∂αζm∥∞ ≤ Cα. For example,
choose a function h ∈ C∞(R) such h(x) = 1 for x ≤ 0, h(x) = 0 for x ≥ 1
and let ζm(x) := h(|x| − m). Now note that for f ∈ Lp(Rn) dominated
convergence implies ζmf → f in Lp and (∂αζm)f → 0 in Lp for |α| ≥ 1.

Fix f ∈ W k,p(Rn) and consider fm := fζm ∈ W k,p
c (Rn). Then using

Leibniz rule we see that ∂αfm → ∂αf in Lp(Rn) for |α| ≤ k and hence fm → f

in W k,p(Rn). Thus W k,p
c (Rn) is dense in W k,p(Rn) and by mollification

C∞
c (Rn) is dense in W k,p(Rn). □

Next we collect some basic properties of weak derivatives.

Lemma 9.7. Let U ⊆ Rn be open and 1 ≤ p ≤ ∞.
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(i) The operator ∂α :W k,p(U) →W k−|α|,p(U) is a bounded linear map
and ∂β∂αf = ∂α∂βf = ∂α+βf for f ∈ W k,p and all multi-indices
α, β with |α|+ |β| ≤ k.

(ii) We have∫
U
g(∂αf)d

nx = (−1)|α|
∫
U
(∂αg)fd

nx, g ∈W k,q
0 (U), f ∈W k,p(U), (9.7)

for all |α| ≤ k, 1
p +

1
q = 1.

(iii) Suppose f ∈W 1,p(U) and g ∈W 1,q(U) with 1
r := 1

p +
1
q ≤ 1. Then

f · g ∈W 1,r(U) and we have the product rule

∂j(f · g) = (∂jf)g + f(∂jg), 1 ≤ j ≤ n. (9.8)

The same claim holds with q = p = r if f ∈W 1,p(U) ∩ L∞(U).
(iv) Suppose η ∈ C1(Rm) has bounded derivatives and satisfies η(0) =

0 if |U | = ∞. Then the map f 7→ η ◦ f is a continuous map
W 1,p(U,Rm) →W 1,p(U) and we have the chain rule ∂j(η ◦ f) =∑

k(∂kη)(f)∂jfk. If η(0) = 0, then composition with η will also
map W 1,p

0 (U,Rm) →W 1,p
0 (U).

(v) Let ψ : U → V be a C1 diffeomorphism such that both ψ and ψ−1

have bounded derivatives. Then we have a bijective bounded linear
map W 1,p(V ) →W 1,p(U), f 7→ f ◦ ψ and we have the change of
variables formula ∂j(f ◦ ψ) =

∑
k(∂kf)(ψ)∂jψk.

(vi) Let U be connected and suppose f ∈W 1,p(U) satisfies ∂jf = 0 for
1 ≤ j ≤ n. Then f is constant.

Proof. (i) Problem 9.9.

(ii) Take limits in (9.1) using Hölder’s inequality. If g ∈ W k,q
c (U) only

the case q = ∞ is of interest which follows from dominated convergence.
(iii) First of all note that if ϕ, φ ∈ C∞

c (U), then ϕφ ∈ C∞
c (U) and hence

using the ordinary product rule for smooth functions and rearranging (9.1)
with φ→ ϕφ shows ϕf ∈W 1,p

c (U). Hence (9.7) with g → gφ ∈W 1,q
c shows∫

U
gf(∂jφ)d

nx = −
∫
U

(
(∂jf)g + f(∂jg)

)
φdnx,

that is, the weak derivatives of f · g are given by the product rule and that
they are in Lr(U) follows from the generalized Hölder inequality (B.32).

(iv) Since the claim is trivially true for constant η, we can subtract η(0)
and can assume η(0) = 0 without loss of generality. Moreover, by assumption
|∇η| ≤ L and hence we have |η(x) − η(y)| ≤ L|x − y| by the mean value
theorem. Hence we see ∥η ◦ f − η ◦ g∥p ≤ L∥f − g∥p which shows that
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composition with η is a continuous map Lp(U,Rn) → Lp(U). Also note that
the proposed derivative will be in Lp(U) provided f ∈W 1,p(U,Rn).

Now suppose fn → f in W 1,p(U,Rm) for some V ⊂ U . Then

∥(∇η)(f) · ∂jf − (∇η)(fn) · ∂jfn∥Lp ≤ L∥∂jf − ∂jfn∥Lp

+ ∥((∇η)(f)− (∇η)(fn)) · ∂jf∥Lp ,

where the first norm tends to zero by assumption and the second by dom-
inated convergence after passing to a subsequence which converges a.e. at
least for 1 ≤ p < ∞. In the case p = ∞ this holds since ∇η is uniformly
continuous on bounded sets.

Now for p < ∞ we can choose fn to be smooth (by Theorem 9.5). In
this case the derivative of η ◦ fn can be computed using the chain rule and
the above argument shows that this formula remains true in the limit, that
is, the proposed derivative is indeed the weak derivative. Since W 1,∞(U) ⊂
W 1,1
loc (U) this also covers the case p = ∞ by restricting to bounded sets.

Finally, the above argument also shows that if fn → f in W 1,p(U,Rn)
then every subsequence fnj has another subsequence fmj for which η◦fmj →
η ◦ f in W 1,p(U). This implies that η ◦ fn → η ◦ f .

For the last claim observe that composition with η maps C1
c (U,Rn) ⊂

W 1,p
0 (U,Rn) → C1

c (U) ⊂W 1,p
0 (U) and hence the claim follows by density of

these subspaces.
(v) If Jψ denotes the Jacobi determinant, then using |Jψ| ≥ C the change

of variables formula implies∫
U
|f ◦ ψ|pdnx ≤ 1

C

∫
U
|f ◦ ψ|p|Jψ|dnx =

1

C

∫
V
|f |pdny,

which shows that composition with ψ is a homeomorphism between Lp(U)
and Lp(V ) for 1 ≤ p < ∞. In the case p = ∞ we have ∥f ◦ ψ∥∞ = ∥f∥∞
and the claim is also true. To compute the weak derivative recall Lp ⊂ L1

loc.
Now let ϕε be the standard mollifier and consider fε := ϕε ∗ f . Then, using
this fact, one computes∫

U
(f ◦ ψ)∂jφdnx = lim

ε↓0

∫
U
(fε ◦ ψ)(∂jφ)dnx

= lim
ε↓0

∫
U

∑
k

((∂kfε) ◦ ψ)(∂jψk)φdnx

=

∫
U

∑
k

((∂kf) ◦ ψ)(∂jψk)φdnx.

This establishes the claim.
(vi) This is just a reformulation of Lemma B.17. □
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Of course item (iv) can be applied to complex-valued functions upon
observing that taking real and imaginary parts is a bounded (real) linear
map W 1,p(U) → W 1,p(U,R2), f 7→ (Re(f), Im(f)). However, the important
case of taking absolute values is not covered by (iv).

Lemma 9.8. For f ∈W 1,p(U), 1 ≤ p ≤ ∞, we have |f | ∈W 1,p(U) with

∂j |f |(x) =

{
Re(f(x))
|f(x)| ∂jRe(f(x)) +

Im(f(x))
|f(x)| ∂jIm(f(x)), f(x) ̸= 0,

0, f(x) = 0.
(9.9)

In particular,
∣∣∂j |f |(x)∣∣ ≤ |∂jf(x)|. For 1 ≤ p < ∞ this map is continuous

on W 1,p(U).
Furthermore, if f is real-valued we also have f± := max(0,±f) ∈W 1,p(U)

with

∂jf±(x) =

{
±∂jf(x), ±f(x) > 0,

0, else,
∂j |f |(x) =


∂jf(x), f(x) > 0,

−∂jf(x), f(x) < 0,

0, else.

Moreover, if f ∈W 1,p
0 (U), then |f | ∈W 1,p

0 (U) for 1 ≤ p <∞.

Proof. In order to reduce it to (iv) from the previous lemma we will take
f1 := Re(f), f2 := Im(f) and approximate the absolute value of f by
ηε(f1, f2) with ηε(x, y) =

√
x2 + y2 + ε2 − ε.

We start by noting that ∥∇ηε∥∞ ≤ 1 and hence we can apply the chain
rule (Lemma 9.7 (iv)) with ηε to see∫
U
φ(x)

f1(x)∂jf1(x) + f2(x)∂jf2(x))√
|f(x)|2 + ε2

dnx = −
∫
U
∂jφ(x)ηε(f1(x), f2(x))d

nx

Letting ε→ 0 (using dominated convergence) shows∫
U
φ(x)

f1(x)∂jf1(x) + f2(x)∂jf2(x))

|f(x)|
dnx = −

∫
U
∂jφ(x)|f(x)|dnx

(with the expression for the derivative understood as being 0 if f(x) = 0)
and establishes the first part. The estimate for the derivative follows from
Re(z1)Re(z2) + Im(z1)Im(z2) = |z1||z2| cos(arg(z2/z1)) for z1, z2 ∈ C.

The second part follows from f±(x) = |f(x)|±f(x)
2 and linearity of the

weak derivative.
Moreover, using ∇f = ∇f+ − ∇f− shows that ∇f = 0 for a.e. x with

f(x) = 0. Hence if we have a sequence fn → f in W 1,p(U) we can choose a
subsequence such that both f and ∇f converge pointwise a.e. Then, by the
above formulas and the preceding remark, the same is true for |f | and ∇|f |.
Thus dominated convergence shows |fn| → |f | in W 1,p(U) for 1 ≤ p <∞.
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The claim for f ∈ W 1,p
0 (U) follows since if f ∈ W 1,p

c (U) then |f | ∈
W 1,p
c (U) and the claim follows by density. □

As byproduct of the proof we note:

Corollary 9.9. For every m ∈ R and every f ∈ W 1,p(U) we have ∇f = 0
for a.e. x with f(x) = m.

Of course this implies that item (iv) from Lemma 9.7 continues to hold if
η is only piecewise C1 with bounded derivative. To see this observe that by
linearity it suffices to consider the case where η has only one kink. But then
η can be written as the sum of a C1 function and a multiple of a translated
absolute value.
Example 9.8. The example fε(x) := x−ε ∈W 1,∞(−1, 1) shows that taking
absolute values is not continuous in W 1,∞(−1, 1) since |fε|′(x) = sign(x− ε)
does not converge uniformly to |f0|′(x) = sign(x). ⋄

Finally we look at situations where it is not a priori known that the
function has a weak derivative. We will offer two variants. The first variant
(ii) shows that an estimate on Taf−f is sufficient, where Taf(x) := f(x−a)
is the translation operator from (B.28). Note that the estimate (ii) below
should be thought of as an estimate for the difference quotient

Dε
jf :=

Tεδjf − f

−ε
(9.10)

in the direction of the j’th coordinate axis. Our second variant employs
duality and requires that the integral in (iii) below gives rise to a bounded
functional. Both characterizations fail in the case p = 1.

Lemma 9.10. For f ∈ Lp(U) consider

(i) f ∈W 1,p(U) with ∥∇f∥p ≤ C.
(ii) There exists a constant C such that

∥Taf − f∥Lp(V ) ≤ C|a| (9.11)

for every V ⊂⊂ U and all a ∈ Rn with |a| < dist(V, ∂U).
(iii) There exists a constant C with∣∣∣∣∫

U
f
(
∇φ
)
dnx

∣∣∣∣ ≤ C∥φ∥p′ , φ ∈ C∞
c (U), (9.12)

where p′ is the dual index, 1
p +

1
p′ = 1.

Then we have (i) ⇒ (ii) ⇔ (iii) for 1 ≤ p ≤ ∞ and (i) ⇔ (ii) ⇔ (iii) for
1 < p ≤ ∞.
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Proof. (i) ⇒ (ii): By Theorem 9.5 we can assume that f is smooth without
loss of generality and hence

|f(x− a)− f(x)| ≤ |a|
∫ 1

0
|∇f(x− t a)|dt

from which the case p = ∞ is immediate. In the case 1 ≤ p <∞ we integrate
this inequality over V and employ Jensen’s inequality to obtain

∥Taf − f∥pLp(V ) ≤ |a|p
∫
V

∣∣∣∣∫ 1

0
|∇f(x− t a)|dt

∣∣∣∣p dnx
≤ |a|p

∫
V

∫ 1

0
|∇f(x− t a)|pdt dnx

≤ |a|p
∫ 1

0

∫
V
|∇f(x− t a)|pdnx dt ≤ |a|p∥∇f∥pLp(U).

(ii) ⇒ (iii): Fix φ and choose some V ⊂⊂ U with supp(φ) ⊂ V . Using∫
U
(Taf − f)φdnx =

∫
U
f (T−aφ− φ)dnx

for |a| < dist(V, ∂U) we obtain from (ii)∣∣∣∣∫
U
f (T−aφ− φ)dnx

∣∣∣∣ = ∣∣∣∣∫
V
(Taf − f)φdnx

∣∣∣∣ ≤ C|a|∥φ∥p′ .

Choosing a = εδj and taking ε→ 0 we get∣∣∣∣∫
U
f (∂jφ)d

nx

∣∣∣∣ ≤ C∥φ∥p′ ,

which implies (iii) with C replaced by
√
nC.

(iii) ⇒ (i) for p ̸= 1: Item (iii) implies that ℓj(φ) :=
∫
U f
(
∂jφ

)
dnx

is a densely defined bounded linear functional on Lp
′
(U). Hence by The-

orem B.11 there is some gj ∈ Lp(U) (with ∥gj∥p ≤ C) such that ℓj(φ) =
−
∫
U gjφd

nx, that is ∂jf = gj .
This establishes the lemma in the case p ̸= 1. The direction (iii) ⇒ (ii)

without the assumption p ̸= 1 is left as an exercise (Problem 9.14). □

Example 9.9. Consider f(x) := sign(x) on U := R. We already know from
Example 9.2 that f does not have a weak derivative. However, items (ii) and
(iii) hold with C = 2.

The problem in the case p = 1 is that, by the Riesz–Markov6 representa-
tion theorem (Theorem 6.10 from [34]), every bounded linear functional on

6Andrey Markov Jr. (1903–1979), Soviet mathematician

http://en.wikipedia.org/wiki/Andrey Markov Jr.
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C0(U) is given by a complex measure. Hence in this case the weak deriva-
tives of f are in general complex measures rather than functions, that is,
there exist Borel measures µj such that∫

U
f
(
∂jφ

)
dnx = −

∫
U
φdµj(x).

The optimal constant in (iii)

VU (f) := sup
φ∈C∞

c (U),∥φ∥∞≤1

∣∣∣∣∫
U
f
(
∇φ
)
dnx

∣∣∣∣ (9.13)

is known as the total variation of f . It is a semi-norm since VU (f) = 0
if and only if f is constant on every connected component by Lemma B.17.
Accordingly the class of functions satisfying (ii) or (iii),

BV (U) := {f ∈ L1(U)|VU (f) <∞}, (9.14)

is known as the functions of bounded variation. In terms of the measures
µj it is given by

VU (f)
2 =

n∑
j=1

|µj |(U)2.

⋄

In the case p = ∞ we can also characterize W 1,∞ as follows:

Lemma 9.11. We have C0,1
b (U) ⊆W 1,∞(U) with the embedding being con-

tinuous. Conversely, if U is convex then we have equality and the embedding
is a homeomorphism.

Proof. If f ∈ C0,1
b (U), then Lemma 9.10 implies f ∈W 1,∞ with ∥∇f∥∞ ≤

[f ]1.
Conversely, let f ∈ W 1,∞(U) and fε = ϕε ∗ f with ϕ the standard

mollifier. Then by the mean value theorem

|fε(x)− fε(y)| ≤ ∥∇fε∥∞|x− y| ≤ ∥∇f∥∞|x− y|,

where the last inequality holds for ε sufficiently small. In fact, note that
for ε < dist(x, ∂U) we have ∂jfε(x) = (ϕε ∗ ∂jf)(x) and the claim follows
from Young’s inequality (B.25). Now if x, y are Lebesgue points of f (cf.
Lemma B.14), then we can take the limit ε→ 0 to conclude

|f(x)− f(y)| ≤ ∥∇f∥∞|x− y| a.e. x, y ∈ U.

In particular, f is uniformly continuous on a dense subset and hence has a
(Lipschitz) continuous extension to all of U . □

Problem 9.1. Consider f(x) :=
√
x, U := (0, 1). Compute the weak deriv-

ative. For which p is f ∈W 1,p(U)?
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Problem 9.2. Show that the derivative of the function from Example 9.1 is
not integrable.

Problem 9.3. Consider the Hilbert space H1(0, 1). Compute the orthogonal
complement of the following subspaces:
a) H1

0 (0, 1) b) {f ∈ H1(0, 1)|
∫ 1
0 f(x)dx = 0}

Problem* 9.4. Show that for f, g ∈ AC[a, b] we have the integration by
parts formula∫ b

a
f(x)g′(x)dx = f(b)g(b)− f(a)g(a)−

∫ b

a
f ′(x)g(x)dx.

(Hint: Insert the definition on the left and use Fubini.)

Problem* 9.5. Show that f is weakly differentiable in the interval (a, b) if
and only if f(x) = f(c) +

∫ x
c h(t)dt is absolutely continuous and f ′ = h in

this case. (Hint: Lemma 9.7 (vi).)

Problem* 9.6. Show that if f ∈ AC[a, b] and f ′ ∈ Lp(a, b), 1 < p ≤ ∞,
then f is Hölder continuous:

|f(x)− f(y)| ≤ ∥f ′∥p|x− y|1−
1
p .

Show that the claim fails for p = 1: The function f(x) = − log(x)−1 is
absolutely continuous but not Hölder continuous on [0, 12 ].

Problem* 9.7. Consider U := B1(0) ⊂ Rn and f(x) = f̃(|x|) with f̃ ∈
C1(0, 1]. Then f ∈W 1,p

loc (B1(0) \ {0}) and

∂jf(x) = f̃ ′(|x|) xj
|x|
.

Show that if lim supr→0 r
n−1|f̃(r)| < ∞, then f ∈ W 1,p(B1(0)) if and only

if f̃ , f̃ ′ ∈ Lp((0, 1), rn−1dr).
Conclude that for f(x) := |x|−γ, γ > 0, we have f ∈W 1,p(B1(0)) with

∂jf(x) = − γxj
|x|γ+2

provided γ < n−p
p . (Hint: Use integration by parts on a domain which ex-

cludes Bε(0) and let ε→ 0.)

Problem 9.8. Show that for φ ∈ C∞
c (Rn) we have

φ(0) = − 1

Sn

∫
Rn

x

|x|n
· ∇φ(x)dnx.

Hence this weak derivative cannot be interpreted as a function. (Hint: Start
with φ(0) = −

∫∞
0

(
d
drφ(rω)

)
dr = −

∫∞
0 ∇φ(rω) · ω dr and integrate with

respect to ω over the unit sphere Sn−1; cf. Lemma A.11.)
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Problem* 9.9. Show Lemma 9.7 (i).

Problem* 9.10. Suppose f ∈ W k,p(U) and h ∈ Ckb (U). Then h · f ∈
W k,p(U) and we have Leibniz’ rule

∂α(h · f) =
∑
β≤α

(
α

β

)
(∂βh)(∂α−βf), (9.15)

where
(
α
β

)
:= α!

β!(α−β)! , α! :=
∏m
j=1(αj !), and β ≤ α means βj ≤ αj for

1 ≤ j ≤ m.

Problem 9.11. Let ψ : U → V be a Ck diffeomorphism such that all deriva-
tives of both ψ and ψ−1 are bounded. Then we have a bijective bounded liner
map W k,p(V ) →W k,p(U), f 7→ f ◦ ψ.

Problem 9.12. Suppose for each x ∈ U there is an open neighborhood
V (x) ⊆ U such that f ∈ W k,p(V (x)). Then f ∈ W k,p

loc (U). Moreover, if
∥f∥Wk,p(V ) ≤ C for every V ⊂⊂ U , then f ∈W k,p(U).

Problem 9.13. Suppose 1 < p ≤ ∞. Show that if fn ∈ W 1,p(U) is a
sequence such that fn → f in Lp and ∥∇fn∥p ≤ C, then f ∈ W 1,p(U).
(Hint: Since Lp(U) is the dual of the separable Banach space Lp′(U) with
1
p+

1
p′ = 1, we can extract a weak-∗ convergent subsequence from any bounded

sequence (Lemma 4.36 from [35]).)

Problem 9.14. Establish the direction (iii) ⇒ (ii) in Lemma 9.10 for arbi-
trary 1 ≤ p ≤ ∞. (Hint: (B.18).)

Problem 9.15. Show that W k,p(U)∩W j,q(U) (with 1 ≤ p, q ≤ ∞, j, k ∈ N0)
together with the norm ∥f∥Wk,p∩W j,q := ∥f∥Wk,p+∥f∥W j,q is a Banach space.

9.2. Extension and trace operators

To proceed further we will need to be able to extend a given function beyond
its original domain U . As already pointed out before, simply setting it
equal to zero on Rn \U will in general create a non-differentiable singularity
along the boundary. Moreover, considering U = (−1, 0) ∪ (0, 1) we have
f(x) := sign(x) ∈W 1,p(U) but it is not possible to extend f to R such that
the extension is in W 1,p(R).

Of course such problems do not arise if f ∈W 1,p
0 (U) since we can simply

extend f to a function on f̄ ∈W 1,p(Rn) by setting f̄(x) = 0 for x ∈ Rn \ U
(Problem 9.16).

We will say that a domain U ⊆ Rn has the extension property if for
all 1 ≤ p ≤ ∞ there is an extension operator E :W 1,p(U) →W 1,p(Rn) such
that
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• E is bounded, i.e., ∥Ef∥W 1,p(Rn) ≤ CU,p∥f∥W 1,p(U) and

• Ef
∣∣
U
= f .

We begin by showing that if the boundary is a hyperplane, we can do the
extension by a simple reflection. To this end consider the reflection x⋆ :=
(x1, . . . , xn−1,−xn) which is an involution on Rn. For a domain U which
is symmetric with respect to reflection, that is, U⋆ = U , write U± := {x ∈
U | ± xn > 0} and a function f defined on U+ can be extended to U− ∪ U+

using

f⋆(x) :=

{
f(x), x ∈ U+,

f(x⋆), x ∈ U−.
(9.16)

Note that f⋆ extends to a continuous function in C(U) provided f ∈ C(U+).

Lemma 9.12. Let U ⊆ Rn be symmetric with respect to reflection and 1 ≤
p ≤ ∞. If f ∈ W 1,p(U+) then the symmetric extension f⋆ ∈ W 1,p(U)

satisfies ∥f⋆∥W 1,p(U) = 21/p∥f∥W 1,p(U+). Moreover,

(∂jf
⋆) =

{
(∂jf)

⋆, 1 ≤ j < n,

sign(xn)(∂nf)
⋆, j = n.

(9.17)

Proof. It suffices to compute the weak derivatives. We start with 1 ≤ j < n
and ∫

U
f⋆∂jφd

nx =

∫
U+

f ∂jφ
#dnx,

where φ#(x) = φ(x) + φ(x⋆). Since φ# is not compactly supported in U+

we use a cutoff function ηε(x) = η(xn/ε), where η ∈ C∞(R, [0, 1]) satisfies
η(r) = 0 for r ≤ 1

2 and η(r) = 1 for r ≥ 1 (e.g., integrate and shift the
standard mollifier to obtain such a function). Then∫

U
f⋆∂jφd

nx = lim
ε→0

∫
U+

f ∂j(ηεφ
#)dnx = − lim

ε→0

∫
U+

(∂jf)ηεφ
#dnx

= −
∫
U+

(∂jf)φ
#dnx = −

∫
U
(∂jf)

⋆φdnx

for 1 ≤ j < n. For j = n we proceed similarly,∫
U
f⋆∂nφd

nx =

∫
U+

f ∂nφ
♯dnx,

where φ♯(x) = φ(x) − φ(x⋆). Note that φ♯(x1, . . . , xn−1, 0) = 0 and hence
|φ♯(x)| ≤ Lxn on U+. Using this last estimate we have |(∂nηε)φ♯| ≤ C and
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hence we obtain as before∫
U
f⋆∂nφd

nx = lim
ε→0

∫
U+

f ∂n(ηεφ
♯)dnx = − lim

ε→0

∫
U+

(∂nf)ηεφ
♯dnx

= −
∫
U+

(∂nf)φ
♯dnx = −

∫
U
sign(xn)(∂nf)

⋆φdnx,

which finishes the proof. □

Corollary 9.13. Rn+ has the extension property. In fact, any rectangle (not
necessarily bounded) Q has the extension property.

Proof. Given a rectangle use the above lemma to extend it along every
hyperplane bounding the rectangle. Finally, use a smooth cut-off function
(e.g. mollify the characteristic function of a slightly larger rectangle). □

While this already covers some interesting domains, note that it fails if
we look for example at the exterior of a rectangle. So our next result shows
(maybe not too surprising), that it is the boundary which will play the crucial
role. To this end we recall that U is said to have a C1 boundary if around
any point x0 ∈ ∂U we can find a C1 diffeomorphism ψ which straightens out
the boundary (cf. Section A.2). As a preparation we note:

Lemma 9.14. Suppose U has a bounded C1 boundary. Then there is a finite
number of open sets {Uj}mj=0 and corresponding functions ζj ∈ C∞(Rn) with
supp(ζj) ⊂ Uj such that

∑m
j=0 ζj(x) = 1 for all x ∈ U , U0 ⊆ U , {Uj}mj=1

are bounded and cover ∂U , and for each Uj, 1 ≤ j ≤ m, there is a C1

diffeomorphism ψj : Uj → Qj, where Qj is a rectangle which is symmetric
with respect to reflection.

Proof. Since near each x ∈ ∂U we can straighten out the boundary, there is
a corresponding open neighborhood Ux and a C1 diffeomorphism ψx : Ux →
Qx, where Qx is a rectangle which is symmetric with respect to reflection.
Moreover, there is also a corresponding radius r(x) such that B̄r(x)(x) ⊂ Ux.
By compactness of ∂U there are finitely many points {xj}mj=1 such that the
corresponding balls Br(xj)(xj) cover the boundary. Take Uj := Uxj . Choose
nonnegative functions ζ̃j ∈ C∞

c (Uj) such that ζ̃j > 0 on B̄r(xj)(xj) (e.g.
mollify the characteristic function of Br(xj)(xj)). Let V :=

⋃m
j=1Br(xj)(xj)

and U0 := U . Choose a nonnegative function ζ̃0 ∈ C∞(Rn) supported
inside U such that ζ̃0 > 0 on U \ V and a nonnegative function ζ̃m+1 ∈
C∞(Rn) supported on Rn \ U such that ζ̃m+1 > 0 on Rn \ (U ∪ V ) (e.g.
again by mollification of the corresponding characteristic functions). Then
ζ :=

∑m+1
j=0 ζ̃j ∈ C∞(Rn) is positive on Rn and ζj := ζ̃j/ζ are the functions

we are looking for. □
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Now we are ready to show:

Lemma 9.15. Suppose U has a bounded C1 boundary, then U has the ex-
tension property. Moreover, the extension of a continuous function can be
chosen continuous and if U is bounded, the extension can be chosen with
compact support.

Proof. Choose functions ζj as in Lemma 9.14 and split f ∈W 1,p(U) accord-
ing to

∑
j fj , where fj := ζjf . Then f0 can be extended to Rn by setting

it equal to 0 outside U . Moreover, fj can be mapped to Qj,+ using ψj and
extended to Qj using the symmetric extension. Note that this extension
has compact support and so has the pull back f̄j to Uj ; in particular, it
can be extended to Rn by setting it equal to 0 outside Uj . By construc-
tion we have ∥f̄j∥W 1,p(Uj) ≤ Cj∥fj∥W 1,p(Uj) and the product rule implies
∥fj∥W 1,p(Uj) ≤ C̃j∥f∥W 1,p(U). Hence f̄ :=

∑
j f̄j is the required extension.

The last claim follows since the symmetric extension of a continuous
function is continuous. □

As a first application note that by mollifying an extension we see that
we can approximate by functions which are smooth up to the boundary.
Moreover, using a suitable cutoff function we can also assume that the ap-
proximating functions have compact support.

Corollary 9.16. Suppose U has the extension property, then C∞
c (Rn) is

dense in W 1,p(U) for 1 ≤ p <∞.

Proof. Simply mollify an extension. If U is bounded the extension will
have compact support and its mollification will be in C∞

c (Rn). If U is un-
bounded, multiply the mollification with a cutoff function to get a function
from C∞

c (Rn) as in the proof of Lemma 9.6. □

Corollary 9.17. Suppose U has the extension property, then W 1,∞(U) =

C0,1
b (U) with equivalent norms.

Proof. Since U has the extension property, we can extend f to W 1,∞(Rn)
and hence f is Lipschitz continuous by Lemma 9.11. □

Note that it is sometimes also of interest to look at the corresponding
extension problem for W k,p(U) with k ≥ 1. It can be shown that there
is an extension operator E : W k,p(U) → W k,p(Rn) provided the boundary
satisfies a local Lipschitz condition (see Theorem VI.5 in [28] for details).

Next we show that functions in W 1,p have boundary values in Lp. This
might be surprising since a function from W 1,p(U) is only defined almost
everywhere and the boundary ∂U is a set of measure zero. Please recall that
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for U with a C1 boundary there is a corresponding surface measure dS and
by Lp(∂U) we will always understand Lp(∂U, dS).

Theorem 9.18. Suppose U has a bounded C1 boundary, then there exists a
bounded trace operator

T :W 1,p(U) → Lp(∂U) (9.18)

which satisfies Tf = f
∣∣
∂U

for f ∈ C(U) ∩ W 1,p(U). Moreover, we have
|Tf | = T |f | and for real-valued functions also (Tf)± = Tf±.

Proof. In the case p = ∞ functions from W 1,∞(U) are Lipschitz continuous
by Corollary 9.17 and hence continuous up to the boundary. So there is
nothing to do.

Thus we can focus on the case 1 ≤ p <∞. As a preparation we note that
by Corollary 9.16 the set C(U) ∩W 1,p(U) is dense by the previous lemma
and that the Gauss–Green theorem continues to hold for u ∈ C(U,Rn) ∩
W 1,1(U,Rn) if U is bounded. To see this choose u ∈ C(U,Rn)∩W 1,1(U,Rn)
and extend it to a function ū ∈ Cc(Rn,Rn)∩W 1,1(Rn,Rn). Then the Gauss–
Green theorem holds for the mollification uε := ϕε ∗ ū and since we have
uε → u uniformly on U as well as ∂juε → ∂ju in L1(U,Rn) the Gauss–Green
theorem remains true in the limit ε→ 0.

Now take f ∈ C(U) ∩W 1,p(U). As in the proof of Lemma 9.15, using
a partition of unity and straightening out the boundary, we can reduce it
to the case where f ∈ C1

c (Rn) has compact support supp(f) ⊂ Q such that
∂U ∩ supp(f) ⊂ ∂Rn+. Then using the Gauss–Green theorem and assuming
f real-valued without loss of generality we have (cf. Problem 9.17)∫

∂U
|f |pdn−1x = −

∫
Q+

(|f |p)xndnx = −p
∫
Q+

sign(f)|f |p−1(∂nf)d
nx

≤ p∥f∥p−1
p ∥∇f∥p,

where we have used Hölders inequality in the last step. Hence the trace
operator defined on C(U) ∩W 1,p(U) is bounded and since the latter set is
dense, there is a unique extension to all of W 1,p(U).

To see the last claim observe that if fn ∈ C(U) ∩W 1,p(U) → f , then
|fn| ∈ C(U)∩W 1,p(U) → |f | by Lemma 9.8. Hence |Tf | = limn→∞ |Tfn| =
limn→∞ T |fn| = T |f |. □

Of course this result can also be applied to derivatives:

Corollary 9.19. Suppose U has a bounded C1 boundary, then there exists
a bounded trace operator

T :W k,p(U) →W k−1,p(∂U) (9.19)

which satisfies Tf = f
∣∣
∂U

for f ∈ Ck−1(U) ∩W k,p(U).
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As an application we can extend the Gauss–Green theorem and integra-
tion by parts to W 1,p vector fields.

Lemma 9.20. Let U be a bounded C1 domain in Rn and u ∈ W 1,p(U,Rn)
a vector field. Then the Gauss–Green formula (A.43) holds if the boundary
values of u are understood as traces as in the previous theorem. Moreover, the
integration by parts formula (A.44) also holds for f ∈W 1,p(U), g ∈W 1,q(U)
with 1

p +
1
q = 1.

Proof. Since U has the extension property, we can extend u toW 1,p(Rn,Rn).
Consider the mollification uε := ϕε ∗ u and apply the Gauss–Green theorem
to uε. Now let ε → 0 and observe that the left-hand side converges since
∂juε → ∂ju in Lp ⊂ L1. Similarly the right-hand side converges by continu-
ity of the trace operator. The integration by parts formula follows from the
Gauss–Green theorem applied to the product fg and employing the product
rule. □

Finally we identify the kernel of the trace operator.

Lemma 9.21. If U is a bounded C1 domain in Rn, then the kernel of the
trace operator is given by Ker(T ) =W 1,p

0 (U) for 1 ≤ p <∞.

Proof. Clearly W 1,p
0 (U) ⊆ Ker(T ). Conversely it suffices to show that f ∈

Ker(T ) can be approximated by functions from C∞
c (U). Using a partition

of unity as in the proof of Lemma 9.15 we can assume U = Q+, where Q is
a rectangle which is symmetric with respect to reflection. Setting

f̄(x) =

{
f(x), x ∈ Q+,

0, x ∈ Q−,

integration by parts using the previous lemma shows∫
Q
f̄∂jφd

nx =

∫
Q+

f∂jφd
nx = −

∫
Q+

(∂jf)φd
nx, φ ∈ C∞

c (Q),

that f̄ ∈ W 1,p(Q) with ∂j f̄(x) = ∂jf(x) for x ∈ Q+ and ∂j f̄(x) = 0 else.
Now consider fε(x) = (ϕε/2 ∗ f̄)(x − εδn) ∈ C∞

c (Q+) with ϕ the standard
mollifier. This is the required sequence by Lemma B.14 and Problem B.15.

□

Problem* 9.16. Show that f ∈ W k,p
0 (U) can be extended to a function

f̄ ∈ W k,p
0 (Rn) by setting it equal to zero outside U . In this case the weak

derivatives of f̄ are obtained by setting the weak derivatives of f equal to zero
outside U .

Problem* 9.17. Suppose γ ≥ 1. Show that f ∈ W 1,p(U) implies |f |γ ∈
W 1,p/γ(U) with ∂j |f |γ = γ|f |γ−1∂j |f |. (Hint: Lemma 9.8.)
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Problem 9.18. Suppose U has a bounded C1 boundary. Show that W 1,∞
0 (U) =

C1
0 (U). (Hint: Use Lemma 9.14 to reduce it to the case of a straight bound-

ary. Near the straight boundary use a cutoff ηε as in the proof of Lemma 9.12.)

Problem 9.19. Let 1 ≤ p < ∞ and U bounded. Show that Tf = f
∣∣
∂U

defined on C(U) ⊆ Lp(U) → Lp(∂U) is unbounded (and hence has no mean-
ingful extension to Lp(U)). (Hint: Take a sequence which equals 1 on the
boundary and converges to 0 in the interior.)

Problem 9.20. Suppose u ∈ H1
0 (B1(0)) satisfies u(x) = −u(x⋆), where

x⋆ := (x1, . . . , xn−1,−xn). Show that u ∈ H1
0 (B1(0) ∩ Rn+), where Rn+ =

{x ∈ Rn|xn > 0}.

Problem 9.21. Consider the punctured ball U := B1(0) \ {0}. Show that
W 1,p

0 (U) =W 1,p
0 (B1(0)) and W 1,p(U) =W 1,p(B1(0)) for p < n.

Problem 9.22. Let 1 ≤ p < ∞ and U bounded. Show that Tf = f
∣∣
∂U

defined on C(U) ⊆ Lp(U) → Lp(∂U) is unbounded (and hence has no mean-
ingful extension to Lp(U)). (Hint: Take a sequence which equals 1 on the
boundary and converges to 0 in the interior.)

Problem 9.23. Show that C0(U)∩W 1,p(U) ⊆W 1,p
0 (U), 1 ≤ p <∞. (Hint:

Of course, if U has a nice boundary, this is immediate using traces. For the
general case use an approximation based on Lemma 9.8.)

9.3. Embedding theorems

We have already seen that functions in W 1,p are not necessarily continuous
(unless n = 1). This raises the question in what sense a function from W 1,p

is better than a function from Lp? For example, is it in Lq for some q other
than p? In this respect it is instructive to look at an example which should
be understood as a benchmark for the results to follow.
Example 9.10. Let U := B1(0) and consider f(x) := |x|−γ . Then by
Problem 9.7

∂jf(x) = −γ xj
|x|

|x|−γ−1,

where the factor |xj |
|x| ≤ 1 is bounded. Hence by Example A.8 we have

f ∈W 1,p(U) provided γ < n
p − 1. Since we have f ∈ Lq(U) provided γ < n

q

the optimal index for which f ∈ Lp
∗
(U) is p∗ := np

n−p provided n > p. If
n < p, then we have −γ > 1 − n

p > 0 and hence f is continuous. In fact it
will be Hölder continuous of exponent 1− n

p .
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Of course we can also take higher derivatives into account. To this end,
using induction, it is straightforward to verify that

∂αf(x) =
Pα(x)

|x||α|
|x|−γ−|α|,

where Pα is a homogenous polynomial of degree |α|. In particular, note
that the factor Pα(x)|x|−|α| is bounded. Hence the optimal index for which
f ∈ Lp

∗
(U) provided f ∈ W k,p(U) is p∗k := np

n−kp for n > pk. For n < pk

we will have f ∈ Ck−l−1, where l ∈ ⌊np ⌋ with the highest derivative being
Hölder continuous of exponent 1− n

p + l. ⋄

Theorem 9.22 (Gagliardo7–Nirenberg–Sobolev). Suppose 1 ≤ p < n and
U ⊆ Rn is open. Then for any f ∈W 1,p

0 (U) we have

∥f∥p∗ ≤ p(n− 1)

(n− p)

n∏
j=1

∥∂jf∥1/np ≤ p(n− 1)

n(n− p)

n∑
j=1

∥∂jf∥p, (9.20)

where 1
p∗ := 1

p −
1
n . In particular, we have a natural continuous embedding

W 1,p
0 (U) ↪→ Lq(U) for all p ≤ q ≤ p∗.

Proof. It suffices to prove the inequality (9.20) since the rest follows from
interpolation (Problem B.14). Moreover, by density it suffices to prove the
inequality for f ∈ C∞

c (Rn). In this respect note that, if you have a sequence
fn ∈ C∞

c (U) which converges to some f in W 1,p
0 (U), then by (9.20) this se-

quence will also converge in Lp∗(U) and by considering pointwise convergent
subsequences both limits agree.

We start with the case p = 1 and observe

|f(x)| =
∣∣∣∣∫ x1

−∞
∂1f(r, x̃1)dr

∣∣∣∣ ≤ ∫ ∞

−∞
|∂1f(r, x̃1)|dr,

where we denote by x̃j := (x1, . . . , xj−1, xj+1, . . . , xn) the vector obtained
from x with the j’th component dropped. Denote by f1(x̃1) the right-hand
side of the above inequality and apply the same reasoning to the other co-
ordinate directions to obtain

|f(x)|n ≤
n∏
j=1

fj(x̃j).

Now we claim that if fj ∈ L1(Rn−1), then∥∥∥ n∏
j=1

fj(x̃j)
1

n−1

∥∥∥
L1(Rn)

≤
n∏
j=1

∥fj∥
1

n−1

L1(Rn−1)
.

7Emilio Gagliardo (1930–2008), Italian Mathematician

http://en.wikipedia.org/wiki/Emilio Gagliardo
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For n = 2 this is just Fubini and hence we can use induction. To this end
fix the last coordinate xn+1 and apply Hölder’s inequality and the induction
hypothesis to obtain∫
Rn

n+1∏
j=1

|fj(x̃j)|
1
ndnx ≤ ∥f1/nn+1∥Ln(Rn)

∥∥∥ n∏
j=1

|fj(x̃j)|
1
n

∥∥∥
Ln/(n−1)(Rn)

= ∥fn+1∥1/nL1(Rn)

∥∥∥ n∏
j=1

|fj(x̃j)|
1

n−1

∥∥∥1− 1
n

L1(Rn)
≤ ∥fn+1∥1/nL1(Rn)

n∏
j=1

∥fj(x̃j)∥1/nL1(Rn−1)
.

Now integrate this inequality with respect to the missing variable xn+1 and
use the iterated Hölder inequality (Problem B.13 with r = 1 and pj = n) to
obtain the claim.

Moreover, applying this to our situation where ∥fj∥L1(Rn−1) = ∥∂jf∥1 we
obtain

∥f∥n/(n−1)
n/(n−1) ≤

n∏
j=1

∥∂jf∥
1

n−1

1

which is precisely (9.20) for the case p = 1 (the second inequality in (9.20)
is just the inequality of arithmetic and geometric means). To see the case of
general p let f ∈ C∞

c (Rn) and apply the case p = 1 to f → |f |γ for γ > 1 to
be determined and recall Problem 9.17. Then(∫

Rn

|f |
γn
n−1dnx

)n−1
n

≤
n∏
j=1

(∫
Rn

∣∣∂j |f |γ∣∣dnx)1/n

(9.21)

= γ

n∏
j=1

(∫
Rn

|f |γ−1|∂jf |dnx
)1/n

≤ γ∥|f |γ−1∥p/(p−1)

n∏
j=1

∥∂jf∥1/np ,

where we have used Hölder in the last step. Now we choose γ := p(n−1)
n−p > 1

such that γn
n−1 = (γ−1)p

p−1 = p∗, which gives the general case. □

Note that a simple scaling argument (Problem 9.25) shows that (9.20)
can only hold for p∗. Furthermore, using an extension operator this result
also extends to W 1,p(U):

Corollary 9.23. Suppose U has the extension property and 1 ≤ p < n, then
the natural embedding W 1,p(U) ↪→ Lq(U) is continuous for every p ≤ q ≤ p∗,
where 1

p∗ = 1
p −

1
n .

Proof. Let f̃ = Ef ∈ W 1,p(Rn) be an extension of f ∈ W 1,p(U). Then
∥f∥Lq(U) ≤ ∥f̃∥Lq(Rn) ≤ Cp∥f̃∥W 1,p(Rn) ≤ CpCU,p∥f∥W 1,p(U), where we have
used W 1,p

0 (Rn) =W 1,p(Rn) (Lemma 9.6). □
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Note that involving the extension operator implies that we need the full
W 1,p norm to bound the Lp∗ norm. A constant function shows that indeed
an inequality involving only the derivatives on the right-hand side cannot
hold on bounded domains (cf. also Theorem 9.34).

In the borderline case p = n one has p∗ = ∞, however, the example in
Problem 9.26 shows that functions in W 1,n can be unbounded if n > 1 (for
n = 1 we have already seen in Example 9.6 that we have a continuous em-
bedding W 1,1(a, b) ↪→ C[a, b]). Nevertheless, we have at least the following
result:

Lemma 9.24. Suppose p = n and U ⊆ Rn is open. Then the natural
embedding W 1,n

0 (U) ↪→ Lq(U) is continuous for every n ≤ q <∞.

Proof. As before it suffices to establish ∥f∥q ≤ C∥f∥W 1,n for f ∈ C∞
c (Rn).

To this end we employ (9.21) with p = n implying

∥f∥γγn/(n−1) ≤ γ∥f∥γ−1
(γ−1)n/(n−1)

n∏
j=1

∥∂jf∥1/nn ≤ γ

n
∥f∥γ−1

(γ−1)n/(n−1)

n∑
j=1

∥∂jf∥n.

Using Young’s inequality (Problem 9.28), α(γ−1)/γβ1/γ ≤ γ−1
γ α + 1

γβ for
nonnegative numbers α, β ≥ 0, this gives

∥f∥γn/(n−1) ≤ C
(
∥f∥(γ−1)n/(n−1) +

n∑
j=1

∥∂jf∥n
)
.

Now choosing γ = n we get ∥f∥n2/(n−1) ≤ C∥f∥W 1,n and by interpolation
(Problem B.14) the claim holds for q ∈ [n, n n

n−1 ]. So we can choose γ = n+1

to get the claim for q ∈ [n, (n + 1) n
n−1 ] and iterating this procedure finally

gives the claim for q ∈ [n, (n+ k) n
n−1 ], which establishes the result. □

Corollary 9.25. Suppose U has the extension property and p = n, then the
natural embedding W 1,n(U) ↪→ Lq(U) is continuous for every n ≤ q <∞.

Example 9.11. If n = 1 with U = (a, b) an interval we have W 1,1(a, b) ↪→
Cb(a, b) in the borderline case n = p. In the case of a bounded interval this
was shown in Example 9.6. If f ∈ W 1,1(a, b) then it is (locally) absolutely
continuous and we can choose some c ∈ (a, b) and write f(x) = f(c) +∫ x
c f

′(y)dy implying |f(x)| ≤ |f(c)| + ∥f ′∥1. Averaging this last equation
with respect to c shows ∥f∥∞ ≤ ∥f∥1

b−a +∥f ′∥1 (with the first term understood
as being zero if (a, b) is unbounded). ⋄

In the case p > n functions from W 1,p will be continuous (in the sense
that there is a continuous representative). In fact, they will even be bounded
Hölder continuous functions and hence are continuous up to the boundary
(cf. Theorem B.2 and the discussion after this theorem).
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Theorem 9.26 (Morrey). Suppose n < p ≤ ∞ and U ⊆ Rn is open. Func-
tions from W 1,p

0 (U) have a continuous representative such that the natural
embedding W 1,p

0 (U) ↪→ C0,γ
0 (U), where γ = 1 − n

p , is continuous. Here
C0,γ
0 (U) := C0,γ

b (U) ∩ C0(U) is the space of Hölder continuous functions
vanishing at the boundary.

Proof. In the case p = ∞ there is nothing to do, since W 1,∞
0 (U) ⊆ C1

0 (U)
and [f ]1 ≤ ∥∇f∥∞. Hence we can assume n < p <∞. Moreover, as before,
by density we can assume f ∈ C∞

c (Rn).
We begin by considering a cube Q of side length r containing 0. Then,

for x ∈ Q and f̄ = r−n
∫
Q f(x)d

nx we have

f̄ − f(0) = r−n
∫
Q

(
f(x)− f(0)

)
dnx = r−n

∫
Q

∫ 1

0

d

dt
f(tx)dt dnx

and hence

|f̄ − f(0)| ≤ r−n
∫
Q

∫ 1

0
|∇f(tx)||x|dt dnx ≤ r1−n

∫
Q

∫ 1

0
|∇f(tx)|dt dnx

= r1−n
∫ 1

0

∫
tQ

|∇f(y)|d
ny

tn
dt ≤ r1−n

∫ 1

0
∥∇f∥Lp(tQ)

|tQ|1−1/p

tn
dt

≤ rγ

γ
∥∇f∥Lp(Q)

where we have used Hölder’s inequality in the fourth step. By a translation
this gives

|f̄ − f(x)| ≤ rγ

γ
∥∇f∥Lp(Q)

for any cube Q of side length r containing x and combining the corresponding
estimates for two points we obtain

|f(x)− f(y)| ≤
2∥∇f∥Lp(Q)

γ
|x− y|γ (9.22)

for any cube containing both x and y (note that we can choose the side
length of Q to be r = max1≤j≤n |xj − yj | ≤ |x− y|). Since we can of course
replace Lp(Q) by Lp(Rn) we get Hölder continuity of f . Moreover, taking a
cube of side length r = 1 containing x we get (using again Hölder)

|f(x)| ≤ |f̄ |+
2∥∇f∥Lp(Q)

γ
≤ ∥f∥Lp(Q) +

2∥∇f∥Lp(Q)

γ
≤ C∥f∥W 1,p(Rn)

establishing the theorem. □

Corollary 9.27. Suppose U has the extension property and n < p ≤ ∞,
then there is a continuous embedding W 1,p(U) ↪→ C0,γ

b (U), where γ = 1− n
p .
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Proof. Let f̃ = Ef ∈ W 1,p(Rn) be an extension of f ∈ W 1,p(U). Then
∥f∥

C0,γ
b (U)

≤ ∥f̃∥
C0,γ

b (Rn)
≤ Cp∥f∥W 1,p(Rn) ≤ CpCU,p∥f∥W 1,p(U), where we

have used W 1,p
0 (Rn) = W 1,p(Rn) and Morrey’s theorem if p < ∞ and

Lemma 9.11 if p = ∞. □

Example 9.12. The example from Problem 9.27 shows that for a domain
with a cusp, functions from W 1,p might be unbounded (and hence in partic-
ular not in C1,γ) even for p > n. ⋄
Example 9.13. For p = ∞ this embedding is surjective in case of a con-
vex domain (Lemma 9.11) or a domain with the extension property (Corol-
lary 9.17). However, for n < p <∞ this is not the case. To see this consider
the Takagi function (Problem 4.28 from [34]) which is in C1,γ [0, 1] for every
γ < 1 but not absolutely continuous (not even of bounded variation) and
hence not in W 1,p(0, 1) for any 1 ≤ p ≤ ∞. Note that this example immedi-
ately extends to higher dimensions by considering f(x) = b(x1) on the unit
cube. ⋄

As a consequence of the proof we also get that for n < p Sobolev functions
are differentiable a.e.

Lemma 9.28. Suppose n < p ≤ ∞ and U ⊆ Rn is open. Then f ∈W 1,p
loc (U)

is differentiable a.e. and the a.e. derivative equals the weak derivative.

Proof. Since W 1,∞
loc ⊆ W 1,p

loc for any p < ∞ we can assume n < p < ∞. Let
x ∈ U be an Lp Lebesgue point of the gradient, that is,

lim
r↓0

1

|Qr(x)|

∫
Qr(x)

|∇f(x)−∇f(y)|pdny = 0,

where Qr(x) is a cube of side length r containing x. Now let y ∈ Qr(x)
and r = |y − x| (by shrinking the cube w.l.o.g.). Then replacing f(y) →
f(y)− f(x)−∇f(x) · (y − x) in (9.22) we obtain

∣∣f(y)− f(x)−∇f(x) · (y − x)
∣∣ ≤ 2

γ
|x− y|γ

(∫
Qr(x)

|∇f(x)−∇f(z)|pdnz

)1/p

=
2

γ
|x− y|

(
1

|Qr(x)|

∫
Qr(x)

|∇f(x)−∇f(z)|pdnz

)1/p

and, since x is an Lp Lebesgue point of the gradient, the right-hand side is
o(|x − y|), that is, f is differentiable at x and its gradient equals its weak
gradient. □

Note that since by Lemma 9.11 every locally Lipschitz continuous func-
tion is locally W 1,∞, we obtain as an immediate consequence:
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Theorem 9.29 (Rademacher8). Every locally Lipschitz continuous function
is differentiable almost everywhere.

So far we have only looked at first order derivatives. However, we can
also cover the case of higher order derivatives by repeatedly applying the
above results to the fact that ∂jf ∈W k−1,p(U) for f ∈W k,p(U).

Theorem 9.30. Suppose U ⊆ Rn is open and 1 ≤ p ≤ ∞. The following
natural embeddings are continuous:

W k,p
0 (U) ↪→ Lq(U), q ∈ [p, p∗k] if

1

p∗k
=

1

p
− k

n
> 0,

W k,p
0 (U) ↪→ Lq(U), q ∈ [p,∞) if

1

p
=
k

n
,

W k,p
0 (U) ↪→ Ck−l−1,γ

0 (U), l = ⌊n
p
⌋,

{
γ = 1− n

p + l, n
p ̸∈ N0,

γ ∈ [0, 1), n
p ∈ N0,

if
1

p
<
k

n
.

If in addition U ⊆ Rn has the extension property, then the following natural
embeddings are continuous:

W k,p(U) ↪→ Lq(U), q ∈ [p, p∗k] if
1

p∗k
=

1

p
− k

n
> 0,

W k,p(U) ↪→ Lq(U), q ∈ [p,∞) if
1

p
=
k

n
,

W k,p(U) ↪→ Ck−l−1,γ
b (U), l = ⌊n

p
⌋,

{
γ = 1− n

p + l, n
p ̸∈ N0,

γ ∈ [0, 1), n
p ∈ N0,

if
1

p
<
k

n
.

Proof. If 1
p >

k
n we apply Theorem 9.22 to successively conclude ∥∂αf∥

L
p∗
j
≤

C∥f∥
Wk,p

0
for |α| ≤ k − j for j = 1, . . . , k. If 1

p = k
n we proceed in the same

way but use Lemma 9.24 in the last step. If 1
p <

k
n we first apply Theo-

rem 9.22 l times as before. If np is not an integer we then apply Theorem 9.26
to conclude ∥∂αf∥

C0,γ
0

≤ C∥f∥
Wk,p

0
for |α| ≤ k − l − 1. If n

p is an integer,
we apply Theorem 9.22 l − 1 times and then Lemma 9.24 once to conclude
∥∂αf∥Lq ≤ C∥f∥

Wk,p
0

for any q ∈ [p,∞) for |α| ≤ k − l. Hence we can
apply Theorem 9.26 to conclude ∥∂αf∥

C0,γ
0

≤ C∥f∥
Wk,p

0
for any γ ∈ [0, 1)

for |α| ≤ k − l − 1.
The second part follows analogously using the corresponding results for

domains with the extension property. □

Note that for p = 1 we have a slightly stronger result Wn,1
0 (U) ↪→ C0(U)

in the borderline case k = n — see Problem 9.32.

8Hans Rademacher (1892–1969), German-American mathematician

http://en.wikipedia.org/wiki/Hans Rademacher
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Moreover, for q ∈ [p, p∗) the embedding is even compact (it fails for
q = p∗ — see Problem 9.29).

Theorem 9.31 (Rellich9–Kondrachov10). Suppose U ⊆ Rn is open and
bounded and 1 ≤ p ≤ ∞. Then following natural embeddings are compact:

W 1,p
0 (U) ↪→ Lq(U), q ∈ [p, p∗),

1

p∗
=

1

p
− 1

n
, if p ≤ n,

W 1,p
0 (U) ↪→ C0(U), if p > n.

If in addition U ⊆ Rn has the extension property, then the following natural
embeddings are compact:

W 1,p(U) ↪→ Lq(U), q ∈ [p, p∗),
1

p∗
=

1

p
− 1

n
, if p ≤ n,

W 1,p(U) ↪→ C(U), if p > n.

Proof. The case p > n follows from W 1,p
0 (U) ↪→ C0,γ

0 (U) ↪→ C0(U), where
the first embedding is continuous by Theorem 9.26 and the second is compact
by Theorem B.3. Similarly in the second case using W 1,p(U) ↪→ C0,γ

b (U) ↪→
C(U), where the first embedding is continuous by Corollary 9.27.

Next consider the case p < n. Let F ⊂ W 1,p(U) (or F ⊂ W 1,p
0 (U)) be

a bounded subset. Using an extension operator (or Problem 9.16) we can
assume that F ⊂ W 1,p(Rn) with supp(f) ⊆ V for all f ∈ F and some fixed
set V . By Lemma 9.10 (applied on Rn) we have

∥Taf − f∥p ≤ |a|∥∇f∥p

and using the interpolation inequality from Problem B.14 and Theorem 9.30
we have

∥Taf − f∥q ≤ ∥Taf − f∥1−θp ∥Taf − f∥θp∗ ≤ |a|1−θ∥∇f∥1−θp Cθ∥f∥θ1,p,

where 1
q = 1−θ

p + θ
p∗ , θ ∈ [0, 1]. Hence F is relatively compact by Theo-

rem B.15. In the case p = n, we can replace p∗ by any value larger than
q. □

Since for bounded U the embedding C(U) ↪→ Lp(U) is continuous, we
obtain:

Corollary 9.32. Under the assumptions of the above theorem the natural
embeddings W k+1,p

0 (U) ↪→ W k,p
0 (U) and W k+1,p(U) ↪→ W k,p(U) are com-

pact.

9Franz Rellich (1906–1955), Austrian-German mathematician
10Vladimir Iosifovich Kondrashov (1909–1971), Russian mathematicia

http://en.wikipedia.org/wiki/Franz Rellich
http://en.wikipedia.org/wiki/Vladimir Iosifovich Kondrashov
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Proof. By the Rellich–Kondrachov theorem the embedding W 1,p(U) ↪→
Lp(U) is compact. Hence, given a bounded sequence in W k+1,p(U) we can
find a subsequence for which all partial derivatives of order up to k converge
in Lp(U). Hence this sequence converges in W k,p(U) by Corollary 9.2. □

Example 9.14. Note that the Rellich–Kondrachov theorem fails for q = p∗.
To see this choose a nonzero function f ∈W 1,p

0 (U) with compact support in
some small ball. Now consider fε(x) := ε−n/p

∗
f(x/ε). Then ∥fε∥1,p ≤ ∥f∥1,p

and ∥fε∥p∗ = ∥f∥p∗ . If fε had a convergent subsequence in Lp
∗
(U), this

subsequence must converge to 0 since fε(x) → 0 a.e., a contradiction. ⋄
Example 9.15. Note that the Rellich–Kondrachov theorem fails on Rn. To
see this choose φ ∈ C∞

c (Rn) with support in B1/2(0) and consider F =

{φk := φ(. − kδ1)|k ∈ N}. Now note that both the W 1,p as well as the Lq

norm of φk are independent of k and two different functions have disjoint
supports. So there is no way to extract a convergent subsequence and an
extra condition is needed. ⋄

Theorem 9.33. Let 1 ≤ p ≤ n. A set F ⊆ W 1,p(Rn) is relatively compact
in Lq(Rn) for every q ∈ [p, p∗) if F is bounded and for every ε > 0 there is
some r > 0 such that ∥(1− χBr(0))f∥p < ε for all f ∈ F .

Proof. Condition (i) of Theorem B.15 is verified literally as in the previ-
ous theorem. Similarly condition (ii) follows from interpolation since ∥(1 −
χBr(0))f∥q ≤ ∥(1−χBr(0))f∥1−θp ∥(1−χBr(0))f∥θp∗ ≤ ∥(1−χBr(0))f∥1−θp ∥f∥θp∗ .

□

Note that this extra condition might come for free in case of radial sym-
metry (Problem 14.24).

As a consequence of Theorem 9.31 we also can get an important inequal-
ity.

Theorem 9.34 (Poincaré inequality). Let U ⊂ Rn be open and bounded.
Then for f ∈W 1,p

0 (U), 1 ≤ p ≤ ∞, we have

∥f∥p ≤ C∥∇f∥p. (9.23)

If in addition U is a connected subset with the extension property, then for
f ∈W 1,p(U), 1 ≤ p ≤ ∞, we have

∥f − (f)U∥p ≤ C∥∇f∥p, (9.24)

where (f)U := 1
|U |
∫
U f d

nx is the average of f over U .

Proof. We begin with the second case and argue by contradiction. If the
claim were wrong we could find a sequence of functions fm ∈ W 1,p(U)
such that ∥fm − (fm)U∥p > m∥∇fm∥p. hence the function gm := ∥fm −
(fm)U∥−1

p (fm − (fm)U ) satisfies ∥gm∥p = 1, (gm)U = 0, and ∥∇gm∥p < 1
m .
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In particular, the sequence is bounded and by Corollary 9.32 we can assume
gm → g in Lp(U) without loss of generality. Moreover, ∥g∥p = 1, (g)U = 0,
and ∫

U
g∂jφd

nx = lim
m→∞

∫
U
gm∂jφd

nx = − lim
m→∞

∫
U
(∂jgm)φd

nx = 0.

That is, ∂jg = 0 and since U is connected, g must be constant on U by
Lemma 9.7 (vi). Moreover, (g)U = 0 implies g = 0 contradicting ∥g∥p = 1.

To see the first case we proceed similarly to find a sequence gm :=
∥fm∥−1

p fm producing a limit such that ∥g∥p = 1 and ∂jg = 0. Now take
a ball B := Br(0) containing U such that B \U has positive Lebesgue mea-
sure. Observe that we can extend fm to f̄m ∈W 1,p(B) by setting it equal to
0 outside U which will give a corresponding sequence ḡm := ∥fm∥−1

p f̄m and
a corresponding limit ḡ. Since B is connected we again get that ḡ is constant
on B and since ḡ vanishes on B \U it must vanish on all of B contradicting
∥ḡ∥p = 1. □

Example 9.16. Using the Poincaré inequality we can shed some further light
on the case f ∈W 1,n(Rn) from Lemma 9.24. First note that a simple scaling
shows that the constant Cr for a ball of radius r in the Poincaré inequality
is given by Cr = C1r. Hence using Poincaré’s and Hölder’s inequalities we
obtain

1

|Br|

∫
Br(x)

|f(y)− (f)Br(x)|d
ny ≤ C1r

∫
Br(x)

|∇f(y)| d
ny

|Br|

≤ C1r

(∫
Br(x)

|∇f(y)|n d
ny

|Br|

)1/n

≤ C1

V
1/n
n

∥∇f∥n.

Locally integrable functions for which the left-hand side is bounded are called
functions of bounded mean oscillation. The set of all such functions is
denoted by BMO(Rn) and one sets

∥f∥BMO = sup
x,r

1

|Br|

∫
Br(x)

|f(y)− (f)Br(x)|d
ny.

It is straightforward to verify that this is a semi-norm and ∥f∥BMO = 0 if
and only if f is constant. ⋄

Finally it is often important to know when W 1,p(U) is an algebra: By
the product rule we have ∂j(fg) = (∂jf)g + f(∂jg) and for this to be in
Lp we need that f , g are bounded which follows from Morrey’s inequality
(Theorem 9.26) if n < p. Working a bit harder one can even show:

Theorem 9.35. Suppose U ⊆ Rn is open. If 1
p <

k
n , then W k,p

0 (U) is a
Banach algebra with

∥fg∥k,p ≤ C∥f∥k,p∥g∥k,p. (9.25)
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If U is bounded and has the extension property, the result also holds for
W k,p(U).

Proof. First of all it suffices to show the inequality for the case when f
and g are C∞ ∩W k,p. Moreover, by Leibniz’ rule (Problem 9.10) it suffices
to estimate ∥(∂αf)(∂βg)∥p for |α| + |β| ≤ k. To this end we will use the
generalized Hölder inequality (Problem B.12) and hence we need to find
1 ≤ qα, qβ ≤ ∞ with 1

p = 1
qα
+ 1
qβ

such thatWm−|α|,p ↪→ Lqα andWm−|β|,p ↪→
Lqβ .

Let l be the largest integer such that 1
p < k−l

n . Then Theorem 9.30
allows us to choose qα = ∞, qβ = p for |α| ≤ l and similarly qα = p,
qβ = ∞ for |β| ≤ l. Otherwise, that is if 1

p ≥ k−|α|
n and 1

p ≥ k−|β|
n then

Theorem 9.30 imposes the restrictions 1
qα

≥ 1
p −

k−|α|
n and 1

qβ
≥ 1

p −
k−|β|
n .

Hence 1
qα

+ 1
qβ

≥ 1
p −

(
k
n − 1

p

)
and we can find the required indices. □

Problem 9.24. Show that for f ∈ H1
0 ((a, b)) we have

∥f∥2∞ ≤ 2∥f∥2∥f ′∥2.
Show that the inequality continues to hold if f ∈ H1(R) or f ∈ H1((0,∞)).
(Hint: Start by differentiating |f(x)|2.)

Problem* 9.25. Show that the inequality ∥f∥q ≤ C∥∇f∥p for f ∈W 1,p(Rn)
can only hold for q = np

n−p . (Hint: Consider fλ(x) = f(λx).)

Problem* 9.26. Show that f(x) := log log(1 + 1
|x|) is in W 1,n(B1(0)) if

n > 1. (Hint: Problem 9.7.)

Problem* 9.27. Consider U := {(x, y) ∈ R2|0 < x, y < 1, xβ < y} and
f(x, y) := y−α with α, β > 0. Show f ∈ W 1,p(U) for p < 1+β

(1+α)β . Now

observe that for 0 < β < 1 and α < 1−β
2β we have 2 < 1+β

(1+α)β .

Problem* 9.28. Prove Young’s inequality

α1/pβ1/q ≤ 1

p
α+

1

q
β,

1

p
+

1

q
= 1, α, β ≥ 0.

Show that equality occurs precisely if α = β. (Hint: Take logarithms on both
sides.)

Problem* 9.29. Let U = B1(0) ⊂ Rn and consider

um(x) =

{
m

n
p
−1

(1−m|x|), |x| < 1
m ,

0, else.

Show that um is bounded in W 1,p(U) for 1 ≤ p < n but has no convergent
subsequence in Lp

∗
(U). (Hint: The beta integral from Problem A.8 might be

useful.)
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Problem 9.30 (Lions’ lemma).11 Let X, Y , and Z be Banach spaces. As-
sume X is compactly embedded into Y and Y is continuously embedded into
Z. Show that for every ε > 0 there exists some C(ε) such that

∥x∥Y ≤ ε∥x∥X + C(ε)∥x∥Z .

Problem 9.31. Suppose U ⊆ Rn is bounded and has the extension property.
Show that there exists a constant C such that

∥f∥k,p ≤ C

∑
|α|=k

∥∂αf∥p + ∥f∥p


(Hint: Problem 9.30 and Corollary 9.32.)

Problem 9.32. Let U ⊆ Rn. Show that there is a bounded embedding
Wn,1

0 (U) ↪→ C0(U) satisfying

∥f∥∞ ≤ ∥∂(1,...,1)f∥1.

Problem 9.33. Let U be a bounded domain with a C1 boundary and 1 ≤
p <∞. Show that for every a > 0 there is a constant C such that∫

U
|f |pdnx ≤ C

(∫
U
|∇f |pdnx+ a

∫
∂U

|f |pdS
)
, f ∈W 1,p(U).

Problem 9.34. Show that item (v) From Lemma 9.7 holds for bi-Lipschitz
maps ψ.

Note that with this result all results from the present chapter can be ex-
tended from C1 to Lipschitz domains.

(Hint: Use that the change of variables formula for integrals holds for
bi-Lipschitz functions and Lemma 9.28.)

11Jacques-Louis Lions (1928–2001), French mathematician

http://en.wikipedia.org/wiki/Jacques-Louis Lions


Chapter 10

Elliptic equations

10.1. The Poisson equation

As a warmup we will start by looking at the Poisson equation

−∆u(x) = f(x), x ∈ U,

u(x) = 0, x ∈ ∂U, (10.1)

on a bounded domain U ⊆ Rn with Dirichlet boundary conditions. Our
analysis will apply both in the case of real as well as complex solutions.
Hence we will look at complex solutions which contain real solutions as a
special case.

If we regard the derivatives as weak derivatives, then our equation reads

−
∫
U
(∆φ)(x)u(x)dnx =

∫
U
φ(x)f(x)dnx, φ ∈ C∞

c (U), (10.2)

or, after an integration by parts, we can also write it in the more symmetric
form ∫

U
(∇φ) · (∇u)dnx =

∫
U
φ(x)f(x)dnx, φ ∈ C∞

c (U). (10.3)

Now recall that by the Poincaré inequality (Theorem 9.34) we have a scalar
product

⟨v, u⟩ :=
∫
U
(∇v)∗ · (∇u)dnx (10.4)

on H1
0 (U) whose associated norm is equivalent to the usual one. Here ‘∗’

denotes complex conjugation, which of course can be dropped in case one is
only interested in real solutions.

221
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Moreover, using the fact that C∞
c (U) ⊂ H1

0 (U) is dense we see that we
can write our last form as

⟨v, u⟩ = ⟨v, f⟩2, v ∈ H1
0 (U), (10.5)

where ⟨v, u⟩2 :=
∫
U v(x)

∗u(x)dnx denotes the scalar product in L2(U).
We will call a solution u ∈ H1

0 (U) of (10.5) a weak solution of the
Dirichlet problem (10.1). If a weak solution is, in addition, in H2(U), it is
called a strong solution. In this case we can undo our integration by parts
and conclude that u solves (10.1), where the derivatives are understood as
weak derivatives and the boundary condition is understood in the sense of
traces (at least for U with sufficiently smooth boundary; see Lemma 9.21).

Finally note that (10.5) should be more precisely written as

⟨v, u⟩ = ⟨Jv, f⟩2, v ∈ H1
0 (U), (10.6)

where J : H1
0 (U) ↪→ L2(U) is the natural embedding. Since this embedding

is bounded (in fact, even compact; we will come back to this later), we can
use the adjoint operator to write this as

⟨v, u⟩ = ⟨v, J∗f⟩, v ∈ H1
0 (U), (10.7)

which shows that the weak problem (10.5) has a unique solution u = J∗f ∈
H1

0 (U) for every f ∈ L2(U). Also note the estimate ∥u∥ = ∥J∗f∥ ≤ C∥f∥2,
where C is the optimal constant from the Poincaré inequality (since ∥J∗∥ =
∥J∥ = C).

Moreover, observe that in the complex case the solution corresponding
to f∗ is u∗ and hence, by uniqueness, the weak solution corresponding to a
real-valued f will also be real-valued.

In summary,

Theorem 10.1. Suppose U ⊆ Rn is a bounded domain. The Poisson equa-
tion (10.1) has a unique weak solution u ∈ H1

0 (U) for every f ∈ L2(U). This
solutions satisfies ∥∇u∥2 ≤ C∥f∥2 and will be real-valued if f is real-valued.

Moreover, note that many principles carry over to weak solutions. For
example, let us call a function v ∈ L1

loc(U,R) weakly subharmonic if∫
U
v∆φdnx ≥ 0, φ ∈ C∞

c (U, [0,∞)). (10.8)

Similarly, v is called weakly superharmonic if the inequality is reversed
and weakly harmonic if equality holds. It can be shown that this definition
generalizes the classical definition from Section 5.2 (Problem 10.4). As a
motivation for the definition, observe that if v ∈ C2(U) then integration
by parts and Lemma B.16 shows that (10.8) reduces to the usual condition
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∆v ≥ 0 in this case (cf. Lemma 5.14). Moreover, it turns out that a weakly
harmonic function is harmonic (see again Problem 10.4).

To formulate the comparison principle in this setting (the analog of
Lemma 5.16) we will write v ≤ u on ∂U for two real-valued functions
u, v ∈ H1(U) provided the positive part (v − u)+ is in H1

0 (U). Note that if
U is a domain with a bounded C1 boundary, then f ≤ 0 on the boundary in
the sense of traces if and only if Tf+ = (Tf)+ = 0 and hence if and only if
f+ ∈ H1

0 (U) by Lemma 9.21. Thus the condition reduces to the natural one
for such domains.

Lemma 10.2 (Subharmonic functions are subsolutions). Let u, v ∈ H1(U,R)
with u harmonic and v weakly subharmonic. Then v ≤ u on ∂U implies v ≤ u
on U .

Proof. By considering v−u we can assume u = 0 without loss of generality
and hence we have v+ ∈ H1

0 (U, [0,∞)). Furthermore, for v ∈ H1(U) we can
use integration by parts to rewrite (10.8) as∫

U
(∇φ) · (∇v)dnx ≤ 0, φ ∈ C∞

c (U, [0,∞)).

and by approximation this even holds for all φ ∈ H1
0 (U, [0,∞)). Choosing

φ = v+ we get

0 ≥
∫
U
(∇v+) · (∇v)dnx =

∫
U
|∇v+|2dnx.

Hence ∇v+ = 0 and by Lemma 9.7 (vi) we see that v+ is constant on every
connected component. Since it vanishes on the boundary, it is zero (if a
component has no boundary, i.e. if U = Rn, observe that the only square
integrable constant is zero). □

Setting
sup
x∈∂U

f(x) := inf{M ∈ R|f ≤M on ∂U} (10.9)

the maximum principle follows upon choosing u =M := supx∈∂U v(x).

Corollary 10.3 (Maximum principle). If v ∈ H1(U,R) is weakly subhar-
monic, then

sup
x∈U

v(x) ≤ sup
x∈∂U

v(x), (10.10)

with the supremum understood as an essential supremum and the boundary
values understood as explained above.

Now what about strong solutions? To this end we regard (10.1) as an
operator equation

Lu = f, (10.11)
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in L2(U) where

Lu := −∆u, u ∈ D(L) := H1
0 (U,R) ∩H2(U,R). (10.12)

On the other hand, weak solutions are associated with the operator equation

L̄u = f, (10.13)

where
L̄ := (JJ∗)−1, D(L̄) = Ran(JJ∗). (10.14)

Since every strong solution is also a weak solution and since weak solutions
are unique, we see that L̄ is an extension of L (in the sense that D(L) ⊆ D(L̄)
and both agree on D(L)). In fact, note that since JJ∗ is self-adjoint, so is its
inverse L̄, which is also known as the Friedrichs extension of the Dirichlet
Laplacian (see [32, Sect. 2.3]) in this context.

To shed some further light on D(L̄) we observe that we trivially have
D(L̄) = Ran(JJ∗) ⊂ Ran(J) = H1

0 (U). Moreover, if u ∈ D(L̄) there is some
f ∈ L2(U) such that u = JJ∗f , that is, such that (10.5) holds. Choosing
v ∈ C∞

c (U) in (10.5) shows that

−
∫
U
(∆φ)u dnx =

∫
U
φf dnx, φ ∈ C∞

c (U), (10.15)

which can be rephrased as

D(L̄) = {u ∈ H1
0 (U)|∆u ∈ L2(U)}, (10.16)

where ∆u is understood as a weak derivative (this does not mean that the
second derivatives exist individually, it is only this particular combination
of second derivatives which is required to exist). In this context H1

0 (U) is
known as the form domain of L̄, written as Q(L̄) = H1

0 (U).
When we also have D(L̄) ⊆ D(L), that is, when every weak solution is

also a strong solution, is a tricky question which we defer to the next section.
However, we note the following local result:

Lemma 10.4. Suppose u ∈ H1(U) is a weak solution of the Poisson equation
(10.3). Then u ∈ Hr+2

loc (U) whenever f ∈ Hr
loc(U) ∩ L2(U).

Proof. The idea is to reduce it to the case U = Rn by using a cutoff function.
Indeed, given an arbitrary compact subset K ⊂ U , choose ζ ∈ C∞

c (U) such
that 0 ≤ ζ ≤ 1 with ζ = 1 on K. Now consider v := ζu ∈ H1

c (Rn). Then
using the product rule (Lemma 9.7 (iii)) and integration by parts one verifies∫
Rn

(∇φ) · (∇v)dnx =

∫
Rn

(
(∇ζφ) · (∇u)− φ(∇ζ) · (∇u) + u(∇φ) · (∇ζ)

)
dnx

=

∫
Rn

φhdnx,
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for all φ ∈ C∞
c (U), where

h := ζf − (∆ζ)u− 2(∇ζ) · (∇u) ∈ L2(Rn).

Moreover, since both v and h vanish outside the support of ζ, this holds
in fact for all φ ∈ C∞

c (Rn). Thus v is a weak solution on Rn implying
v ∈ H2(Rn) (cf. Problem 8.6). This establishes the case r = 0.

Now we can bootstrap this argument: If f ∈ Hr, then h ∈ Hs with
s := min(1, r) implying v ∈ Hs+2(Rn). Iterating this process shows v ∈
Hr+2(Rn). Finally, since u = v on K and since K is arbitrary, we get the
claimed result. □

Remark: It seems tempting to apply the same argument to a weak so-
lution u ∈ H1

0 (U) by setting it equal to 0 outside of U . Why does this
fail?

Next we return to the observation that the embedding J is not only
continuous, but even compact by the Rellich–Kondrachov theorem (Theo-
rem 9.31). Hence we can apply the spectral theorem for compact operators
(since JJ∗ is self-adjoint, Theorem 3.7 from [35] will do; cf. also Theo-
rem B.23):

Theorem 10.5. Suppose U ⊆ Rn is a bounded domain. The operator L̄ has
a sequence of discrete real eigenvalues 0 < E0 ≤ E1 ≤ · · · converging to ∞.
The corresponding normalized eigenfunctions wj are in H1

0 (U)∩C∞(U) and
(can be chosen to) form an orthonormal basis for L2(U).

Observe that the inverse of the lowest eigenvalue E−1
0 is the optimal

constant for the Poincarè inequality. Moreover, the eigenvalues appear in
this list according to their (geometric) multiplicity. In this context note that
in our case the multiplicity of every eigenvalue is finite.

Moreover, note that the orthonormal eigenfunctions wj provide a unitary
map

W : L2(U) → ℓ2(N0), f 7→ fj := ⟨wj , f⟩2 (10.17)

which diagonalizes L̄ in the sense that L̄ is mapped to the multiplication
operator

WL̄W−1fj = Ejfj , WD(L̄) = {fj ∈ ℓ2(N0)|Ejfj ∈ ℓ2(N0)}. (10.18)

To see this start with the corresponding formula WL̄−1W−1fj = E−1
j fj for

the inverse (which is a bounded operator) and then compute its range to get
the domain of L̄. In particular we have

L̄u =
∑
j∈N0

Ejujwj , u ∈ D(L̄). (10.19)
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Similarly one has

⟨v, u⟩ =
∑
j∈N0

Ejv
∗
juj , u, v ∈ H1

0 (U), (10.20)

and
WH1

0 (U) = {fj ∈ ℓ2(N0)|
√
Ejfj ∈ ℓ2(N0)}. (10.21)

Here the special case u ∈ D(L̄) follows from ⟨v, u⟩ = ⟨v, L̄u⟩2 and the general
case since D(L̄) ⊂ H1

0 (U) is dense (by Ran(J∗)⊥ = Ker(J) = {0}). Choosing
v = u we get

∥u∥2 =
∑
j∈N0

Ej |uj |2 ≥ E0∥u∥22 (10.22)

with equality for u = w0. This can be rephrased as

E0 = min
u∈H1

0 (U)\{0}

∥u∥2

∥u∥22
= min

u∈D(L̄)\{0}

⟨u, L̄u⟩2
∥u∥22

, (10.23)

which is known as the Rayleigh–Ritz method.1 In particular, any choice of
trial function u ∈ H1

0 (U) will give an upper bound for the lowest eigenvalue.

Lemma 10.6. Suppose U ⊆ Rn is a bounded connected domain. The lowest
eigenvalue E0 of the operator L̄ is simple and the corresponding eigenfunction
w0 can be chosen positive.

Proof. Let w be an eigenfunction corresponding toE0. Then w± ∈ H1
0 (U,R)

and both give the minimum in the Rayleigh–Ritz method, ∥w±∥2 = E0∥w±∥22
(check this). Hence both are in the eigenspace corresponding to E0 (which
is finite dimensional) and hence w± ∈ D(L̄). In particular, they are smooth
and by −∆w± = E0w± ≥ 0 we can apply the strong minimum principle
(Lemma 5.14 (ii)) to conclude that either w+ = 0 or w+ > 0. In the first
case we have w− < 0 and in the latter w− = 0. Hence w can be cho-
sen positive. Since two positive functions cannot be orthogonal, the lowest
eigenvalue must be simple. □

Note that if you happen to have found a positive eigenfunction, it must
correspond to the lowest eigenvalue since two positive functions cannot be
orthogonal. That is, all higher eigenfunctions must change sign. In fact, a
look at the case of a rectangle, Figure 3.7, or a disc, Figure 3.9, shows that
the number of nodal domains is increasing. Here the nodal domains of an
eigenfunction w are the connected components of U \ {x ∈ U |w(x) = 0}. In
fact, the following result holds:

1Walther Ritz (1878–1909), Swiss theoretical physicist

http://en.wikipedia.org/wiki/Walther Ritz
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Theorem 10.7 (Courant2’s Nodal Domain Theorem). Suppose U ⊆ Rn is
a bounded connected domain. Then the j’th eigenfunction of L̄ has at most
j nodal domains.

Proof. If w is an eigenfunction, L̄w = λw, which has m nodal domains Uj ,
we can look at the restrictions wj := wχUj . Then this restriction satisfies
wj ∈ H1

0 (U). To see this assume that (w.l.o.g.) w is positive on Uj and
consider wε := max(w, ε) − ε ∈ H1

c (Uj) (cf. Lemma 9.8). Then wε → w
(again by Lemma 9.8) and hence wj ∈ H1

0 (Uj) as required. Moreover, wj
satisfies ∥∇wj∥2 = λ∥wj∥2 and since these functions are orthogonal, a well-
known principle from spectral theory (Theorem 4.12 from [32]) implies that
there are at least m eigenvalues (counting multiplicity) below or equal to
λ. □

Concerning solvability, our considerations imply that the equation

(−∆− λ)u(x) = f(x), x ∈ U,

u(x) = 0, x ∈ ∂U, (10.24)

has a unique solution whenever λ is not an eigenvalue, that is, when the
homogenous problem has only the trivial solutions. This is an instance of
the Fredholm alternative for compact operators (applied to the inverse).
Moreover, in this case the solutions can be written by means of the resolvent
operator

u = (L̄− λ)−1f =
∑
j∈N0

fj
Ej − λ

wj . (10.25)

In addition, we have the estimate

∥u∥2 =
∑
j∈N0

Ej |fj |2

|Ej − λ|2
≤ Cλ∥f∥22. (10.26)

Finally, we remark that the general Poisson problem

(−∆− λ)u(x) = f(x), x ∈ U,

u(x) = g(x), x ∈ ∂U, (10.27)

can be reduced to the case g = 0 whenever g is the trace of some function
ḡ ∈ H2(U) by considering v := u− ḡ. It is not obvious for which g such an
extension exists. However, if the boundary is C2, then a sufficient condition
for such an extension to exist is g ∈ C2(∂U) (Problem 10.11).

Moreover, for the weak formulation it would suffice if f ∈ H1
0 (U)∗ and

in this setting it also suffices to assume that g is the trace of some function
ḡ ∈ H1(U). For this last condition there is an easy criterion: If g is Lipschitz
continuous, it has a Lipschitz continuous extension to Ū (Lemma B.29 from

2Richard Courant (1888–1972), German American mathematician

http://en.wikipedia.org/wiki/Richard Courant
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[35]). Thus ḡ ∈ W 1,∞(U) ⊂ H1(U) as required. Note, that in such a
situation, where we can extend the boundary values g to a function ḡ ∈
H1(U), it is not even necessary to assume that the domain admits a trace
operator since we could define the boundary condition u = g on ∂U via
u− ḡ ∈ H1

0 (U). In this sense, the possible boundary data are H1(U)\H1
0 (U).

For example, this establishes solvability of the classical Dirichlet prob-
lem (λ = 0 and f = 0) for Lipschitz continuous g. However, it is neither
guaranteed that the weak solution is continuous up to the boundary (like
Theorem 5.29 does) nor that it attains the boundary values everywhere (cf.
Problem 10.7).

The corresponding Neumann problem

−∆u(x) = f(x), x ∈ U,

∂u

∂ν
(x) = 0, x ∈ ∂U, (10.28)

can be handled as follows: We look at the weak formulation

⟨v, u⟩ = ⟨v, f⟩2, v ∈ H1(U), (10.29)

where now we do not restrict the functions at the boundary at all, that is,
we replace H1

0 by H1. Now we run into the problem that ∥.∥ is no longer a
norm on H1 since the Poincaré inequality fails on H1. This is not surprising,
since it just reflects the fact, that the Neumann problem has the eigenvalue
0. The remedy is to take the orthogonal complement with respect to the
corresponding eigenfunction

H1 := {f ∈ H1(U)|⟨1, f⟩1,2 = 0}. (10.30)

Then, if we assume U to be connected, the Poincaré inequality continues to
hold and we can proceed as before. Of course we also need to assume f ∈ H1,
that is, ∫

U
f(x)dnx = 0, (10.31)

the necessary solvability condition we have already found in (5.43). Of course
the only remaining question is to understand that this solution is indeed the
solution to the Neumann problem. To understand this we need to look at the
domain of the self-adjoint operator LN associated with our weak formulation
in L2(U). More precisely, we will consider

H0 := {f ∈ L2(U)|⟨1, f⟩2 = 0} (10.32)

such that we have a natural embedding JN : H1 ↪→ H0 and look at L̄N :=
(JNJ

∗
N )

−1. To understand its domain note that, as in the Dirichlet case, we
see that functions u ∈ D(L̄N ) must satisfy u ∈ H1 as well as ∆u ∈ L2(U).
However, since the weak formulation must hold for all v ∈ H1(U) (and not
only for all v ∈ H1

0 (U)) this is not everything! Indeed, let U have a nice
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boundary (the usual C1 condition), assume u ∈ H2(U), and use integration
by parts to see ∫

∂U
v
∂u

∂ν
dS =

∫
U
(∆u+ f)v dnx = 0. (10.33)

Of course this is expected to hold precisely if ∂u
∂ν vanishes in the sense of

traces. Indeed, for a nice domain (with a C2 boundary) it is not hard to see
that a function which is C2 on the boundary can be extended to a function
which is in C2

b (U) (Problem 10.11). Since C2(∂U) is dense in L2(∂U) the
claim follows.

Finally, note that we can extend L̄N to all of L2(U) by setting L̄N1 := 0.

Theorem 10.8. Suppose U ⊆ Rn is a bounded domain. The operator L̄N
has a sequence of discrete real eigenvalues 0 = E0 < E1 ≤ · · · converging to
∞. The corresponding normalized eigenfunctions wj are in H1(U)∩C∞(U)
and (can be chosen to) form an orthonormal basis for L2(U). In particular,
w0 = 1.

Of course, inhomogeneous Neumann conditions can be handled analogous
to the case of inhomogeneous Dirichlet conditions.

Problem 10.1. Compute J∗ for U := (0, 1) ⊂ R.

Problem 10.2. Show that the eigenfunctions wj are orthogonal in H1
0 (U).

Find the correct normalization.

Problem 10.3. Investigate the Helmholtz equation

−∆u(x) + u(x) = f(x), x ∈ U,

u(x) = 0, x ∈ ∂U,

on a domain U ⊆ Rn. (Note, that U is not required to be bounded.)

Problem 10.4. Show that a weakly subharmonic function satisfies the sub-
mean property

v(x) ≤ 1

|Br|

∫
Br(x)

v(y)dny

for every ball with sufficiently small radius r ≤ r0(x) < dist(x, ∂U) at every
Lebesgue point of v. Hence if v is continuous, it is subharmonic as defined
in Section 5.2. Moreover, conclude that every weakly harmonic function is
harmonic. (Hint: Mollify v and use Problem 5.12. For the last claim look at
the proof of Lemma 5.2.)

Problem 10.5 (Strong maximum principle). Show: If U is connected and a
subharmonic function v on U assumes an interior maximum at an Lebesgue
point, then v is constant. (Hint: Use the submean property from the previous
problem.)
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Problem 10.6. Find a weak formulation of the Poisson problem with Robin
boundary conditions

−∆u(x) + λu(x) = f(x), x ∈ U,

∂u

∂ν
(x) + a(x)u(x) = 0, x ∈ ∂U,

on a bounded domain U ⊆ Rn with a C1 boundary. Here a ∈ L∞(U,R). Es-
tablish existence of weak solutions for λ > E0. Show that if a ≥ 0 is nonzero
and U is bounded and connected, then all eigenvalues of the Laplacian with
Robin boundary conditions are positive. (Hint: Green’s first identity.)

Problem 10.7. Consider the Dirichlet problem −∆u = 0 on the punctured
disc U := B1(0) \ {0} ⊂ Rn with boundary data g(x) = 0 for |x| = 1 and
g(0) = 1. Since this domain does not have a trace operator, we understand
the boundary condition as u − ḡ ∈ H1

0 (U), where ḡ = 1 − |x|2. Find the
corresponding weak solution. (Hint: Observe that the weak solution must be
radial. In particular, you are looking for a radial harmonic function satisfying
the boundary conditions.)

Problem 10.8. Consider the punctured disc B1(0) \ {0}. Show H1
0 (U) =

H1
0 (B1(0)) as well as H1(U) = H1(B1(0)) for n ≥ 2. (Hint: Use the previous

problem.)

Problem* 10.9. Suppose f ≤ 0 on ∂U (in the sense that f+ ∈ H1
0 (U)) and

g ≥ 0 a.e. in U . Show that f ≤ g on ∂U . Conclude that if M := sup∂U f is
finite, then f ≤ m on ∂U for all m ∈ [M,∞).

Problem 10.10. Consider a function F : R → R such that |F (t)| ≤ |t|3 for
all t ∈ R and let U ⊂ R3 be a bounded domain with the extension property.
Prove that if u ∈ H1(U) is a weak solution of the nonlinear Poisson equation
−∆u = F (u), then in fact we have u ∈ H2

loc(U). (Hint: Corollary 9.23.)

Problem 10.11. Let U ⊂ Rn be an open set with a bounded Ck boundary.
Show that a function f ∈ Ck(∂U) has an extension f̄ ∈ Ckb (U) such that
f̄ |∂U = f . (Hint: Reduce it to the case of a flat boundary.)

Problem 10.12. Let w be an eigenfunction, L̄w = λw, and U0 a nodal
domain. Show that λ = E0(U0) is the lowest Dirichlet eigenvalue of U0.

10.2. Elliptic equations

The main strength of the methods from the previous section is that, in con-
tradistinction to methods based on explicit representation formulas for solu-
tions, they can be easily extended to general elliptic operators in divergence
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form

Lu(x) := −
n∑

i,j=1

∂iAij(x)∂ju(x) +
n∑
j=1

bj(x)∂ju(x) + c(x)u(x), (10.34)

where Aij , bj , c ∈ L∞(U,R). We will assume that the matrix Aij is symmet-
ric,

Aij = Aji. (10.35)
If the coefficients of Aij are differentiable, this can be done without loss of
generality by absorbing the non-symmetric part in bj .

We will only look at the real case for notational simplicity and leave
the straightforward modifications for the complex case as an exercise (Prob-
lem 10.14).

In addition we require L to be uniformly elliptic, that is

ξ ·A(x)ξ =
n∑

i,j=1

Aij(x)ξiξj ≥ θ|ξ|2 (10.36)

for a.e. x ∈ U and all ξ ∈ Rn. As domain for L we choose

D(L) = {u ∈ H1
0 (U,R)|Aij∂ju ∈ H1(U,R), 1 ≤ i, j ≤ n}. (10.37)

As in the case of the Laplacian, a weak solution of the elliptic problem

Lu(x) = f(x), x ∈ U,

u(x) = 0, x ∈ ∂U, (10.38)

is a function u ∈ H1
0 (U) satisfying

a(v, u) = ⟨v, f⟩2, v ∈ H1
0 (U), (10.39)

where

a(v, u) =

∫
U

(∑
i,j

Aij(∂iv)(∂ju) +
∑
j

bjv∂ju+ c v u
)
dnx. (10.40)

However, note that now a is no longer symmetric (unless b ≡ 0) and hence
cannot be used as a scalar product. Nevertheless, a will still be the form of
a bounded operator on H1

0 (U) (since we have assumed the coefficients to be
bounded) and this operator will be invertible if the form is coercive (here
is where the ellipticity is used). In fact, this is the content of the famous
Lax–Milgram theorem3:

Theorem 10.9 (Lax–Milgram). Let a : H×H → R be a bilinear form on a
Hilbert space H which is

• bounded, |a(v, u)| ≤ C∥v∥ ∥u∥, and

3Peter Lax (*1926), American mathematician of Hungarian origin
3Arthur Milgram (1912–1961), American mathematician

http://en.wikipedia.org/wiki/Peter Lax
http://en.wikipedia.org/wiki/Arthur Milgram
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• coercive, a(u, u) ≥ ε∥u∥2 for some ε > 0.

Then for every f ∈ H there is a unique u ∈ H such that

a(v, u) = ⟨v, f⟩, ∀v ∈ H. (10.41)

Moreover, ∥u∥ ≤ 1
ε∥f∥.

Proof. See Theorem 2.17 from [35]. □

The boundedness assumption in the Lax–Milgram theorem implies (by
virtue of the Riesz representation theorem for Hilbert spaces) that there is a
bounded operator A ∈ L (H) such that a(v, u) = ⟨v,Au⟩ and the coercivity
assumptions implies that A has a bounded inverse A−1 ∈ L (H).

Note that if a is symmetric, then a can be taken as a new scalar product
and the conditions imply that the associated norm is equivalent to the origi-
nal norm. This is precisely what we did in the previous section. Moreover, in
this case the solution can also be obtained via an abstract Dirichlet principle
just as we did for the Laplace operator in Section 5.5 (Problem 10.13; see
also Problem 5.37) As pointed out before, this road is closed unless we make
the additional assumption b ≡ 0.

Now we are ready to apply this to our elliptic problem. Let us abbreviate

a0 := max
ij

∥Aij∥∞, b0 := max
j

∥bj∥∞, c0 := ∥c∥∞. (10.42)

By a simple use of the Cauchy–Schwarz inequality we see that the bilinear
form a(u, v) is bounded on H1

0 (U):

|a(v, u)| ≤ a0∥v∥∥u∥+ b0∥v∥2∥u∥+ c0∥v∥2∥u∥2 ≤ C∥v∥∥u∥. (10.43)

To see coercivity, a(u, u) ≥ c∥u∥2, we begin with

a(u, u) ≥
∫
U

(
θ|∇u|2 − b0|u||∇u|+ c1|u|2

)
dnx, (10.44)

where
c1 := inf

x∈U
c(x). (10.45)

Here the inf is understood as an essential infimum, that is, the smallest
constant such that c(x) ≥ c1 for a.e x ∈ U .

Now we distribute the middle term by means of the elementary inequality

|u||∇u| ≤ ε

2
|u|2 + 1

2ε
|∇u|2 (10.46)

which gives

a(u, u) ≥
∫
U

(
(θ − b0

2ε
)|∇u|2 + (c1 −

εb0
2

)|u|2
)
dnx. (10.47)
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This estimate is sometimes known as Gårding inequality4. To apply the
Lax–Milgram theorem we need θ− b0

2ε > 0 and c1− εb0
2 > 0. Solving for ε this

leads to the conditions b0
2θ < ε < 2c1

b0
and hence we need 4θc1 > b20. In the

case of a bounded domain the norm of the gradient suffices by the Poincaré
inequality and we can also admit the borderline case b0 = c1 = 0.

Theorem 10.10. Let U ⊆ Rn be open and L a uniformly elliptic operator
(10.34) with associated constants θ, b0, c1 as defined in (10.36), (10.42),
(10.45), respectively. Then the elliptic problem (10.38) has a unique weak
solution in H1

0 (U,R) for every f ∈ L2(U,R) provided

4θc1 > b20. (10.48)

If U is bounded the claim also holds if b0 = c1 = 0. Moreover, there is a
constant C > 0 such that ∥u∥ ≤ C∥f∥2.

Proof. Everything follows from the above analysis. For a general domain
we take the usual Sobolev norm ∥u∥2 := ∥∇u∥22 + ∥u∥22 whereas in the case
of a bounded domain we use ∥u∥2 := ∥∇u∥22. □

Of course there is also a corresponding comparison principle. To this end
call a function v ∈ H1(U,R) a weak subsolution if

a(φ, v) ≤ 0, φ ∈ C∞
c (U, [0,∞)). (10.49)

Then the analog of Lemma 10.2 reads:

Lemma 10.11. Suppose c ≥ 0 and let U be a bounded domain. Let u, v ∈
H1(U,R) with u a weak solution and v a weak subsolution. Then v ≤ u on
∂U implies v ≤ u on U .

Proof. We proceed as in the proof of Lemma 10.2. Assume u = 0 with-
out loss of generality and consider v+ ∈ H1

0 (U, [0,∞)). By approxima-
tion a(φ, v) ≤ 0 holds for all φ ∈ H1

0 (U,R) and choosing φ = v+ we get
0 ≥ a(v+, v) = a(v+, v+) and we can use Gårding inequality (10.47) to con-
clude v+ = 0 as in the proof of Lemma 10.2. However, this argument requires
the restriction 4θc1 > b20 or b0 = c1 = 0 (boundedness of U is not needed in
this case).

The following argument avoids this restriction on b0: For any real number
m such that sup∂U v ≤ m < supU v (if there is no such number, there is
nothing to do) we have w := (v −m)+ ∈ H1

0 (U) by Problem 10.9 and we
can repeat the calculation form above to obtain∫

U
θ
(
|∇w|2 − b0w|∇w|

)
dnx ≤ −

∫
U
cw2dnx ≤ 0.

4Lars Gårding (1919–2014), Swedish mathematician

https://en.wikipedia.org/wiki/Lars_G%C3%A5rding
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Here we have used that ∇w(x) = ∇v(x) for v(x) > k and ∇w(x) = 0
otherwise as well as wv ≥ w2. Using Cauchy–Schwarz this implies ∥∇w∥2 ≤
b0
θ ∥w∥L2(S), where S := supp(∇w). And using Theorem 9.22 as well as the
generalized Hölder inequality (Problem B.12) we get

∥w∥p ≤ C∥∇w∥2 ≤
b0C

θ
∥w∥L2(S) ≤

b0C

θ
|S|1/n∥w∥p,

where p := 2n
n−1 and we have assumed n ≥ 3. Now since w cannot vanish,

we conclude |S| ≥ ε > 0 where ε does not depend on m. Hence, letting
m→ supU v we see that the gradient of v does not vanish on the set where v
attains its supremum, contradicting Lemma 9.9. This establishes the claim
in the case n ≥ 3.

In the case n = 2 we use (9.21) with p = γ = 2 to obtain ∥w∥24 ≤
C∥w∥2∥∇w∥2 ≤ C|U |1/4∥w∥4∥∇w∥2, where we have again invoked the gen-
eralized Hölder inequality to obtain the second inequality. Hence we have
∥w∥24 ≤ C̃∥∇w∥2 provided U is bounded and we can proceed as in the case
n ≥ 3. In the case n = 1 we use the inequality from Problem 9.24. □

Corollary 10.12 (Maximum principle). Suppose c ≥ 0 and let U be a
bounded domain. If v ∈ H1(U,R) is a weak subsolution, then

sup
x∈U

v(x) ≤ sup
x∈∂U

v+(x). (10.50)

Proof. Note that a nonegative constant is a supersolution and hence we can
apply the previous lemma with u = 0 and v−M , whereM := supx∈∂U v+(x).

□

In particular, there is an operator A ∈ L (H1
0 (U,R)) such that a(v, u) =

⟨v,Au⟩. Note that A will be self-adjoint if and only if a is symmetric, that
is, if b = 0. In the case L = −∆ we have A = I. Consequently, the solution
of the weak problem is u = A−1J∗f . Moreover, introducing the operator

L̄ := (JA−1J∗)−1, D(L̄) := Ran(JA−1J∗) ⊂ H1
0 (U,R), (10.51)

we see that for every f ∈ L2(U,R), there is a unique solution u ∈ D(L̄) of
the operator equation

L̄u = f (10.52)
such that Ju is the unique solution of our weak problem. Furthermore, the
inverse L̄−1 = JA−1J∗ is compact if U is bounded. As in the case of the
Laplacian, we have

D(L̄) = {u ∈ H1
0 (U,R)|

∑
i,j

∂iAij(x)∂ju(x) ∈ L2(U,R)}, (10.53)

where
∑

i,j ∂iAij(x)∂ju(x) is understood as a weak derivative (this does not
mean that the second derivatives exist individually, it is only this particular
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combination of second derivatives which is required to exist). Moreover, note
that the restriction (10.48) is not required for these considerations since we
can replace L by L+γ with some sufficiently large γ such that 4θ(c1+γ) > b20.
Again we can apply the spectral theorem for compact operators to (L̄+γ)−1

to obtain:

Theorem 10.13. Suppose U ⊆ Rn is a bounded domain. The uniformly
elliptic operator L̄ has a sequence of discrete eigenvalues En converging to
∞. If b ≡ 0, then L̄ is self-adjoint and the eigenvalues are bounded from
below and can be ordered according to

E0 ≤ E1 ≤ . . . (10.54)

The corresponding normalized eigenfunctions wj (can be chosen to) form an
orthonormal basis for L2(U,R).

Note that in the one-dimensional case our elliptic problem is known as
Sturm–Liouville problem and the above theorem establishes the result
mentioned in Section 3.2 at least for Dirichlet boundary conditions. Neu-
mann or Robin boundary conditions can be handled as outlined in the pre-
vious section.

Of course the spectral theorem also implies that, whenever λ is not an
eigenvalue, then the equation

(L̄− λ)u = f (10.55)

has a unique solution u = (L̄−λ)−1f . Moreover, one can even get a solution
in case λ is an eigenvalue provided f ∈ Ker(L̄∗−λ)⊥, where L̄∗ is the adjoint
operator (computed from the adjoint form a∗(v, u) := a(u, v)). This is known
as the Fredholm alternative (Theorem 7.6 from [35]) and we have already
encountered this fact in the previous section when looking at the Neumann
problem for the Laplacian. Note that the maximum principle shows that 0
cannot be an eigenvalue if c ≥ 0.

Corollary 10.14. Let U be bounded, then the condition (10.48) in Theo-
rem 10.10 can be replaced by c ≥ 0.

Clearly, in the self-adjoint case the orthonormal eigenfunctions wj pro-
vide a unitary map

W : L2(U,R) → ℓ2(N0), f 7→ fj := ⟨wj , f⟩2 (10.56)

which diagonalizes L̄ and everything from the previous section applies ver-
batim. In particular, the Rayleigh–Ritz method reads

E0 = min
u∈H1

0 (U)\{0}

a(u, u)

∥u∥22
= min

u∈D(L̄)\{0}

⟨u, L̄u⟩2
∥u∥22

. (10.57)
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Note that this shows E0 > c1, where the inequality is strict since 0 cannot
be an eigenvalue of L̄− c1 as already observed above.

Also Lemma 10.6 extends to this situation almost verbatim. The only
difference is that we need to assume that the coefficients of L are sufficiently
smooth such that we can apply the classical strong maximum principle.

Lemma 10.15. Suppose U ⊆ Rn is a bounded connected domain and A ∈
W k+1,∞, b = 0, c ∈W k,∞ with k > n

2 . Then the lowest eigenvalue E0 of the
operator L̄ is simple and the corresponding eigenfunction w0 can be chosen
positive.

Proof. By Corollary 10.17 below, the eigenfunctions are in Hk+2
loc (U,R) ⊂

C2(U). Moreover, considering L̄ − c1 we can assume c ≥ 0 without loss of
generality. Hence we can literally follow the proof of Lemma 10.6 now using
the strong maximum principle from Theorem 5.37. □

If we assume that a is coercive then we can choose ⟨v, u⟩ := a(v, u) as
the scalar product for H1

0 (U) and it is interesting to observe that wj are also
orthogonal with respect to this scalar product. Indeed, we have

⟨wj , wk⟩ = a(wj , wk) = ⟨wj , L̄wk⟩ = E2
j δjk. (10.58)

In particular, we can write the solution with the help of the eigenfunctions
as

u =
∑
j∈N0

⟨wj , u⟩
∥wj∥2

wj =
∑
j∈N0

⟨wj , f⟩2
E2
j

wj (10.59)

which would give a constructive formula for computing the solution if we
knew the eigenfunctions. However, note that if we take an arbitrary or-
thogonal basis φj with respect to our adapted scalar product, we can still
write

u =
∑
j∈N0

⟨φj , u⟩
∥φj∥2

φj =
∑
j∈N0

⟨φj , f⟩2
a(φj , φj)

φj , (10.60)

where we have used that (10.39) implies ⟨φj , u⟩ = a(φj , u) = ⟨φj , f⟩2. Con-
sequently, one way of computing the solution is to compute an orthogonal
basis (e.g. using the Gram–Schmidt5 procedure). However, computing an or-
thogonal basis is still too time consuming from a practical point of view and
hence one drops the requirement that the φj are orthonormal. Moreover,
when implementing this idea only finitely many, say φ1, . . . , φN , are chosen
and we look for the projection uN of the solution onto the linear span of the
these functions. Note that this projection will be the solution of our elliptic

5Jørgen Pedersen Gram (1850–1916), Danish actuary and mathematician

https://en.wikipedia.org/wiki/J%C3%B8rgen_Pedersen_Gram
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problem restricted to this subspace. Writing

uN =
N∑
j=1

αjφj (10.61)

we see that the unknown coefficients αj can be determined by solving the
linear system

N∑
j=1

a(φk, φj)αj = ⟨φk, f⟩. (10.62)

This system will have a unique solution provided the vectors φj are linearly
independent. By construction we have un → u as n→ ∞. Such a scheme of
approximating the solution by solving a finite dimensional system is known
as Galerkin method.6 For example, in two dimensions one assumes that
U is a polygon, which is split into small triangles. For the functions φj one
chooses functions which are piecewise linear such that φj equals one on the
j’th inner vertex of the triangulation and vanishes on all other vertices. This
has the advantage that a(φk, φj) can be easily computed and will vanish
unless both vertices are either neighbors or equal. Hence the coefficient
matrix of the above linear system will be sparse and hence it can be solved
effectively. This is known as finite element method.

Problem 10.13 (Abstract Dirichlet principe). Let a be a coercive and sym-
metric bilinear form. Show that the solution of (10.41) is also the unique
minimizer of

v 7→ 1

2
a(v, v)− ⟨v, f⟩.

(Hint: Compare with Section 5.5.)

Problem 10.14. Extend the results from this section to the case of complex
equations. (Hint: You will need the complex version of Lax–Milgram, see
Theorem 2.17 from [35].)

Problem 10.15. In quantum mechanics the Schrödinger operator

Lu := −∆u+ cu

is a central object. However, in this case the assumption c ∈ L∞ is too
restrictive. Show that the Schrödinger equation (L + γ)u = f has a weak
solution in H1

0 (U) for every f ∈ L2(U) and

γ > − inf
v∈H1

0 (U),∥v∥H1=1
Re(⟨v, cv⟩2)

6Boris Grigoryevich Galerkin (1871–1945), Soviet mathematician and an engineer

http://en.wikipedia.org/wiki/Boris Grigoryevich Galerkin
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provided

c ∈ Lq(U),


n
2 ≤ q ≤ ∞, n > 2,

1 < q ≤ ∞, n = 2,

1 ≤ q ≤ ∞, n = 1.

(Hint: Look at the sesquilinear form ⟨v, cu⟩2 on H1
0 . When is it bounded?)

Problem 10.16. Extend the results from this section to the case of a mag-
netic Schrödinger operator

Lu := −(∇− ib)2u+ cu = −
∑
j

(∂j − ibj)(∂j + ibj)u+ cu

with bj ∈ L∞(U,R) and c ∈ L∞(U,R).

10.3. Elliptic regularity

Finally we turn to regularity of weak solutions of the elliptic problem (10.38).
For our first result we will not need the solution to vanish at the boundary.
In this context we will call a function u ∈ H1(U) a weak solution of the the
elliptic problem L̄u = f provided it satisfies (10.39).

Lemma 10.16. Suppose Aij ∈ W 1,∞(U). If u ∈ H1(U) is a weak solution
of the elliptic problem L̄u = f for f ∈ L2(U), then u ∈ H2

loc(U). Moreover,
for every V ⊂⊂ U we have an estimate of the form ∥u∥H2(V ) ≤ C(∥f∥L2(U)+
∥u∥L2(U)).

Proof. The idea is to use the weak formulation a(v, u) = ⟨f, v⟩2. If we
formally choose v = ∂2l u we can perform an integration by parts (neglecting
boundary terms) such that we can use the ellipticity condition to get an a
priori estimate for the second derivatives. To make this idea work we will use
a cutoff function and replace derivatives by finite differences (9.10) (invoking
Lemma 9.10).

So the first step is to choose some function ζ ∈ C∞
c (U) and observe that

ũ := ζu solves a modified problem

ã(v, ũ) = ⟨v, f̃⟩2,

where Ã = A, b̃ = 0, c̃ = 0, and

f̃ = ζ
(
f −

∑
j

bj∂ju− cu
)
−
∑
i,j

(
(∂iAij∂jζ)u+ 2(∂iζ)Aij∂ju

)
.

Since f̃ ∈ L2(U) we have reduced it to the case where u has compact support
and b = c = 0 (and we will drop the tildes for notational simplicity).
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Hence suppose u ∈ H1
c (U) and choose v := D−ε

l Dε
l u (with ε sufficiently

small such that v ∈ H1
c (U)) in the weak formulation to obtain (cf. Prob-

lem 10.17)

⟨D−ε
l Dε

l u, f⟩2 = a(D−ε
l Dε

l u, u) =

∫
U

∑
i,j

Aij(∂iu)(D
−ε
l Dε

l ∂ju)d
nx

= −
∫
U

∑
i,j

(Dε
lAij)(Tεδl∂iu)(D

ε
l ∂ju)d

nx− a(Dε
l u,D

ε
l u).

Using ellipticity, ∥Dε
lAij∥∞ ≤ C, and Cauchy–Schwarz we obtain

θ∥Dε
l∇u∥22 ≤ C∥∇u∥2∥Dε

l∇u∥2 + ∥f∥2∥D−ε
l Dε

l u∥2.

Invoking Lemma 9.10 we have ∥D−ε
l Dε

l u∥2 ≤ ∥Dε
l ∂lu∥2 ≤ ∥Dε

l∇u∥2 imply-
ing

θ∥Dε
l∇u∥2 ≤ C∥∇u∥2 + ∥f∥2.

Hence invoking again Lemma 9.10 shows u ∈ H2(U).
This also establishes an estimate of the form ∥u∥H2(V ) ≤ C(∥f∥L2(U) +

∥u∥H1(U)) for every V ⊂⊂ U for our original u. The slightly stronger estimate
claimed is left as Problem 10.19. □

Observe that the appearance of the L2 norm of u in the estimate reflects
the fact that we do not require u to vanish on the boundary. Indeed, we
can add a constant to u without changing f . Also note that once we know
u ∈ H2

loc, we can use integration by parts in the weak formulation whenever
v ∈ C∞

c (U) to conclude that the differential equation holds (a.e.) provided
the derivatives are understood as weak derivatives.

Moreover, by formally applying ∂l to the partial differential equation
we get an elliptic partial differential for ∂lu (in particular, the second order
coefficient A will not change) provided we assume sufficient smoothness for
the coefficients. Of course this also works for the weak formulation (where we
need one derivative less and the formal arguments gets rigorous) and hence
we can apply the previous result recursively to obtain:

Corollary 10.17. Suppose Aij ∈ W k+1,∞(U), bj ∈ W k,∞(U), and c ∈
W k,∞(U). If u ∈ H1(U) is a weak solution of the elliptic problem L̄u = f

for f ∈ Hk(U), then u ∈ Hk+2
loc (U).

Proof. As in the proof of the previous lemma, we can reduce it to the case
where u has compact support by introducing a cutoff function. In particular,
by our previous lemma, u ∈ H2

c (U) in this case. Moreover, using the product
rule and integration by parts one verifies

a(v, ∂lu) = ⟨v, f̃⟩, f̃ = ∂l
(
f −

∑
j

bj∂ju− cu
)
−
∑
i,j

∂i(∂lA)∂ju.
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Hence the claim follows by induction on k. □

In order to get regularity up to the boundary we need to add extra
assumptions on the domain as the following example shows.
Example 10.1. Let U be a domain in R2 which is given by a sector of angle
β ∈ (0, 2π), in polar coordinates U := {(r cos(φ), r sin(φ))|0 < r < 1, 0 <

φ < β}. Then, it is straightforward to check that u(x, y) = rπ/β sin(πφβ ),
where (r, φ) are the polar coordinates of (x, y), is harmonic on U . Moreover,
u ∈ H1(U) but u ̸∈ H2(U) for β > π. One can even multiply u with a
smooth radial cutoff function to obtain a smooth solution of the Poisson
equation which vanishes on ∂U but exhibits the same behavior. ⋄

Lemma 10.18. Suppose Aij ∈ W 1,∞(U) and U has a bounded C1,1 bound-
ary. If u ∈ H1

0 (U) is a weak solution of the elliptic problem L̄u = f for
f ∈ L2(U), then u ∈ H2(U). Moreover, we have an estimate of the form
∥u∥H2 ≤ C(∥f∥L2 + ∥u∥L2).

Proof. Using a partition of unity as in Lemma 9.14 it suffices to consider
uj := ζju. The function u0 has support strictly within U and hence is covered
by Lemma 10.16. It remains to look at the case j > 0. As in the proof of the
previous lemma, uj will satisfy the corresponding modified problem (there
is no need to assume that ζ vanishes near the boundary since we assume
u ∈ H1

0 (U)). Since we can straighten out the boundary within the support
of ζj we can perform a change of variables (Problem 10.18), to reduce it to
the situation where U = B1(0)∩Rn+ with Rn+ := {x ∈ Rn|xn > 0} and u has
support inside B̄1/2(0). Note that we need a C1,1 boundary such that the
transformed equation satisfies again A ∈W 1,∞(U).

Now for all tangential coordinate directions a sufficiently small transla-
tion will not affect the property of being in H1

0 (U). Consequently we have
that v := D−ε

l Dε
l u ∈ H1

0 (U) for 1 ≤ l < n and we can proceed as in the
proof of Lemma 10.16 to see that ∂l∇u ∈ L2 (together with the required esti-
mate). Of course this breaks down if we translate v into the normal direction.
To obtain an estimate for the missing derivative ∂2nu we use the differential
equation. Indeed, since we already know u ∈ H2

loc by Lemma 10.16, we know
that the differential equation holds a.e. in U . Hence solving the differential
equation for ∂2nu and observing that by ellipticity we have Ann ≥ θ gives the
required estimate for ∂2nu.

Finally, for each piece with j > 0 we have an estimate of the form
∥uj∥H2 ≤ Cj(∥f∥L2 + ∥u∥L2). For j = 0 this only follows directly from
Lemma 10.16 if U is bounded (such that u0 has compact support). If U is
unbounded one can check that the same proof works to provide the corre-
sponding estimate for u0 (only the fact that ζ and its derivatives are bounded



10.3. Elliptic regularity 241

and that it vanishes in a neighborhood of the boundary is used during the
proof). □

Note that under the conditions of Theorem 10.10 we have ∥u∥H1 ≤
C∥f∥L2 and hence we have ∥u∥H2 ≤ C∥f∥L2 in this case. The same is
true on a bounded domain as long as 0 is not an eigenvalue (which also
shows that the L2 norm cannot be dropped in general).

Corollary 10.19. Suppose Aij ∈W k+1,∞(U), bj ∈ Hk(U), c ∈ Hk(U) and
U has a bounded Ck+1,1 boundary. If u ∈ H1

0 (U) is a weak solution of the
elliptic problem L̄u = f for f ∈ Hk(U), then u ∈ Hk+2(U). Moreover, we
have an estimate of the form ∥u∥Hk+2 ≤ C(∥f∥Hk + ∥u∥L2).

Proof. Observe that we cannot apply the previous result recursively since
the derivatives of u will not satisfy the Dirichlet boundary conditions. Hence
we proceed slightly different. Of course using our partition of unity we can
reduce it to the case where U = B1(0)∩Rn+ and u has support inside B̄1/2(0).

Now we observe that as long as we restrict our attention to derivatives
which are tangential to the boundary plane, that is, ∂lu with 1 ≤ l < n,
we still have ∂lu ∈ H1

0 (U) (Problem 10.20). Moreover, as in the proof of
Corollary 10.17, ∂lu is the weak solution of an associated elliptic problem
and we can apply the previous lemma to conclude ∂lu ∈ H2(U). Finally,
since ∂nu also satisfies an associated differential equation, we can solve for
the missing derivative ∂3nu just as we did in the proof of the previous lemma.
Hence the claim for U = B1(0) ∩ Rn+ follows using induction. □

As already discussed before, these results also allow us to identify the
domain of L̄ more explicitly. Indeed, under the assumptions of Lemma 10.18
we have

D(L̄) = H2(U) ∩H1
0 (U) = {u ∈ H2(U)|u|∂U = 0}. (10.63)

Furthermore, using the previous corollary we can even identify the domain
of powers of L̄ which are defined recursively as D(L̄k) := {u ∈ D(L̄)|L̄u ∈
D(L̄k−1)}.

Corollary 10.20. Suppose Aij ∈W k+1,∞(U), bj ∈ Hk(U), c ∈ Hk(U) and
U has a bounded Ck+1,1 boundary. Then

D(L̄k) = {u ∈ H2k(U)|(L̄ju)|∂U = 0, 1 ≤ j < k}. (10.64)

Moreover, ∥u∥H2k ≤ C
∑k

j=0 ∥L̄ju∥L2 for u ∈ D(L̄k).

Proof. As already pointed out before the case k = 1 is immediate from
Lemma 10.18 since u ∈ H2 implies

∑
i,j ∂iAij∂ju ∈ L2 as required by (10.53).

Now we can use induction on k. If u ∈ D(L̄k), then by definition u ∈ D(L̄)
and L̄u ∈ D(L̄k−1). Hence by the induction hypothesis u ∈ H2 ∩ H1

0 and
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L̄u ∈ H2(k−1) such that by Corollary 10.19 we have u ∈ H2k and ∥u∥H2k ≤
C̃(∥L̄u∥H2(k−1) + ∥u∥L2) ≤ C

∑k
j=0 ∥L̄ju∥L2 . □

We remark that the inequality can be improved to ∥u∥H2k ≤ C(∥L̄ku∥L2+
∥u∥L2). This will follow from the abstract Landau inequality (Problem 11.21)
together with the fact that −L̄ generates a strongly continuous semigroup,
which will be the content of Section 11.5.

Problem* 10.17. Recall (B.28) and (9.10). Show∫
U
v(D−ε

l u)dnx = −
∫
U
(Dε

l v)u d
nx

as well as
Dε
l (uv) = (Tεδlv)(D

ε
l u) + (Dε

l v)u.

Problem* 10.18. Let ψ ∈ C1(V ,U) be a volume preserving diffeomorphism
between bounded open sets U , V . Show that if u ∈ H1(U) is a weak solution
of the elliptic problem Lu = f , then ũ = u ◦ ψ ∈ H1(V ) is a weak solution
of the elliptic problem L̃ũ = f̃ , where

Ã =
∂ψ

∂y
(A ◦ ψ)

(∂ψ
∂y

)T
, b̃ = (b ◦ ψ)∂ψ

∂y
, c̃ = c ◦ ψ, f̃ = f ◦ ψ.

Moreover, Ã is uniformly elliptic provided A is.

Problem* 10.19. Show that for a weak solution u ∈ H1(U) we have

∥∇u∥2 ≤ ε∥f∥2 + C∥u∥2.

(Hint: Use ellipticity and start from θ∥∇u∥22 ≤ . . . .)

Problem* 10.20. Let U := B1(0)∩Rn+. Suppose u ∈ H1
0 (U)∩H2(U) with

supp(u) ⊂⊂ B1(0). Show that ∂lu ∈ H1
0 (U) for 1 ≤ l < n. (Hint: First

consider smooth functions. Then approximate using uε = ϕε ∗ T−2εu.)

10.4. The Poisson equation in C(U)

In this section we want to have a brief look at the Poisson equation in spaces
other than L2. In particular, we want to extend Theorem 5.30 to the case
where f is not required to be Hölder continuous. By Example 5.3 we know
that in this case the solution u might not be C2 and hence the Laplacian
has to be understood in the sense of distributions. We begin by looking at
the homogenous equation (see also Problem 10.4 for a different proof).

Lemma 10.21. Suppose h ∈ L1
loc(U) satisfies ∆h = 0 in the sense of dis-

tributions. Then h is harmonic in U .
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Proof. Let ϕε be a rotationally symmetric mollifier. Then the Poisson
problem ∆u = ϕε1 − ϕε2 is solved by the Newton potential which satisfies
u ∈ C∞

c (Rn) since
∫ (
ϕε1 − ϕε2

)
dnx = 1− 1 = 0, as shown in Problem 5.18.

Consequently

hε1(x)− hε2(x) =
(
(ϕε1 − ϕε2) ∗ h

)
(x) =

∫
U
(∆f)(x− y)h(y)dny = 0

as long as dist(x, ∂U) < min(ε1, ε2). Hence h(x) = hε(x) for dist(x, ∂U) < ε
which shows that h ∈ C∞(U). □

Neglecting boundary conditions we expect the solution to be given by
the Newton potential (cf. Section 5.3). Hence we will first investigate in
what sense the Newton potential solves the Poisson equation.

Lemma 10.22. Suppose U ⊆ Rn is bounded and f ∈ L1(U). Then the
Newton potential u := Φ ∗ f is in W 1,1(U) and satisfies −∆u = f in the
sense of distributions. Moreover, the first order derivatives are given by

∂ju = (∂jΦ) ∗ f. (10.65)

In particular, if additionally f ∈ Lp(U) we have u ∈ W 1,p(U) and if f ∈
Cb(U) we have u ∈ C1

b (U).

Proof. We consider f as a function on Rn by setting it equal to 0 outside
U as usual. First of all note that u is a well-defined function in L1

loc(Rn).
To see this note that we can split Φ = Φ1 + Φ2 where Φ1 ∈ W 1,∞(Rn) and
Φ2 ∈W 1,1(Rn). Hence Φ ∗ f , (∂jΦ) ∗ f ∈ L∞(Rn) + L1(Rn).

Next observe that for φ ∈ C∞
c (Rn) we have Φ∗(−∆φ) = φ. Indeed both

sides satisfy the same Poisson problem and hence their difference must be a
harmonic function with compact support, thus zero. Hence by Fubini we get∫

(−∆φ)(x)u(x)dnx =

∫
(−∆φ)(x)(Φ ∗ f)(x)dnx

=

∫
(Φ ∗ (−∆φ))(x)f(x)dnx =

∫
φ(x)f(x)dnx,

which shows −∆u = f in the sense of distributions.
Moreover, note that ∂jΦ ∈ L∞(Rn)+L1(Rn) and ∂j(Φ∗ϕ) = (∂jΦ)∗ϕ =

Φ ∗ (∂jϕ) (as shown in Theorem 5.19). Hence we have∫
(∂jφ)(x)u(x)d

nx =

∫
(∂jφ)(x)(Φ ∗ f)(x)dnx =

∫
(Φ ∗ (∂jφ))(x)f(x)dnx

=

∫
((∂jΦ) ∗ φ)(x)f(x)dnx = −

∫
φ(x)((∂jΦ) ∗ f)(x)dnx,

which shows ∂ju = (∂jΦ) ∗ f in the sense of distributions. The rest follows
from Young’s inequality. □
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Now we have all the ingredients to extend Theorem 5.30:

Theorem 10.23. Let U ⊆ Rn be a bounded domain with a regular boundary.
Let g ∈ C(∂U) and f ∈ Cb(U). Then the Poisson problem

−∆u = f, u|∂U = g, (10.66)

has a unique solution u ∈ C1(U) ∩ C(U) in the sense of distributions.

Proof. Uniqueness follows from Lemma 10.21 since a harmonic function
vanishing on the boundary must be zero. To see existence let u1 := Φ ∗ f
be the corresponding Newton potential and u0 the harmonic function which
satisfies u0 = g−u1 on ∂U (Theorem 5.29). Then u := u1−u0 is the solution
we are looking for. □

Note that there is also a corresponding maximum principle.

Lemma 10.24. Let U be a bounded domain and λ ≥ 0. Suppose v ∈
C(U) satisfies (λ −∆)v ≤ 0 in the sense of distributions, that is,

∫
U (λφ −

∆φ)vdny ≤ 0 for all φ ∈ C∞
c (U, [0,∞)). Then

max
U

v ≤ max
∂U

v+. (10.67)

Proof. Set M := max∂U v
+ and consider vε := ϕεv with ϕε the Friedrichs

mollifier. For x ∈ U with dist(x, ∂U) > ε we have ϕε(x− .) ∈ C∞
c (U, [0,∞))

and hence
(λ−∆)vε(x) = (λϕε −∆ϕε) ∗ v(x) ≤ 0.

Moreover, by continuity of v, for every δ there is an ε such that v(x) ≤M+δ
whenever dist(x, ∂U) ≤ ε. Hence we also have vε ≤ M + δ by the classical
maximum principle Corollary 5.34. Taking ε ↓ 0 we get v ≤M + δ and since
δ > 0 is arbitrary, the claim follows. □

Problem 10.21. Show that that the Newton potential of f ∈ Ckb (U) is in
Ck+1
b (U).



Chapter 11

Operator semigroups

In this chapter we want to look at (semi)linear ordinary linear differential
equations in Banach spaces. We will need a few relevant facts about differ-
entiation and integration for Banach space valued functions to be reviewed
first.

11.1. Single variable calculus in Banach spaces

Let X be a Banach space. Let I ⊆ R be some interval and denote by C(I,X)
the set of continuous functions from I to X. Given t ∈ I we call f : I → X
differentiable at t if the limit

ḟ(t) := lim
ε→0

f(t+ ε)− f(t)

ε
(11.1)

exists. If t is a boundary point, the limit/derivative is understood as the
corresponding onesided limit/derivative.

The set of functions f : I → X which are differentiable at all t ∈ I and
for which ḟ ∈ C(I,X) is denoted by C1(I,X). Clearly C1(I,X) ⊂ C(I,X).
As usual we set Ck+1(I,X) := {f ∈ C1(I,X)|ḟ ∈ Ck(I,X)}. Note that if
A ∈ L (X,Y ) and f ∈ Ck(I,X), then Af ∈ Ck(I, Y ) and d

dtAf = Aḟ .
The following version of the mean value theorem will be crucial.

Theorem 11.1 (Mean value theorem). Suppose f ∈ C1(I,X). Then

∥f(t)− f(s)∥ ≤M |t− s|, M := sup
τ∈[s,t]

∥ḟ(τ)∥, (11.2)

for s ≤ t ∈ I.

245
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Proof. Fix M̃ > M and consider d(τ) := ∥f(τ) − f(s)∥ − M̃(τ − s) for
τ ∈ [s, t]. Suppose [s, τ0] is the largest interval on which d(τ) ≤ 0 holds. If
τ0 < t there must be a sequence εn ↓ 0 such that

0 < d(τ0 + εn) ≤ ∥f(τ0 + εn)− f(τ0)∥ − M̃εn + d(τ0)

= ∥ḟ(τ0)εn + o(εn)∥ − M̃εn ≤ (M − M̃ + o(1))εn < 0.

Taking n→ ∞ contradicts our assumption. □

In particular,

Corollary 11.2. For f ∈ C1(I,X) we have ḟ = 0 if and only if f is
constant.

Next we turn to integration. Let I := [a, b] be compact. A function
f : I → X is called a step function provided there are numbers

t0 = a < t1 < t2 < · · · < tn−1 < tn = b (11.3)

such that f(t) is constant on each of the open intervals (tj−1, tj). The set
of all step functions S(I,X) forms a linear space and can be equipped with
the sup norm. The corresponding Banach space obtained after completion is
called the set of regulated functions R(I,X). In other words, a regulated
function is the uniform limit of step functions. Moreover, since the step
functions form an algebra, the regulated functions form a Banach algebra.

Observe that C(I,X) ⊂ R(I,X). In fact, consider the functions fn :=∑n−1
j=0 f(tj)χ[tj ,tj+1) ∈ S(I,X), where tj = a + j b−an and χ is the character-

istic function. Since f ∈ C(I,X) is uniformly continuous, we infer that fn
converges uniformly to f . Slightly more general, note that piecewise contin-
uous functions are regulated since every piecewise continuous function is the
sum of a continuous function and a step function.

For a step function f ∈ S(I,X) we can define a linear map
∫
: S(I,X) →

X by ∫ b

a
f(t)dt :=

n∑
j=1

fj(tj − tj−1), (11.4)

where fj is the value of f on (tj−1, tj). This map satisfies∥∥∥∥∫ b

a
f(t)dt

∥∥∥∥ ≤ ∥f∥∞(b− a) (11.5)

and hence it can be extended uniquely to a linear map
∫

: R(I,X) → X
with the same norm (b− a). We even have∥∥∥∥∫ b

a
f(t)dt

∥∥∥∥ ≤
∫ b

a
∥f(t)∥dt (11.6)
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since this holds for step functions by the triangle inequality and hence for
all functions by approximation.

We remark that it is possible to extend the integral to a larger class of
functions in various ways. The first generalization is to replace step func-
tions by simple functions (and at the same time one could also replace the
Lebesgue measure on I by an arbitrary finite measure). Then the same ap-
proach defines the integral for uniform limits of simple functions. However,
things only get interesting when you also replace the sup norm by an L1

type seminorm: ∥f∥1 :=
∫
∥f(x)∥ dµ(x). As before the integral can be ex-

tended to all functions which can be approximated by simple functions with
respect to this seminorm. This is known as the Bochner integral and we
refer to Section B.5 for details. For our purpose the present approach will
be sufficient.

Denote by L (X,Y ) the bounded linear operators from X → Y . If
A ∈ L (X,Y ), then f ∈ R(I,X) implies Af ∈ R(I, Y ) and

A

∫ b

a
f(t)dt =

∫ b

a
Af(t)dt. (11.7)

Again this holds for step functions and thus extends to all regulated functions
by continuity. In particular, if ℓ ∈ X∗ is a continuous linear functional, then

ℓ(

∫ b

a
f(t)dt) =

∫ b

a
ℓ(f(t))dt, f ∈ R(I,X). (11.8)

Moreover, we will use the usual conventions
∫ t2
t1
f(s)ds :=

∫ b
a χ(t1,t2)(s)f(s)ds

and
∫ t1
t2
f(s)ds := −

∫ t2
t1
f(s)ds. Note that we could replace (t1, t2) by a

closed or half-open interval with the same endpoints (why?) and hence∫ t3
t1
f(s)ds =

∫ t2
t1
f(s)ds+

∫ t3
t2
f(s)ds.

Theorem 11.3 (Fundamental theorem of calculus). Suppose F ∈ C1(I,X),
then

F (t) = F (a) +

∫ t

a
Ḟ (s)ds. (11.9)

Conversely, if f ∈ C(I,X), then F (t) =
∫ t
a f(s)ds ∈ C1(I,X) and Ḟ (t) =

f(t).

Proof. Let f ∈ C(I,X) and set G(t) :=
∫ t
a f(s)ds. Then G ∈ C1(I,X)

with Ġ(t) = f(t) as can be seen from

∥
∫ t+ε

a
f(s)ds−

∫ t

a
f(s)ds− f(t)ε∥ = ∥

∫ t+ε

t
(f(s)− f(t))ds∥

≤ |ε| sup
s∈[t,t+ε]

∥f(s)− f(t)∥.
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Hence if F ∈ C1(I,X) then G(t) :=
∫ t
a(Ḟ (s))ds satisfies Ġ = Ḟ and hence

F (t) = C + G(t) by Corollary 11.2. Choosing t = a finally shows F (a) =
C. □

Problem* 11.1 (Product rule). Let X be a Banach algebra. Show that if
f, g ∈ C1(I,X) then fg ∈ C1(I,X) and d

dtfg = ḟg + fġ.

Problem* 11.2. Let f ∈ R(I,X) and Ĩ := I + t0. then f(t− t0) ∈ R(Ĩ , X)
and ∫

I
f(t)dt =

∫
Ĩ
f(t− t0)dt.

Problem* 11.3. Let A : D(A) ⊆ X → X be a closed operator (see Sec-
tion B.3). Show that (11.7) holds for f ∈ C(I,X) with Ran(f) ⊆ D(A) and
Af ∈ C(I,X).

Problem 11.4. Let I = [a, b] and J = [c, d] be two compact intervals.
Suppose f(s, t) : I × J → X is regulated in the sense that it is a uniform
limit of step functions being constant on disjoint open rectangles (sj−1, sj)×
(tk−1, tk) whose closure cover I × J . Show that∫

J

(∫
I
f(s, t)ds

)
dt =

∫
I

(∫
J
f(s, t)dt

)
ds.

(Hint: One way is to use linear functionals and reduce it to the classical
Fubini theorem.)

11.2. Uniformly continuous operator groups

Our aim is to investigate the abstract Cauchy problem

u̇ = Au, u(0) = u0 (11.10)

in some Banach space X. Here A is some linear operator and we will assume
that A ∈ L (X) to begin with. Note that in the simplest case X = Rn this
is just a linear first order system with constant coefficient matrix A. In this
case the solution is given by

u(t) = T (t)u0, (11.11)

where

T (t) := exp(tA) :=
∞∑
j=0

tj

j!
Aj (11.12)

is the exponential of tA. It is not difficult to see that this also gives the
solution in our Banach space setting.

Theorem 11.4. Let A ∈ L (X). Then the series in (11.12) converges and
defines a uniformly continuous operator group:
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(i) The map t 7→ T (t) is continuous, T ∈ C(R,L (X)).
(ii) T (0) = I and T (t+ s) = T (t)T (s) for all t, s ∈ R.

Moreover, T ∈ C∞(R,L (X)) is the unique solution of Ṫ (t) = AT (t) with
T (0) = I and it commutes with A, AT (t) = T (t)A.

Warning: The uniformly in the name refers to the fact that continuity is �

required with respect to the operator norm topology, which is (in the older
literature) is also known as uniform operator topology.

Proof. Set

Tn(t) :=

n∑
j=0

tj

j!
Aj .

Then (for m ≤ n)

∥Tn(t)−Tm(t)∥ =

∥∥∥∥∥∥
n∑

j=m+1

tj

j!
Aj

∥∥∥∥∥∥ ≤
n∑

j=m+1

|t|j

j!
∥A∥j ≤ |t|m+1

(m+ 1)!
∥A∥m+1e|t|∥A∥.

In particular,
∥T (t)∥ ≤ e|t| ∥A∥

and AT (t) = limn→∞ATn(t) = limn→∞ Tn(t)A = T (t)A. Furthermore we
have Ṫn+1 = ATn and thus

Tn+1(t) = I+
∫ t

0
ATn(s)ds.

Taking limits shows

T (t) = I+
∫ t

0
AT (s)ds

or equivalently T ∈ C1(R,L (X)) and Ṫ (t) = AT (t), T (0) = I. Differen-
tiating this last equation shows

(
d
dt

)k+1
T (t) = A

(
d
dt

)k
T (t) and establishes

T ∈ C∞(R,L (X)).
Suppose S(t) is another solution, Ṡ = AS, S(0) = I. Then, by the

product rule (Problem 11.1), d
dtT (−t)S(t) = T (−t)AS(t)−AT (−t)S(t) = 0

implying T (−t)S(t) = T (0)S(0) = I. In the special case T = S this shows
T (−t) = T−1(t) and in the general case it hence proves uniqueness S = T .
Finally, T (t + s) and T (t)T (s) both satisfy our differential equation and
coincide at t = 0. Hence they coincide for all t by uniqueness. □

Note that choosing s = −t in (ii) shows

T (t)−1 = T (−t). (11.13)
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Clearly A is uniquely determined by T (t) via A = Ṫ (0). Moreover, from this
we also easily get uniqueness for our original Cauchy problem. We will in
fact be slightly more general and consider the inhomogeneous problem

u̇ = Au+ g, u(0) = u0, (11.14)

where g ∈ C(I,X). A solution necessarily satisfies

d

dt
T (−t)u(t) = −AT (−t)u(t) + T (−t)u̇(t) = T (−t)g(t)

and integrating this equation (fundamental theorem of calculus) shows the
Duhamel formula

u(t) = T (t)

(
u0 +

∫ t

0
T (−s)g(s)ds

)
= T (t)u0+

∫ t

0
T (t−s)g(s)ds. (11.15)

Lemma 11.5. Let A ∈ L (X) and g ∈ Ck(I,X) for some k ∈ N0. Then
(11.14) has a unique solution u ∈ Ck+1(I,X) given by (11.15).

Proof. Using Problem 11.6 it is straightforward to verify that this is indeed
a solution for any given g ∈ C(I,X). This also shows that u ∈ Ck+1(I,X)
since T ∈ C∞(R,L (X)). □

Example 11.1. For example, look at the discrete linear wave equation

q̈n(t) = k
(
qn+1(t)− 2qn(t) + qn−1(t)

)
, n ∈ Z.

Factorizing this equation according to

q̇n(t) = pn(t), ṗn(t) = k
(
qn+1(t)− 2qn(t) + qn−1(t)

)
,

we can write this as a first order system

d

dt

(
qn
pn

)
=

(
0 1

k A0 0

)(
qn
pn

)
with the Jacobi operator (A0q)n = qn+1−2qn+ qn−1. Since A0 is a bounded
operator on X = ℓp(Z), we obtain a well-defined uniformly continuous oper-
ator group in ℓp(Z)⊕ ℓp(Z). ⋄

Problem 11.5. Show that if A,B ∈ L (X) commute, [A,B] := AB−BA =
0, then so do their associated groups and we have

exp(sA+ tB) = exp(sA) exp(tB) = exp(tB) exp(sA), [A,B] = 0.

Problem* 11.6 (Product rule). Suppose f ∈ C1(I,X) and T ∈ C1(I,L (X,Y )).
Show that Tf ∈ C1(I, Y ) and d

dtTf = Ṫ f + T ḟ .

Problem 11.7. Let X be a Hilbert space and A ∈ L (X). Show that T (t)∗

is a uniformly continuous operator group whose generator is A∗. Conclude
that if A is skew adjoint, that is, A∗ = −A, then T is unitary.
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Problem 11.8. Discuss the discrete Schrödinger equation

iu̇ = Hu, (Hu)n := un+1 + un−1 + qnun,

in ℓ2(Z), where q ∈ ℓ∞(Z,R). In particular, show ∥u(t)∥ = ∥u(0)∥ and
⟨u(t), Hu(t)⟩ = ⟨u(0), Hu(0)⟩.

Problem 11.9. Let X := C0(R) and consider (Aαf)(x) := 1
α(f(x + α) −

f(x)) for α > 0. Show that Aα is bounded and compute its norm. Compute
the corresponding group T as well as its norm.

11.3. Strongly continuous operator semigroups

In the previous section we have found a quite complete solution of the ab-
stract Cauchy problem (11.14) in the case when A is bounded. However,
since differential operators are typically unbounded, this assumption is too
strong for applications to partial differential equations. Since it is unclear
what the conditions on A should be, we will go the other way and impose
conditions on T . First of all, even rather simple equations like the heat equa-
tion are only solvable for positive times and hence we will only assume that
the solutions give rise to a semigroup. Moreover, continuity in the operator
topology is too much to ask for (in fact, it is equivalent to boundedness of A
— Problem 11.10) and hence we go for the next best option, namely strong
continuity. In this sense, our problem is still well-posed.

A strongly continuous operator semigroup (also C0-semigroup1) is
a family of bounded operators T (t) ∈ L (X), t ≥ 0, such that

(i) T (t)g ∈ C([0,∞), X) for every g ∈ X (strong continuity) and
(ii) T (0) = I, T (t+s) = T (t)T (s) for all t, s ≥ 0 (semigroup property).

If T (t) ∈ L (X) is defined for t ∈ R and item (ii) holds for all t, s ∈ R it is
called a strongly continuous operator group.

We first note that ∥T (t)∥ is uniformly bounded on compact time inter-
vals.

Lemma 11.6. Let T (t) be a C0-semigroup. Then there are constants M ≥ 1,
ω ≥ 0 such that

∥T (t)∥ ≤Meωt, t ≥ 0. (11.16)
In case of a C0-group we have ∥T (t)∥ ≤Meω|t|, t ∈ R.

Proof. Since ∥T (.)g∥ ∈ C[0, 1] for every g ∈ X we have supt∈[0,1] ∥T (t)g∥ ≤
Mg. Hence by the uniform boundedness principle supt∈[0,1] ∥T (t)∥ ≤ M for
some M ≥ 1. Setting ω = log(M) the claim follows by induction using the

1This naming might look odd at first, but just reflects the fact that originally strong continuity
was just one of several continuity properties, which were considered.
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semigroup property. For the group case apply the semigroup case to both
T (t) and S(t) := T (−t). □

The infimum over all possible ω for which a corresponding M exists such
that (11.16) holds is known as the growth bound ω0(T ) of the semigroup.
It is given by

ω0(T ) := lim sup
t→∞

log(∥T (t)∥)
t

(11.17)

and it can be shown that the limsup is actually a limit (Problem 11.11).
However, there will not be a corresponding constant M for ω0.

Inspired by the previous section we define the generator A of a strongly
continuous semigroup as the linear operator

Af := lim
t↓0

1

t

(
T (t)f − f

)
, (11.18)

where the domain D(A) is precisely the set of all f ∈ X for which the above
limit exists. By linearity of limits D(A) is a linear subspace of X (and A
is a linear operator) but at this point it is unclear whether it contains any
nontrivial elements. We will however postpone this issue and begin with
the observation that a C0-semigroup is the solution of the abstract Cauchy
problem associated with its generator A:

Lemma 11.7. Let T (t) be a C0-semigroup with generator A. If f ∈ D(A)
then T (t)f ∈ D(A) and AT (t)f = T (t)Af . Moreover, suppose g ∈ X with
u(t) := T (t)g ∈ D(A) for t > 0. Then u(t) ∈ C([0,∞), X) ∩ C1((0,∞), X)
and u(t) is the unique solution of the abstract Cauchy problem

u̇(t) = Au(t), u(0) = g. (11.19)

This is, for example, the case if g ∈ D(A) in which case we even have
u(t) ∈ C1([0,∞), X).

Similarly, if T (t) is a C0-group and g ∈ D(A), then u(t) := T (t)g ∈
C1(R, X) is the unique solution of (11.19) for all t ∈ R.

Proof. Let f ∈ D(A) and t > 0 (respectively t ∈ R for a group), then

lim
ε↓0

1

ε

(
u(t+ ε)− u(t)

)
= lim

ε↓0
T (t)

1

ε

(
T (ε)f − f

)
= T (t)Af.

This shows the first part. To show that u(t) is differentiable it remains to
compute

lim
ε↓0

1

−ε
(
u(t− ε)− u(t)

)
= lim

ε↓0
T (t− ε)

1

ε

(
T (ε)f − f

)
= lim

ε↓0
T (t− ε)

(
Af + o(1)

)
= T (t)Af
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since ∥T (t)∥ is bounded on compact t intervals. Hence u(t) ∈ C1([0,∞), X)
(respectively u(t) ∈ C1(R, X) for a group) solves (11.19). In the general case
f = T (t0)g ∈ D(A) and u(t) = T (t)g = T (t − t0)f solves our differential
equation for every t > t0. Since t0 > 0 is arbitrary it follows that u(t) solves
(11.19) by the first part. To see that it is the only solution, let v(t) be a
solution corresponding to the initial condition v(0) = 0. For s < t we have

d

ds
T (t− s)v(s) = lim

ε→0

1

ε

(
T (t− s− ε)v(s+ ε)− T (t− s)v(s)

)
= lim
ε→0

T (t− s− ε)
1

ε

(
v(s+ ε)− v(s)

)
− lim
ε→0

T (t− s− ε)
1

ε

(
T (ε)v(s)− v(s)

)
=T (t− s)Av(s)− T (t− s)Av(s) = 0.

Whence, v(t) = T (t− t)v(t) = T (t− s)v(s) = T (t)v(0) = 0. □

Note that our proof in fact even shows a bit more: If g ∈ D(A) we have
u ∈ C1([0,∞), X) and hence not only u ∈ C([0,∞), X) but also Au = u̇ ∈
C([0,∞), X). Hence, if we regard D(A) as a normed space equipped with
the graph norm ∥f∥A := ∥f∥ + ∥Af∥, in which case we will write [D(A)],
then g ∈ D(A) implies u ∈ C([0,∞), [D(A)]). In particular, T restricted to
[D(A)] is again a C0-semigroup and it is straightforward to check that its
generator is A restricted to D(A2) = {f ∈ D(A)|Af ∈ D(A)}.

Similarly, u(t) = T (t)g ∈ D(A) for t > 0 implies u ∈ C((0,∞), [D(A)]).
Moreover, recall that [D(A)] will be a Banach space if and only if A is a
closed operator (cf. Section B.3) and the latter fact will be established in
Corollary 11.10 below.

Also observe that if one assumes g ∈ D(Ak), one can apply Lemma 11.7
recursively to obtain:

Corollary 11.8. Let T (t) be a C0-semigroup with generator A. If g ∈ D(Ak)
then T (t)g ∈ D(Ak) and T (t)g ∈ Ck([0,∞), X) with(

d

dt

)k
T (t)g = AjT (t)Ak−jg, t ≥ 0, (11.20)

for any j = 0, . . . , k. In case of a C0-group we have T (t)g ∈ Ck(R, X) and
the above formula holds for all t ∈ R.

If we have T (t)g ∈ D(A) for all t > 0, then T (t)g ∈ D(Ak) for all k ∈ N,
t > 0 and T (t)g ∈ C∞((0,∞), X).

Proof. The case k = 1 is established in Lemma 11.7. Suppose the claim
holds for k ≥ 1 and g ∈ D(Ak+1). Then, applying A to T (t)Akg =
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AkT (t)g ∈ D(A) shows T (t)g ∈ D(Ak+1) and AT (t)Akg = Ak+1T (t)g.
Finally, ( ddt)

k+1T (t)g = d
dtT (t)A

kg = AT (t)Akg finishes the induction step.

To see the second claim we use again induction to show T (t)g ∈ D(Ak).
The case k = 1 holds by assumption. Now suppose the claim holds for
some k ∈ N, then AT (t)g = T (t/2)g̃, where g̃ := AT (t/2)g ∈ D(Ak−1) by
the induction hypothesis. Hence AT (t)g ∈ D(Ak) by assumption implying
T (t)g ∈ D(Ak+1). □

Extending our remark from above we can use the differential equation
to show that for g ∈ D(Ak) we have T (t)g ∈ Ck−j([0,∞), [D(Aj)]), 0 ≤
j ≤ k, where we equip D(Aj) with the norm ∥f∥Aj :=

∑j
i=0 ∥Aif∥. Then

T restricted to [D(Aj)] is a C0-semigroup whose generator is A restricted to
D(Aj+1).

A C0-semigroup for which we have T (t)g ∈ D(A) for all g ∈ X and all
t > 0 is called differentiable.

Before turning to some examples, we establish a useful criterion for a
semigroup to be strongly continuous.

Lemma 11.9. A (semi)group of bounded operators is strongly continuous if
and only if lim supε↓0 ∥T (ε)g∥ < ∞ for every g ∈ X and limε↓0 T (ε)f = f
for f in a dense subset.

Proof. We first show that lim supε↓0 ∥T (ε)g∥ < ∞ for every g ∈ X implies
that T (t) is bounded in a small interval [0, δ]. Otherwise there would exist a
sequence εn ↓ 0 with ∥T (εn)∥ → ∞. Hence ∥T (εn)g∥ → ∞ for some g by the
uniform boundedness principle, a contradiction. Thus there exists some M
such that supt∈[0,δ] ∥T (t)∥ ≤M . Setting ω = log(M)

δ we even obtain (11.16).
Moreover, boundedness of T (t) shows that limε↓0 T (ε)f = f for all f ∈ X
by a simple approximation argument.

In case of a group this also shows ∥T (−t)∥ ≤ ∥T (δ − t)∥∥T (−δ)∥ ≤
M∥T (−δ)∥ for 0 ≤ t ≤ δ. Choosing M̃ = max(M,M∥T (−δ)∥) we conclude
∥T (t)∥ ≤ M̃ exp(ω̃|t|).

Finally, right continuity is implied by the semigroup property: limε↓0 T (t+
ε)g = limε↓0 T (ε)T (t)g = T (t)g. Left continuity follows from ∥T (t − ε)g −
T (t)g∥ = ∥T (t− ε)(T (ε)g − g)∥ ≤ ∥T (t− ε)∥∥T (ε)g − g∥. □

Example 11.2. Let X := C0(R) be the continuous functions vanishing as
|x| → ∞. Then it is straightforward to check that

(T (t)f)(x) := f(x+ t)

defines a group of continuous operators on X. Since shifting a function does
not alter its supremum we have ∥T (t)f∥∞ = ∥f∥∞ and hence ∥T (t)∥ = 1.
Moreover, strong continuity is immediate for uniformly continuous functions.
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Since every function with compact support is uniformly continuous and since
such functions are dense, we get that T is strongly continuous. Moreover,
for f ∈ D(A) we have

lim
ε→0

f(t+ ε)− f(t)

ε
= (Af)(t)

uniformly. In particular, f ∈ C1(R) with f, f ′ ∈ C0(R). Conversely, for
f ∈ C1(R) with f, f ′ ∈ C0(R) we have
f(t+ ε)− f(t)− εf ′(t)

ε
=

1

ε

∫ ε

0

(
f ′(t+s)−f ′(t)

)
ds ≤ sup

0≤s≤ε
∥T (s)f ′−f ′∥∞

which converges to zero as ε ↓ 0 by strong continuity of T . Whence

A =
d

dx
, D(A) = {f ∈ C1(R) ∩ C0(R)|f ′ ∈ C0(R)}.

It is not hard to see that T is not uniformly continuous or, equivalently, that
A is not bounded (cf. Problem 11.10).

Note that this group is not strongly continuous when considered on X :=
Cb(R). Indeed for f(x) = cos(x2) we can choose xn =

√
2πn and tn =

√
2π(
√
n+ 1

4−
√
n) = 1

4

√
π
2n+O(n−3/2) such that ∥T (tn)f−f∥∞ ≥ |f(xn+

tn)− f(xn)| = 1. ⋄

Next consider

u(t) = T (t)g, v(t) :=

∫ t

0
u(s)ds, g ∈ X. (11.21)

Then v ∈ C1([0,∞), X) with v̇(t) = u(t) and (Problem 11.2)

T (ε)v(t) =

∫ t

0
u(ε+ s)ds =

∫ t+ε

ε
u(s)ds = v(t+ ε)− v(ε) (11.22)

implying

lim
ε↓0

1

ε

(
T (ε)v(t)− v(t)

)
= lim

ε↓0

(
− 1

ε
v(ε) +

1

ε

(
v(t+ ε)− v(t)

))
= −g + u(t).

(11.23)
Consequently v(t) ∈ D(A) and Av(t) = −g + u(t) implying that u(t) solves
the following integral version of our abstract Cauchy problem

u(t) = g +A

∫ t

0
u(s)ds. (11.24)

Note that while in the case of a bounded generator both versions are equiva-
lent, this will not be the case in general. So while u(t) = T (t)g always solves
the integral version, it will only solve the differential version if u(t) ∈ D(A)
for t > 0 (which is clearly also necessary for the differential version to make
sense). In the latter case u(t) is sometimes called a strong solution (also
classical solution), while otherwise it is called a mild solution.
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Two further consequences of these considerations are also worth while
noticing:

Corollary 11.10. Let T (t) be a C0-semigroup with generator A. Then A is
a densely defined and closed operator.

Proof. Since v(t) ∈ D(A) and limt↓0
1
t v(t) = g for arbitrary g, we see that

D(A) is dense. Moreover, if fn ∈ D(A) and fn → f , Afn → g then

T (t)fn − fn =

∫ t

0
T (s)Afnds.

Taking n→ ∞ and dividing by t we obtain
1

t

(
T (t)f − f

)
=

1

t

∫ t

0
T (s)g ds.

Taking t ↓ 0 finally shows f ∈ D(A) and Af = g. □

Note that by the closed graph theorem we have D(A) = X if and only if
A is bounded. Moreover, since a C0-semigroup provides the unique solution
of the abstract Cauchy problem for A, we obtain

Corollary 11.11. A C0-semigroup is uniquely determined by its generator.

Proof. Suppose T and S have the same generator A. Then by uniqueness
for (11.19) we have T (t)f = S(t)f for all f ∈ D(A). Since D(A) is dense
this implies T (t) = S(t) as both operators are continuous. □

Finally, as in the uniformly continuous case, the inhomogeneous problem
can be solved by Duhamel’s formula. However, now it is not so clear when
this will actually be a solution.

Lemma 11.12. Let A be the generator of a C0-semigroup and f ∈ C([0,∞), X).
If the inhomogeneous problem

u̇ = Au+ f, u(0) = g, (11.25)

has a solution it is necessarily given by Duhamel’s formula

u(t) = T (t)g +

∫ t

0
T (t− s)f(s)ds. (11.26)

Conversely, for g = 0, the function u given by (11.26) satisfies u ∈ C1([0,∞), X)
if and only if u ∈ C([0,∞), [D(A)]). Moreover, in this case it will be a solu-
tion.

Specifically, (11.26) gives a solution if either one of the following condi-
tions is satisfied:

• g ∈ D(A) and f ∈ C([0,∞), [D(A)]).
• g ∈ D(A) and f ∈ C1([0,∞), X).
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If A is the generator of a strongly continuous group, we can replace [0,∞)
by R.

Proof. Let u(t) be a solution of (11.25) and set v(s) := T (t − s)u(s), 0 ≤
s ≤ t, then one shows as in the proof of Lemma 11.7 that

v̇(s) = −AT (t− s)u(s) + T (t− s)u̇(s)

= −AT (t− s)u(s) + T (t− s)(Au(s) + f(s))

= T (t− s)f(s), 0 < s < t.

Hence the fundamental theorem of calculus (taking limits towards the bound-
ary points) gives (11.26).

For the converse observe that T (t)g is a solution of the homogenous
equation if g ∈ D(A). Hence it remains to investigate the integral, which we
will denote by u(t). We first note that

1

ε
(u(t+ ε)− u(t)) =

1

ε

∫ ε

0
T (ε− s)f(t+ s)ds+

1

ε
(T (ε)− I)u(t),

where the integral term on the right converges to f(t) thanks to our assump-
tion f ∈ C([0,∞), X). Hence, if one of the remaining two expressions has
a limit, so has the other. In particular, if u(t) is differentiable, we see that
the limit on the right exists implying u(t) ∈ D(A) and u̇(t) = f(t) + Au(t).
Similarly if u(t) ∈ D(A), then the limit on the right exists and we see that
u(t) is differentiable.

From this the first case is immediate since u ∈ C([0,∞), [D(A)]) provided
f ∈ C([0,∞), [D(A)]) by Problem 11.3.

In case of the second condition we note that

u(t) =

∫ t

0
T (s)f(t− s)ds

by a change of variables (Problem 11.2) and hence

1

ε
(u(t+ ε)− u(t)) =

1

ε

∫ t

0
T (s)(f(t+ ε− s)− f(t− s))ds

+
1

ε

∫ ε

0
T (t+ s)f(ε− s)ds

→
ε→0

∫ t

0
T (s)ḟ(t− s)ds+ T (t)f(0)

since f ∈ C1. □

The function u(t) defined by (11.26) is called the mild solution of the
inhomogeneous problem. In general a mild solution is not a solution:
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Example 11.3. Let T (t) be a strongly continuous group with an unbounded
generator A (e.g. the one from Example 11.2). Choose f0 ∈ X \D(A) and
set g := 0, f(t) := T (t)f0. Then f ∈ C(R, X) and the mild solution is given
by

u(t) = T (t)

∫ t

0
T (−s)f(s)ds = T (t)

∫ t

0
f0ds = t T (t)f0.

Since T (t) leaves D(A) invariant, we have u(t) ̸∈ D(A) for all t ∈ R and
hence u(t) is not a solution. ⋄

Problem* 11.10. Show that a uniformly continuous semigroup has a bounded
generator. (Hint: Write T (t) = V (t0)

−1V (t0)T (t) = . . . with V (t) :=∫ t
0 T (s)ds and conclude that it is C1.)

Problem 11.11. Let f : [0,∞) → R be bounded from above on every com-
pact interval and subadditive, that is, f(t1 + t2) ≤ f(t1) + f(t2). Then

lim
t→∞

f(t)

t
= inf

t≥0

f(t)

t
.

Problem 11.12. Show that the growth bound of a semigroup is given by

ω0(T ) = inf
t≥0

log(∥T (t)∥)
t

= lim
t→∞

log(∥T (t)∥)
t

.

Moreover, show that the spectral radius of T (t) is given by

r(T (t)) = eω0(T )t.

(Hint: The spectral radius of an operator T ∈ L (X) is defined as r(T ) :=
supz∈σ(T ) |z| = limn→∞ ∥Tn∥1/n ≤ ∥T (t)∥.)

Problem 11.13. Let T (t) be a C0-semigroup. Show that if T (t0) has a
bounded inverse for one t0 > 0 then this holds for all t > 0 and it extends to
a strongly continuous group via T (t) := T (−t)−1 for t < 0.

Problem 11.14. Consider the translation group T (t) := Tt on Lp(R), 1 ≤
p < ∞. Show that this is a strongly continuous group and compute its
generator. Show that it is not strongly continuous for p = ∞. (Hint: Prob-
lem B.15.)

Problem 11.15. Consider the translation semigroup T (t) := Tt on Lp(0, 1),
1 ≤ p < ∞. Show that this is a strongly continuous group and compute its
generator. Show that it is nilpotent: Ttg = 0 for t ≥ 1. (Hint: Prob-
lem B.15.)

Problem 11.16. Let U ⊆ Rn and let m : U → C be a measurable func-
tion with supx∈U Re(m(x)) < ∞. Consider the multiplication semigroup
T (t)g(x) := etm(x)g(x) on Lp(U), 1 ≤ p < ∞. Show that this is a strongly
continuous group and compute its generator.
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Problem 11.17. Define a semigroup on L1(−1, 1) via

(T (t)f)(s) =

{
2f(s− t), 0 < s ≤ t,

f(s− t), else,

where we set f(s) = 0 for s < 0. Show that the estimate from Lemma 11.6
does not hold with M < 2.

Problem 11.18. Let A be the generator of a C0-semigroup T (t). Show

T (t)f = f + tAf +

∫ t

0
(t− s)T (s)A2f ds, f ∈ D(A2).

Problem 11.19. Let A be the generator of a C0-semigroup T (t). Show
that

⋂
k∈ND(Ak) is dense. (Hint: Set gm := m

∫ 1
0 ϕ(ms)T (s)g ds, where

ϕ ∈ C∞
c (0, 1) with

∫ 1
0 ϕ(s)ds = 1.)

Problem 11.20. Let T (t) be a differentiable C0-semigroup with generator
A. Show T ∈ C∞((0,∞),L (X)) with dk

dtk
T (t) = AkT (t), t > 0. (Hint:

Show that AkT (t) is bounded and use Problem 11.18.)

Problem 11.21 (Landau2 inequality). Let A be the generator of a C0-
semigroup T (t) satisfying ∥T (t)∥ ≤ M . Derive the abstract Landau in-
equality

∥Af∥ ≤ 2M∥A2f∥1/2∥f∥1/2.
(Hint: Problem 11.18.)

Problem 11.22. Let A be the generator of a C0-semigroup. Consider the
integral version of our inhomogeneous problem (11.25):

u(t) = g +A

∫ t

0
u(s)ds+

∫ t

0
f(s)ds

for given g ∈ X, f ∈ C([0, 1), X). Show that this problem has a unique
solution u ∈ C([0, 1), X) such that

∫ t
0 u(s)ds ∈ D(A) for t ≥ 0 which is

given by Duhamel’s formula (11.26). (Hint: Problem 11.4.)

Problem 11.23. A bounded operator P ∈ L (X) is said to commute with a
closed operator A if

PA ⊆ AP.

That is, if D(PA) = D(A) ⊆ D(AP ) = {x ∈ X|Px ∈ D(A)} and both
operators agree on the smaller set D(A). Note that this in particular requires
that P leaves the domain invariant, PD(A) ⊆ D(A).

Show that if P ∈ L (X) commutes with the generator of a (semi)group
A, then it also commutes with the (semi)group, PT (t) = T (t)P . (Hint:
Uniqueness of solutions.)

2Lev Landau (1908–1968), Soviet physicist

http://en.wikipedia.org/wiki/Lev Landau
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11.4. Generator theorems

Of course in practice the abstract Cauchy problem, that is the operator A,
is given and the question is if A generates a corresponding C0-semigroup.
Corollary 11.10 already gives us some necessary conditions but this alone is
not enough.

It turns out that it is crucial to understand the resolvent of A (see
Section B.3). Using an operator-valued version of the elementary integral∫∞
0 et(a−z)dt = −(a− z)−1 (for Re(a− z) < 0) we can make the connection

between the resolvent and the semigroup.

Lemma 11.13. Let T be a C0-semigroup with generator A satisfying (11.16).
Then {z|Re(z) > ω} ⊆ ρ(A) and

RA(z) = −
∫ ∞

0
e−ztT (t)dt, Re(z) > ω, (11.27)

where the right-hand side is defined as(∫ ∞

0
e−ztT (t)dt

)
g := lim

s→∞

∫ s

1/s
e−ztT (t)g dt. (11.28)

Moreover,

∥RA(z)∥ ≤ M

Re(z)− ω
, Re(z) > ω. (11.29)

Proof. Let us abbreviate Rs(z)f := −
∫ s
0 e−ztT (t)f dt. Then, by virtue

of (11.16), ∥e−ztT (t)f∥ ≤ Me(ω−Re(z))t∥f∥ shows that Rs(z) is a bounded
operator satisfying ∥Rs(z)∥ ≤ M(Re(z)− ω)−1. Moreover, this estimate on
the integrand also shows that the limit R(z) := lims→∞Rs(z) exists (and
still satisfies ∥R(z)∥ ≤M(Re(z)−ω)−1). Next note that S(t) := e−ztT (t) is
a semigroup with generator A− z (Problem 11.24) and hence for f ∈ D(A)
we have

Rs(z)(A− z)f = −
∫ s

0
S(t)(A− z)f dt = −

∫ s

0
Ṡ(t)f dt = f − S(s)f.

In particular, taking the limit s → ∞, we obtain R(z)(A − z)f = f for
f ∈ D(A). Similarly, still for f ∈ D(A), by Problem 11.3

(A− z)Rs(z)f = −
∫ s

0
(A− z)S(t)f dt = −

∫ s

0
Ṡ(t)f dt = f − S(s)f

and taking limits, using closedness of A, implies (A − z)R(z)f = f for
f ∈ D(A). Finally, if g ∈ X choose fn ∈ D(A) with fn → g. Then
R(z)fn → R(z)g and (A − z)R(z)fn = fn → g proving R(z)g ∈ D(A) and
(A− z)R(z)g = g for g ∈ X. □
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The number
s(A) := sup{Re(z)|z ∈ σ(A)} (11.30)

is known as the spectral bound of A. The above lemma shows s(A) ≤
ω0(T ). Moreover, for matrices it is not hard to see that we have equality.
However, this is not true in general. In particular, knowledge of σ(A) alone is
in general not sufficient to estimate the growth of the associated semigroup.

Corollary 11.14. Let T be a C0-semigroup with generator A satisfying
(11.16). Then

RA(z)
n+1 =

(−1)n+1

n!

∫ ∞

0
tne−ztT (t)dt, Re(z) > ω, (11.31)

and
∥RA(z)n∥ ≤ M

(Re(z)− ω)n
, Re(z) > ω, n ∈ N. (11.32)

Proof. Abbreviate Rn(z) :=
∫∞
0 tne−ztT (t)dt and note that

Rn(z + ε)−Rn(z)

ε
= −Rn+1(z) + ε

∫ ∞

0
tn+2ϕ(εt)e−ztT (t)dt

where |ϕ(ε)| ≤
∑∞

j=0
|ε|j

(j+2)! ≤
1
2e

|ε| from which we see d
dzRn(z) = −Rn+1(z)

and hence dn

dznRA(z) = − dn

dznR0(z) = (−1)n+1Rn(z). Now the first claim fol-
lows using RA(z)n+1 = 1

n!
dn

dznRA(z) (Problem B.20). Estimating the integral
using (11.16) establishes the second claim. □

Given these preparations we can now try to answer the question when
A generates a semigroup. In fact, we will be constructive and obtain the
corresponding semigroup by approximation. To this end we introduce the
Yosida approximation3

An := −nARA(ω + n) = −n− n(ω + n)RA(ω + n) ∈ L (X). (11.33)

Of course this is motivated by the fact that this is a valid approximation for
numbers since limn→∞

−n
a−ω−n = 1. That we also get a valid approximation

for operators is the content of the next lemma.

Lemma 11.15. Suppose A is a densely defined closed operator with (ω,∞) ⊂
ρ(A) satisfying

∥RA(ω + n)∥ ≤ M

n
. (11.34)

Then

lim
n→∞

−nRA(ω + n)f = f, f ∈ X, lim
n→∞

Anf = Af, f ∈ D(A).

(11.35)

3Kosaku Yosida (1909–1990), Japanese mathematician

http://en.wikipedia.org/wiki/Kosaku Yosida
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Proof. If f ∈ D(A) we have −nRA(ω + n)f = f − RA(ω + n)(A − ω)f
which shows −nRA(ω + n)f → f if f ∈ D(A). Since D(A) is dense and
∥nRA(ω + n)∥ ≤ M this even holds for all f ∈ X. Moreover, for f ∈ D(A)
we have Anf = −nARA(ω + n)f = −nRA(ω + n)(Af) → Af by the first
part. □

Moreover, An can also be used to approximate the corresponding semi-
group under suitable assumptions.

Theorem 11.16 (Feller–Miyadera–Phillips4). A linear operator A is the
generator of a C0-semigroup T satisfying (11.16) if and only if it is densely
defined, closed, (ω,∞) ⊆ ρ(A), and

∥RA(λ)n∥ ≤ M

(λ− ω)n
, λ > ω, n ∈ N. (11.36)

Moreover, if An is the Yosida approximation (11.33) and

Tn(t) := exp(tAn) = e−tn exp(−tn(ω + n)RA(ω + n)) (11.37)

are the corresponding groups, we have

T (t)g = lim
n→∞

Tn(t)g, g ∈ X. (11.38)

Proof. Necessity has already been established in Corollaries 11.10 and 11.14.
For the converse we note

∥Tn(t)∥ ≤ e−tn
∞∑
j=0

(tn(ω + n))j

j!
∥RA(ω + n)j∥ ≤Me−tnet(ω+n) =Meωt.

Moreover, since RA(ω +m) and RA(ω + n) commute by the first resolvent
identity (Problem B.20), we conclude that the same is true for Am, An as well
as for Tm(t), Tn(t) (by the very definition as a power series). Consequently

∥Tn(t)f − Tm(t)f∥ =

∥∥∥∥∫ 1

0

d

ds
Tn(st)Tm((1− s)t)f ds

∥∥∥∥
≤ t

∫ 1

0
∥Tn(st)Tm((1− s)t)(An −Am)f∥ds

≤ tM2eωt∥(An −Am)f∥.

Thus, for f ∈ D(A) we have a Cauchy sequence and can define a linear
operator by T (t)f := limn→∞ Tn(t)f . Since ∥T (t)f∥ = limn→∞ ∥Tn(t)f∥ ≤

4William Feller (1906–1970), Croatian-American mathematician
4Isao Miyadera (1925), Japanese mathematician
4Ralph S. Phillips (1913–1998), American mathematician

http://en.wikipedia.org/wiki/William Feller
http://en.wikipedia.org/wiki/Ralph S. Phillips
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Meωt∥f∥, we see that T (t) is bounded and has a unique extension to all of
X. Moreover, T (0) = I and

∥Tn(t)Tn(s)f − T (t)T (s)f∥ ≤
Meωt∥Tn(s)f − T (s)f∥+ ∥(Tn(t)− T (t))T (s)f∥

implies T (t+ s)f = limn→∞ Tn(t+ s)f = limn→∞ Tn(t)Tn(s)f = T (t)T (s)f ,
that is, the semigroup property holds. Finally, by

∥T (ε)f − f∥ ≤ ∥T (ε)f − Tn(ε)f∥+ ∥Tn(ε)f − f∥
≤ εM2eωε∥(A−An)f∥+ ∥Tn(ε)f − f∥

we see limε↓0 T (ε)f = f for f ∈ D(A) and Lemma 11.9 shows that T is a
C0-semigroup. It remains to show that A is its generator. To this end let
f ∈ D(A), then

T (t)f − f = lim
n→∞

Tn(t)f − f = lim
n→∞

∫ t

0
Tn(s)Anf ds

= lim
n→∞

(∫ t

0
Tn(s)Af ds+

∫ t

0
Tn(s)(An −A)f ds

)
=

∫ t

0
T (s)Af ds

which shows limt↓0
1
t (T (t)f − f) = Af for f ∈ D(A). Finally, note that

the domain of the generator cannot be larger, since A − ω − 1 is bijective
and adding a vector to its domain would destroy injectivity. But then ω+1
would not be in the resolvent set contradicting Lemma 11.13. □

Note that in combination with the following lemma this also answers the
question when A generates a C0-group.

Lemma 11.17. An operator A generates a C0-group if and only if both A
and −A generate C0-semigroups.

Proof. Clearly, if A generates a C0-group T (t), then S(t) := T (−t) is a C0-
group with generator −A. Conversely, let T (t), S(t) be the C0-semigroups
generated by A, −A, respectively. Then a short calculation shows

d

dt
T (t)S(t)g = −T (t)AS(t)g + T (t)AS(t)g = 0, t ≥ 0.

Consequently, T (t)S(t) = T (0)S(0) = I and similarly S(t)T (t) = I, that is,
S(t) = T (t)−1. Hence it is straightforward to check that T extends to a
group via T (−t) := S(t), t ≥ 0. □

The following examples show that the spectral conditions are indeed cru-
cial. Moreover, they also show that an operator might give rise to a Cauchy
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problem which is uniquely solvable for a dense set of initial conditions, with-
out generating a strongly continuous semigroup.
Example 11.4. Let

A =

(
0 A0

0 0

)
, D(A) = X ×D(A0).

Then u(t) =
(
1 tA0
0 1

)( f0
f1

)
=
( f0+tA0f1

f1

)
is the unique solution of the corre-

sponding abstract Cauchy problem for given f ∈ D(A). Nevertheless, if A0

is unbounded, the corresponding semigroup is not strongly continuous.
Note that in this case we have σ(A) = {0} if A0 is bounded and σ(A) = C

else. In fact, since A is not injective we must have {0} ⊆ σ(A). For z ̸= 0
the inverse of A− z is given by

(A− z)−1 = −1

z

(
1 1

zA0

0 1

)
, D((A− z)−1) = Ran(A− z) = X ×D(A0),

which is bounded if and only if A is bounded. ⋄
Example 11.5. Let X0 = C0(R) and m(x) = ix. Then we can regard m as
a multiplication operator on X0 when defined maximally, that is, f 7→ mf
with D(m) = {f ∈ X0|mf ∈ X0}. Note that since Cc(R) ⊆ D(m) we see
that m is densely defined. Moreover, it is easy to check that m is closed.

Now consider X = X0 ⊕X0 with ∥f∥ = max(∥f0∥, ∥f1∥) and note that

A =

(
m m
0 m

)
, D(A) = D(m)⊕D(m),

is closed. Moreover, for z ̸∈ iR the resolvent is given by the multiplication
operator

RA(z) =
1

m− z

(
1 − m

m−z
0 1

)
.

For λ > 0 we compute

∥RA(λ)f∥ ≤
(
sup
x∈R

1

|ix− λ|
+ sup
x∈R

|x|
|ix− λ|2

)
∥f∥ =

3

2λ
∥f∥

and hence A satisfies (11.36) with M = 3
2 , ω = 0 and n = 1. However, by

∥RA(λ+ in)∥ ≥ ∥RA(λ+ in)(0, fn)∥ ≥
∣∣∣∣ infn(n)

(λ− in+ in)2

∣∣∣∣ = n

λ2
,

where fn is chosen such that fn(n) = 1 and ∥fn∥∞ = 1, it does not satisfy
(11.32). Hence A does not generate a C0-semigroup. Indeed, the solution of
the corresponding Cauchy problem is

T (t) = etm
(
1 tm
0 1

)
, D(T ) = X0 ⊕D(m),

which is unbounded. ⋄
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When it comes to applying this theorem, the main difficulty will be
establishing the resolvent estimate (11.36). Moreover, while it might be
already difficult to estimate the resolvent, it will in general be even more
challenging to get estimates on its powers. In this connection note that the
trivial estimate ∥RA(z)n∥ ≤ ∥RA(z)∥n will do the job if and only if M =
1. Hence we finally look at the special case of contraction semigroups
satisfying

∥T (t)∥ ≤ 1. (11.39)

By a simple transform the case M = 1 in Lemma 11.6 can always be reduced
to this case (Problem 11.24). Moreover, as already anticipated, in the case
M = 1 the estimate (11.29) immediately implies the general estimate (11.32)
and it suffices to establish (11.36) for n = 1:

Corollary 11.18 (Hille5–Yosida). A linear operator A is the generator of
a contraction semigroup if and only if it is densely defined, closed, (0,∞) ⊆
ρ(A), and

∥RA(λ)∥ ≤ 1

λ
, λ > 0. (11.40)

Example 11.6. If A is the generator of a contraction, then clearly all eigen-
values z must satisfy Re(z) ≤ 0. Moreover, for

A =

(
0 1
0 0

)
we have

RA(z) = −1

z

(
1 1/z
0 1

)
, T (t) =

(
1 t
0 1

)
,

which shows that the bound on the resolvent is crucial. ⋄
Example 11.7. If X is a Hilbert space and A is a self-adjoint operator, then
we have the required estimate if and only if A is bounded from above,

E := supσ(A) = sup
f∈D(A),∥f∥=1

⟨f,Af⟩ <∞.

Indeed in this case we have (cf. [32, Theorem 2.19])

∥RA(λ)∥ ≤ 1

λ− E
, λ > E,

such that A−E generates a contraction semigroup. In particular, note that
in this case the growth bound equals the spectral bound. ⋄

However, for a given operator even the simple estimate (11.40) might be
difficult to establish directly. Hence we outline another criterion.

5Einar Hille (1894–1980), American mathematician

http://en.wikipedia.org/wiki/Einar Hille


266 11. Operator semigroups

Example 11.8. Let X be a Hilbert space and observe that for a contraction
semigroup the expression ∥T (t)f∥ must be nonincreasing. Consequently, for
f ∈ D(A) we must have

d

dt
∥T (t)f∥2

∣∣∣
t=0

= 2Re
(
⟨f,Af⟩

)
≤ 0.

Operators satisfying Re(⟨f,Af⟩) ≤ 0 are called dissipative and this clearly
suggests to replace the resolvent estimate by dissipativity. ⋄

To formulate this condition for Banach spaces, we first introduce the
duality set

J (x) := {x′ ∈ X∗|x′(x) = ∥x∥2 = ∥x′∥2} (11.41)

of a given vector x ∈ X. In other words, the elements from J (x) are those
linear functionals which attain their norm at x and are normalized to have
the same norm as x. As a consequence of the Hahn–Banach theorem (Corol-
lary 4.13 from [35]) note that J (x) is nonempty. Moreover, it is also easy
to see that J (x) is convex and weak-∗ closed.
Example 11.9. Let X be a Hilbert space and identify X with X∗ via x 7→
⟨x, .⟩ as usual. Then J (x) = {x}. Indeed since we have equality ⟨x′, x⟩ =
∥x′∥∥x∥ in the Cauchy–Schwarz inequality, we must have x′ = αx for some
α ∈ C with |α| = 1 and α∗∥x∥2 = ⟨x′, x⟩ = ∥x∥2 shows α = 1. ⋄
Example 11.10. Recall (cf. Problem B.21) that a Banach space X is called
strictly convex, if equality in the triangle inequality, ∥x + y∥ = ∥x∥ + ∥y∥,
can only occur if the vectors are parallel, y = αx for some α ≥ 0 or x = 0.

If X∗ is strictly convex , then the duality set contains only one point.
In fact, suppose x′, y′ ∈ J (x), then z′ = 1

2(x
′ + y′) ∈ J (x) and ∥x∥

2 ∥x′ +
y′∥ = z′(x) = ∥x∥

2 (∥x′∥ + ∥y′∥) implying x′ = y′ by strict convexity. Note
that the converse is also true: If x′, y′ ∈ J (x) for some x ∈ BX

1 (0), then
x′(x) + y′(x) = 2 implies ∥x′ + y′∥ = 2 contradicting strict convexity.

This applies for example to X := ℓp(N) if 1 < p <∞ (cf. Problem B.21)
in which case X∗ ∼= ℓq(N) with q = p

p−1 . In fact, for a ∈ X we have
J (a) = {a′} with a′j = ∥a∥2−pp sign(a∗j )|aj |p−1. ⋄
Example 11.11. Let X be a measurable space with a σ-finite measure µ.
The previous example can be generalized to Lp(X, dµ) if 1 < p <∞ (which
are strictly, in fact even uniformly, convex by Theorem 3.11 from [34]). In
this case we have Lp(X, dµ)∗ ∼= Lq(X, dµ) and for f ∈ Lp(X, dµ) we have
J (f) = {g} with g = ∥f∥2−pp sign(f∗)|f |p−1. ⋄
Example 11.12. Let X := C[0, 1] and choose x ∈ X. If t0 is chosen such
that |x(t0)| = ∥x∥∞, then the functional y 7→ x′(y) := x(t0)

∗y(t0) satisfies
x′ ∈ J (x). Clearly J (x) will contain more than one element in general.
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Note that for X = Cb(R) the situation is more complicated since the
supremum might not be attained. However, we can choose a sequence tn ∈ R
such that x(tn) → x0 with |x0| = ∥x∥∞ and set x′(y) = x∗0L(y(tn)), where
L is the Banach limit from Problem 4.23 from [35]. ⋄

Now a given operator D(A) ⊆ X → X is called dissipative if

Re
(
x′(Ax)

)
≤ 0 for one x′ ∈ J (x) and all x ∈ D(A). (11.42)

Lemma 11.19. Let x, y ∈ X. Then ∥x∥ ≤ ∥x − αy∥ for all α > 0 if and
only if there is an x′ ∈ J (x) such that Re(x′(y)) ≤ 0.

Proof. Without loss of generality we can assume x ̸= 0. If Re(x′(y)) ≤ 0
for some x′ ∈ J (x), then for α > 0 we have

∥x′∥∥x∥ = x′(x) ≤ Re
(
x′(x− αy)

)
≤ ∥x′∥∥x− αy∥

implying ∥x∥ ≤ ∥x− αy∥.
Conversely, if ∥x∥ ≤ ∥x− αy∥ for all α > 0, let x′α ∈ J (x− αy) and set

y′α = ∥x′α∥−1x′α. Then

∥x∥ ≤ ∥x− αy∥ = y′α(x− αy) = Re
(
y′α(x)

)
− αRe

(
y′α(y)

)
≤ ∥x∥ − αRe

(
y′α(y)

)
.

Now choose a sequence αj → 0 such that both y′αj
(x) and y′αj

(y) converge.
This defines a linear functional on the two dimensional subspace spanned by
x and y which can be extended to a functional y′0 ∈ X∗ using Hahn–Banach.
Taking the limit in the above inequality yields y′0(x) = ∥x∥. Moreover,
the above inequality also shows Re

(
y′α(y)

)
≤ 0 and hence Re

(
y′0(y)

)
≤ 0.

Whence x′0 = ∥x∥y′0 ∈ J (x) and Re
(
x′0(y)

)
≤ 0. □

As a straightforward consequence we obtain:

Corollary 11.20. A linear operator is dissipative if and only if

∥(A− λ)x∥ ≥ λ∥x∥, λ > 0, x ∈ D(A). (11.43)

In particular, for a dissipative operator A− λ is injective for λ > 0 and
(A−λ)−1 is bounded with ∥(A−λ)−1∥ ≤ λ−1. However, this does not imply
that λ is in the resolvent set of A since D((A− λ)−1) = Ran(A− λ) might
not be all of X.

Now we are ready to show

Theorem 11.21 (Lumer–Phillips6). A linear operator A is the generator of
a contraction semigroup if and only if it is densely defined, dissipative, and
A− λ0 is surjective for one λ0 > 0. Moreover, in this case (11.42) holds for
all x′ ∈ J (x).

6Gunter Lumer (1929–2005), German born American mathematician

http://en.wikipedia.org/wiki/Gunter Lumer
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Proof. Let A generate a contraction semigroup T (t) and let x ∈ D(A),
x′ ∈ J (x). Then

Re
(
x′(T (t)x− x)

)
≤ |x′(T (t)x)| − ∥x∥2 ≤ ∥x′∥∥x∥ − ∥x∥2 = 0

and dividing by t and letting t ↓ 0 shows Re
(
x′(Ax)

)
≤ 0. Hence A is

dissipative and by Corollary 11.18 (0,∞) ⊆ ρ(A), that is, A− λ is bijective
for λ > 0.

Conversely, by Corollary 11.20 A − λ has a bounded inverse satisfying
∥(A− λ)−1∥ ≤ λ−1 for all λ > 0. In particular, for λ0 the inverse is defined
on all of X and hence closed. Thus A is also closed and λ0 ∈ ρ(A). Moreover,
from ∥RA(λ0)∥ ≤ λ−1

0 (cf. Lemma B.21) we even get (0, 2λ0) ⊆ ρ(A) and
iterating this argument shows (0,∞) ⊆ ρ(A) as well as ∥RA(λ)∥ ≤ λ−1,
λ > 0. Hence the requirements from Corollary 11.18 are satisfied. □

Note that generators of contraction semigroups are maximal dissipative
in the sense that they do not have any dissipative extensions. In fact, if we
extend A to a larger domain we must destroy injectivity of A − λ and thus
the extension cannot be dissipative.
Example 11.13. Let X be a Hilbert space. An equation of the form

iu̇ = Hu

withH a self-adjoint operator, is known as abstract Schrödinger equation.
If H is bounded, it is easy to see that exp(−itH) is a uniformly continuous
unitary group (cf. Problem 11.7). The Lumer–Phillips theorem also allows
us to handle the unbounded case.

In this context a densely defined operator H is called symmetric if

⟨f,Hg⟩ = ⟨Hf, g⟩, f, g ∈ D(H).

In this case ⟨f,Hf⟩ is real-valued or equivalently, both A = −iH and −A =
iH are dissipative. Hence if we assume Ran(H + i) = Ran(H − i) = X,
then both A and −A will generate contraction semigroups from which it is
not hard to see that T (t) is a strongly continuous group which preserves the
norm (cf. Problem 11.26). But an operator preserving the norm is unitary,
T (t)−1 = T (t)∗. Since for a symmetric operator Ran(H+i) = Ran(H− i) =
X is equivalent to self-adjointness ([32, Lemma 2.3]), we see that a self-
adjoint operator gives rise to a strongly continuous unitary group. This also
follows from the spectral theorem.

In fact, the converse is also true. To see this observe that H is symmetric
if and only if ⟨f,Hf⟩ is real-valued which in turn is equivalent to both −iH
and iH being dissipative.

This is known as Stone’s theorem.7 ⋄
7Marshall Harvey Stone (1903–1989), American mathematician

http://en.wikipedia.org/wiki/Marshall Harvey Stone
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Example 11.14. Let X := C0[0, 1] = {f ∈ C[0, 1]|f(0) = f(1) = 0} and
consider the one-dimensional heat equation

∂

∂t
u(t, x) =

∂2

∂x2
u(t, x)

on a finite interval x ∈ [0, 1] with Dirichlet boundary conditions u(0) =
u(1) = 0 and the initial condition u(0, x) = g(x). The corresponding opera-
tor is

Af = f ′′, D(A) = {f ∈ C0[0, 1]|f ∈ C2[0, 1]} ⊂ X.

Note that D(A) is dense. For ℓ ∈ J (f) we can choose ℓ(g) = f(x0)
∗g(x0),

where x0 is chosen such that |f(x0)| = ∥f∥∞. Then Re(f(x0)
∗f(x)) has a

global maximum at x = x0 and if f ∈ D(A) we must have Re(f(x0)∗f ′′(x0)) ≤
0 provided this maximum is in the interior of (0, 1). If x0 is at the boundary
this holds trivially and consequently A is dissipative. That A−λ is surjective
follows using the Green’s function (cf. Section 3.3 from [35]): For g ∈ X the
function

f(x) := (RA(λ)g)(x) =

∫ 1

0
G(λ, x, y)g(y)dy,

where

G(λ, x, y) :=
−1√

λ sinh(λ)

{
sinh(

√
λ(1− x)) sinh(

√
λy), y ≤ x,

sinh(
√
λ(1− y)) sinh(

√
λx), x ≤ y,

is in D(A) and satisfies (A − λ)f = g. Note that alternatively one could
compute the norm of the resolvent

∥RA(λ)∥ =
1

λ

(
1− 1

cosh(
√
λ/2)

)
(equality is attained for constant functions; while these are not in X, you can
approximate them by choosing functions which are constant on [ε, 1−ε]). ⋄
Example 11.15. Let us consider the heat equation on X := Cbuc(R) the
bounded uniformly continuous functions. Since the uniform limit of uni-
formly continuous functions is again uniformly continuous, this is a closed
subspace of Cb(R) and hence a Banach space (it will become clear why we do
not choose Cb(R) in a moment). In this case we choose D(A) := C2

buc(R) :=
{f ∈ C2(R)|f, f ′, f ′′ ∈ X}. Now dissipativity does not follow as in the
previous example since the maximum might not be attained. Hence we go
directly for the resolvent whose kernel is given by

G(λ, x, y) :=
−1

2
√
λ
e−

√
λ|x−y|.

One checks that RA(λ) is a bounded map on X whose norm is given by
∥RA(λ)∥ = 1

λ with equality for constant functions. Moreover, for given
g ∈ X we have g := RA(λ)f ∈ D(A) with (A − λ)f = g. Conversely, if
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f ∈ D(A) one checks that RA(λ)(A−λ)f = f and hence RA(λ) is indeed the
resolvent of A. Up to this point everything would work on Cb(R). Moreover,
note that the mollification of a function g ∈ X will be in D(A) and converge
uniformly to g. Hence D(A) is dense in X (but not in Cb(R)).

Note that since the heat group is given by mollification with the heat
kernel, the same argument also shows directly that the heat group is not
strongly continuous on Cb(R). ⋄
Example 11.16. Another neat example is the following linear delay dif-
ferential equation

u̇(t) =

∫ t

t−1
u(s)dν(s), t > 0, u(s) = g(s), −1 ≤ s ≤ 0,

where ν is a complex measure. To this end we introduce the following oper-
ator

Af := f ′, D(A) := {f ∈ C1[−1, 0]|f ′(0) =
∫ 0

−1
f(s)dν(s)} ⊂ C[0, 1].

Suppose that we can show that it generates a semigroup T onX = C[0, 1] and
set u(t) := (T (t)f)(0) for f ∈ D(A). Then, since T leaves D(A) invariant,
the function r 7→ (T (t+ r)f)(s− r) is differentiable with

d

dr
(T (t+ r)f)(s− r) = (T (t+ r)Af)(s− r)− (T (t+ r)f ′)(s− r) = 0

and we conclude (T (t + r)f)(s − r) = (T (t)f)(s) for −1 + r ≤ s ≤ 0. In
particular, for r = s we obtain u(t+ s) = (T (t)f)(s). Hence we obtain

u̇(t) =
d

dt
(T (t)f)(0) = (AT (t)f)(0) =

∫ 0

−1
(T (t)f)(s)dν(s)

=

∫ 0

−1
u(t+ s)dν(s)

and u solves our delay differential equation. Now if g ∈ C[0, 1] is given we
can approximate it by a sequence fn ∈ D(A). Then un(t) := (Tn(t)fn)(0)
will converge uniformly on compact sets to u(t) := (T (t)g)(0) and taking the
limit in the differential equation shows that u is differentiable and satisfies
the differential equation.

Hence it remains to show that A generates a semigroup. First of all
we claim that Ã := A − ∥ν∥ is dissipative, where ∥ν∥ is the total vari-
ation of ν. As in the previous example, for ℓ ∈ J (f) we can choose
ℓ(g) = f(x0)

∗g(x0) where x0 is chosen such that |f(x0)| = ∥f∥∞. Then
Re(f(x0)

∗f(x)) has a global maximum at x = x0 and if f ∈ D(A) we must
have Re(f(x0)

∗f ′(x0)) = 0 provided x0 is in the interior. If x0 = −1 we still



11.4. Generator theorems 271

must have Re(f(x0)∗f ′(x0)) ≤ 0. In both cases Re(ℓ(Ãf)) ≤ −∥ν∥|f(x0)|2 ≤
0. If x0 = 0 we compute

Re(ℓ(Ãf)) = Re

(
f∗(0)

∫ 0

−1
f(s)dν(s)

)
− ∥ν∥|f(0)|2 ≤ 0

since |f(s)| ≤ |f(0)|. Thus Ã is dissipative. Moreover, it is straightforward
to verify that the differential equation (Ã − λ)f = g has a unique solution
f ∈ D(A) for λ > 0 since |

∫ 0
−1 e

(λ+∥ν∥)sdν(s)| ≤ ∥ν∥. ⋄

Finally, we note that the condition that A − λ0 is surjective can be
weakened to the condition that Ran(A− λ0) is dense. To this end we need:

Lemma 11.22. Suppose A is a densely defined dissipative operator. Then
A is closable and the closure A is again dissipative.

Proof. Recall that A is closable if and only if for every xn ∈ D(A) with
xn → 0 and Axn → y we have y = 0. So let xn be such a sequence and
choose another sequence yn ∈ D(A) such that yn → y (which is possible since
D(A) is assumed dense). Then by dissipativity (specifically Corollary 11.20)

∥(A− λ)(λxn + ym)∥ ≥ λ∥λxn + ym∥, λ > 0

and letting n→ ∞ and dividing by λ shows

∥y + (λ−1A− 1)ym∥ ≥ ∥ym∥.

Finally λ → ∞ implies ∥y − ym∥ ≥ ∥ym∥ and m → ∞ yields 0 ≥ ∥y∥, that
is, y = 0 and A is closable. To see that A is dissipative choose x ∈ D(A) and
xn ∈ D(A) with xn → x and Axn → Ax. Then (again using Corollary 11.20)
taking the limit in ∥(A − λ)xn∥ ≥ λ∥xn∥ shows ∥(A − λ)x∥ ≥ λ∥x∥ as
required. □

Consequently:

Corollary 11.23. Suppose the linear operator A is densely defined, dissipa-
tive, and Ran(A− λ0) is dense for one λ0 > 0. Then A is closable and A is
the generator of a contraction semigroup.

Proof. By the previous lemma A is closable with A again dissipative. In par-
ticular, A is injective and by Lemma B.19 we have (A−λ0)−1 = (A− λ0)−1.
Since (A − λ0)

−1 is bounded its closure is defined on the closure of its do-
main, that is, Ran(A− λ0) = Ran(A− λ0) = X. The rest follows from the
Lumer–Phillips theorem. □

Problem* 11.24. Let T (t) be a C0-semigroup and α > 0, λ ∈ C. Show that
S(t) := eλtT (αt) is a C0-semigroup with generator B = αA + λ, D(B) =
D(A).
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Problem 11.25. Let T be a bounded C0-semigroup satisfying ∥T (t)∥ ≤M .
Then

∥g∥T := sup
t≥0

∥T (t)g∥

defines an equivalent norm on X satisfying

∥g∥ ≤ ∥g∥T ≤M∥g∥.

Problem 11.26. Show that A generates a C0 group of isometries, that is,
∥T (t)g∥ = ∥g∥ for all g ∈ X if and only if both A and −A generate contrac-
tion semigroups. That is, both A and −A satisfy the hypothesis of either the
Hill–Yosida or the Lumer–Phillips theorem.

Problem 11.27. Let T (t) be a C0-semigroup satisfying ∥T (t)∥ ≤Meωt with
generator A and B ∈ L (X). Show that A + B generates a C0-semigroup
S(t) satisfying ∥S(t)∥ ≤ Me(ω+M∥B∥)t. (Hint: First use Problem 11.25 to
reduce it to the case of a contraction. Then use Problem B.18.)

Problem 11.28. Let X = ℓ2(N) and (Aa)n := in2an, (Ba)n := nan both
defined maximally. Show that A generates a C0-semigroup but A+ εB does
not for any ε > 0.

Problem 11.29. Consider the heat equation (Example 11.14) on [0, 1] with
Neumann boundary conditions u′(0) = u′(1) = 0.

Problem 11.30. Consider the heat equation (Example 11.15) on C0(R).

11.5. Applications to parabolic equations

In this section we want to look at parabolic equations. As a warmup we look
at the heat equation on a bounded domain U . As always we choose L2(U)
to be our underlying Hilbert space. Moreover, we choose Dirichlet boundary
conditions and consider the corresponding operator

L̄ = −∆, D(L̄) = {f ∈ H1
0 (U)|∆f ∈ L2(U)}. (11.44)

Since we have
⟨f, L̄f⟩ =

∫
U
(∇f)∗ · ∇f dnx (11.45)

we see that −L̄ is dissipative. Moreover, since it has a bounded inverse
we conclude that it generates a contraction semigroup T (t) by the Lumer–
Phillips theorem.

Moreover, since L̄ is self-adjoint and has an orthonormal basis of eigen-
functions, we can be even more explicit. First of all note that if we choose
one of the eigenfunctions wj as initial condition, we have

T (t)wj = e−tEjwj . (11.46)
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Indeed, the right-hand side is obviously a solution of the heat equation,
which hence must coincide with the left-hand side by uniqueness. Moreover,
by linearity we further get

u(t) := T (t)g =
∞∑
j=0

⟨wj , g⟩T (t)wj =
∞∑
j=0

e−tEj ⟨wj , g⟩wj , g ∈ L2(U).

(11.47)
In particular, since we assume the eigenvalues to be ordered, this shows

∥T (t)∥ ≤ e−tE0 (11.48)

that solutions decay exponentially at a rate determined by the smallest eigen-
value. Moreover, recall that

D(L̄) = {u ∈ L2(U)|Ej⟨wj , u⟩ ∈ ℓ2(N0)} (11.49)

and since Eje−tEj is bounded for every t > 0 we conclude that T (t)g ∈ D(L̄)
for any t > 0 and hence Corollary 11.8 applies in this situation. In particular,
for t > 0 we have u(t) ∈ D(L̄n) for any n ∈ N. To shed some further light
on this, let us work out the domains D(L̄n) more explicitly. We start with

D(L̄2) = {u ∈ D(L̄)|L̄u ∈ D(L̄)}
= {u ∈ H1

0 (U)|∆u ∈ H1
0 (U), ∆2u ∈ L2(U)}. (11.50)

Now if we assume that U has a C1,1 boundary such that we can apply
Lemma 10.18 this simplifies to

D(L̄2) = {u ∈ H1
0 (U) ∩H2(U)|∆u ∈ H1

0 (U) ∩H2(U)} (11.51)

and if we further assume that U has a C3,1 boundary Corollary 10.19 even
shows

D(L̄2) = {u ∈ H1
0 (U) ∩H4(U)|∆u ∈ H1

0 (U)}. (11.52)

Proceeding like this we obtain (cf. Corollary 10.20)

D(L̄k) = {u ∈ H2k(U)|(∆ju)|∂U = 0, 0 ≤ j < k} (11.53)

provided U has a C2k−1,1 boundary. In particular, for k > n
4 we have a clas-

sical solution which is continuous up to the boundary. Finally, even with-
out any assumptions on the boundary, Lemma 10.4 implies that D(L̄k) ⊂
H2k
loc(U) and hence u(t) ∈ C∞(U) but we do not know anything about the

boundary behavior of u(t).
Moreover, note that we can define a corresponding heat kernel

K(t, x, y) :=

∞∑
j=0

e−tEjwj(y)wj(x). (11.54)
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This kernel is in L2(U × U) ∩ C∞(U × U) for t > 0 and hence a Hilbert–
Schmidt kernel. In particular, it is compact. Using this kernel the solution
of the inhomogeneous problem is given by Duhamel’s formula

u(t, x) =

∫
U
K(t, x, y)g(y)dny +

∫ t

0

∫
U
K(t− s, x, y)f(s, y)dny ds (11.55)

and is a strong solution provided g ∈ L2(U) and f ∈ C([0,∞), L2(U))
satisfies one of the conditions from Lemma 11.12.

Lemma 11.24 (Maximum principle). Suppose we have u ∈ C([0,∞), L2(U))∩
C((0,∞), [D(L̄)]) ∩ C1((0,∞), L2(U)) satisfies u(0) = g and

u̇(t) ≤ ∆u(t). (11.56)

Then
u(t, x) ≤ sup

y∈∂U
g(y). (11.57)

Proof. Suppose M := sup∂U g <∞ and consider

φ(t) :=
1

2
∥(u(t)−M)+∥22.

Then using that η(r) = (r −M)2+ satisfies |η(r) − η(r0) − η′(r0)(r − r0)| ≤
|r − r0|2 one easily verifies that φ is differentiable and

φ̇(t) = ⟨(u(t)−M)+, u̇(t)⟩2 ≤ ⟨(u(t)−M)+,∆u(t)⟩2

= −
∫
U
χ{x∈U |u(t,x)>M}|∇u(t, x)|2dnx ≤ 0,

where we have used integration by parts in the last step. Consequently
0 = φ(0) ≥ φ(t) ≥ 0 implying φ(t) = 0, which establishes the claim. □

To handle (time independent) inhomogeneous boundary conditions

u(t, x) = a(x), x ∈ ∂U (11.58)

one needs to solve the inhomogeneous Dirichlet problem

−∆u0(x) = 0, x ∈ U, u0(x) = a(x), x ∈ ∂U, (11.59)

and observe that u(t, x)−u0(x) will solve the heat equation with homogenous
boundary conditions. In particular, note that the solution will approach the
equilibrium u0 exponentially fast:

∥u(t)− u0∥2 ≤ e−tE0 . (11.60)

In order to handle Neumann or Robin boundary conditions, replace the
Dirichlet Laplacian by the corresponding Neumann or Robin Laplacian, as
explained in Section 10.1.
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Note that using the results from Section 10.4 one can also establish ex-
istence within the class of continuous functions X := C0(U). To this end

Au := ∆u, D(A) := {C0(U)|∆u ∈ C0(U)} ⊂ C0(U), (11.61)

where ∆u is understood in the sense of distributions. Then A satisfies the
assumptions of the Lumer–Phillips theorem and we get a contraction semi-
group on C0(U):

Lemma 11.25. Let U be a bounded domain with a regular boundary in the
sense of Theorem 5.29. The operator A defined in (11.61) is closed, bijective,
densely defined, and dissipative.

Proof. That A is closed is straightforward and that it is bijective follows
from Theorem 10.23. Next note that C∞

c (U) ⊂ D(A) which shows that A is
densely defined. To show dissipativity we need to show that for λ ≥ 0 and
u ∈ D(A) with (∆− λ)u = f we have ∥u∥∞ ≤ λ−1∥f∥∞. Let θ ∈ [0, π) and
set v := Re(eiθu) − λ−1∥f∥∞. Then Lemma 10.24 implies v ≤ 0, which is
the desired estimate. □

Observe that the above proof shows that we have D(A) ⊂ C1(U) but
Example 5.3 shows that D(A) ̸⊂ C2(U). Moreover, observe that we cannot
take Cb(U) as underlying Banach space, since A would not be densely de-
fined. Finally, since on a bounded domain the sup norm is stronger than the
L2 norm, the solution in C0(U) will agree with the solution in L2(U).

Of course it is straightforward to extend these considerations to equations
of the form

ut = −L̄u, (11.62)
where L̄ is the elliptic operator from Section 10.2. There we have seen, that
λ is in the resolvent set of −L̄ for Re(λ) > −c1 +

b20
4θ . Moreover, for such λ

coercivity

Re(⟨u, (L̄+ λ)u⟩) = Re
(
a(u, u) + λ∥u∥2

)
≥ C∥u∥2 (11.63)

implies that −(L̄ + λ) generates a contraction semigroup by the Lumer–
Phillips theorem.

Theorem 11.26. Let L̄ be a uniformly elliptic operator. Then −L̄ generates
a strongly continuous semigroup T satisfying

∥T (t)∥ ≤ eωt, ω := −c1 +
b20
4θ
. (11.64)

Note that in the case where L̄ is self-adjoint (i.e., if b = 0 and c is
real-valued) Theorem 10.13 applies the same considerations as above can be
made. In particular, in this case the proof of the maximum principle can be
easily adapted:
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Lemma 11.27 (Maximum principle). Let L̄ be a uniformly elliptic operator
with b = 0 and c ≥ 0. Suppose u ∈ C([0,∞), L2(U)) ∩ C((0,∞), [D(L̄)]) ∩
C1((0,∞), L2(U)) satisfies u(0) = g and

u̇(t) ≤ −L̄u(t). (11.65)

Then
u(t, x) ≤ sup

y∈∂U
g(y). (11.66)

Finally, as in Section 10.2 a Galerkin method can be used to com-
pute the solution numerically: Choose some linearly independent vectors
φ1, . . . , φN and look for the projection uN (t) of the solution onto the linear
span of the these functions. Writing

uN (t) =

N∑
j=1

αj(t)φj (11.67)

we see that the unknown coefficients αj can be determined by solving the
linear system of ordinary differential equations

N∑
j=1

α̇j(t)⟨φk, φj⟩2 =
N∑
j=1

a(φk, φj)αj(t). (11.68)

Since we assumed the φk to be linearly independent, the matrix ⟨φk, φj⟩2 is
invertible and hence we can solve this system for α̇j(t) to bring it into the
usual form of a first order system.

Problem 11.31. Show that a solution of the heat equation with Dirichlet
boundary conditions satisfies

∥u(t)∥22 + 2

∫ t

0
∥∇u(t)∥2ds = ∥u(0)∥22.

Problem 11.32. Extend (11.47) to cover the inhomogeneous heat equation.

Problem 11.33. Show that a solution u(t) := TN (t)g of the heat equation
with Neumann boundary conditions satisfies

∥u(t)− g0∥2 ≤ e−E1t, g0 :=
1

|U |

∫
U
g(x)dnx,

for some E1 > 0.

Problem 11.34. Show that for a self-adjoint elliptic operator L̄ on a bounded
domain we have the estimates

∥(T (t)− 1)f∥ ≤ Ct∥L̄f∥, ∥L̄T (t)∥ ≤ C

t
, f ∈ D(L̄), 0 < t ≤ 1.
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11.6. Applications to hyperbolic equations

In this section we want to look at hyperbolic equations. As a warmup we
look at the wave equation on a bounded domain U ⊆ Rn. As in the previous
section we choose L2(U) to be our underlying Hilbert space. Moreover, we
choose Dirichlet boundary conditions and consider the corresponding oper-
ator

L̄ = −∆, D(L̄) = {f ∈ H1
0 (U)|∆f ∈ L2(U)}. (11.69)

To be able to apply our theory we first must transform the second order
equation

utt = ∆u (11.70)
into a first order system by setting v := ut, which gives

vt = ∆u, ut = v. (11.71)

Hence the corresponding abstract Cauchy problem is

ξ̇ = Aξ, (11.72)

where

ξ :=

(
u
v

)
, A :=

(
0 1
−L̄ 0

)
. (11.73)

Consequently we will choose X := H1
0 (U)⊕L2(U) as our underlying Hilbert

space and
D(A) := D(L̄)⊕H1

0 (U). (11.74)
As norm we choose

∥ξ∥2 := ∥∇u∥2L2 + ∥v∥2L2 =

∫
U

(
|∇u|2 + |v|2

)
dnx, ξ = (u, v). (11.75)

This is suggested by the fact that this norm corresponds to the energy (cf.
Section 7.3), which is preserved by the time evolution. Consequently we
expect A to be dissipative with respect to this norm, which can be easily
verified:

⟨ξ, Aξ⟩ = ⟨∇u,∇v⟩L2 − ⟨v, L̄u⟩L2 = 2iIm
(
⟨∇u,∇v⟩

)
. (11.76)

Moreover, it is easy to see that ±A+1 is surjective since the solution of (±A+
1)ξ = η for η = (g, h) is given by ξ = (u, v), where u is the solution of (L̄+
1)u = g∓h and v = ±g∓u. Hence A generates a strongly continuous group
preserving the norm by the Lumer–Phillips theorem (cf. Problem 11.26).
Note that our findings imply that iA is self-adjoint and hence this is an
instance of Stone’s theorem discussed in Example 11.13.

Theorem 11.28. Let U be a bounded domain. The operator A defined in
(11.73), (11.74) is the generator of a unitary C0-group in the Hilbert space
H1

0 (U)⊕ L2(U) with norm (11.75).
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We remark that if U is unbounded, then (11.75) no longer is a norm and
we need to use the full norm for H1. In this case we still get a C0-semigroup,
but it will no longer be unitary (cf. Problem 11.35).

Again we can derive a more explicit form of this group by looking at the
eigenfunctions wj of L̄. It is easy to check that the solution corresponding
to the initial conditions u(0) = gjwj and v(0) = hjwj is given by

u(t) = gj cos(
√
Ejt)wj + hj

sin(
√
Ejt)√
Ej

wj (11.77)

and hence the solution corresponding to the initial conditions u(0) = g and
v(0) = h is given by

u(t) =
∞∑
j=0

(
⟨wj , g⟩ cos(

√
Ejt) + ⟨wj , h⟩

sin(
√
Ejt)√
Ej

)
wj . (11.78)

Note that in contradistinction to the heat equation, the time dependent
multiplication factors do not provide sufficient decay for the time evolution
to improve regularity. This is also in agreement with the fact that we have
a group since in this case we have T (t)X = X and hence T (t)X ⊆ D(A)
(which we had in case of the heat equation) is not possible.

If f ∈ C(R, L2(U)) the mild solution of the inhomogeneous problem is
given by

u(t) =
∞∑
j=0

(
⟨wj , g⟩ cos(

√
Ejt) + ⟨wj , h⟩

sin(
√
Ejt)√
Ej

+

∫ t

0

sin(
√
Ej(t− s))√
Ej

⟨wj , f(s)⟩ds
)
wj . (11.79)

Of course the same argument applies to an elliptic problem (10.34) provided
b = 0 such that the associated form a(., ..) is symmetric and provided c1 > 0
such that it gives rise to a norm which is equivalent to the H1 norm on
H1

0 (U). Then we can choose

∥ξ∥2 := a(u, u)+∥v∥2L2 =

∫
U

(∑
i,j

Aij(∂iu)
∗(∂ju)+c|u|2+|v|2

)
dnx (11.80)

as our norm on X := H1
0 (U)⊕L2(U) and proceed as before. If U is bounded

we can even allow c1 ≥ 0 and we have an eigenfunction expansion.

Problem 11.35. Let U ⊆ Rn be a domain (not necessarily bounded). Con-
sider H1

0 (U)⊕ L2(U) with norm

∥ξ∥2 := ∥u∥2H1 + ∥v∥2L2 , ξ = (u, v).

Show that A defined in (11.73), (11.74) generates a C0-group.
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Problem 11.36. Discuss the telegraph equation

utt + b ut = ∆u+ cu,

where c, b ∈ L∞(U), on a bounded domain with Dirichlet boundary condi-
tions. (Hint: Problem 11.27.)

Problem 11.37. Show that the one-dimensional hyperbolic equation

utt = uxx + bux + cu,

can be reduced to the case b = 0 provided b ∈ C1:

ũtt = ũxx + c̃ũ.

(Hint: Make an ansatz ũ(x) = η(x)u(x).)





Chapter 12

Nonlinear evolution
equations

12.1. Semilinear equations

Linear problems are often only a first approximation and adding a nonlinear
perturbation leads to the following semilinear problem

u̇ = Au+ F (u), u(0) = g, (12.1)

where A is supposed to generate a semigroup T (t) and F ∈ C(X,X) such
that we can recast this problem as

u(t) = T (t)g +

∫ t

0
T (t− s)F (u(s))ds. (12.2)

In fact, if we have a solution u ∈ C([0, t+), [D(A)])∩C1([0, t+), X) of (12.1),
then Duhamel’s formula shows that (12.2) holds. In the other direction you
need a stronger assumption on F . However, it will be more convenient to
work with (12.2) and we will call a solution a mild solution of (12.1). In
fact, (12.2) is of fixed point type and hence begs us to apply the contraction
principle. As always with nonlinear equations, we expect the solution to be
only defined on a finite time interval [0, t+) in general.

Theorem 12.1. Suppose F ∈ C(X,X) is Lipschitz continuous on bounded
sets. Then for every g ∈ X there is a t0 = t0(∥g∥) > 0, such that there is a
unique mild solution u ∈ C([0, t0], X). Moreover, the solution map g 7→ u(t)
will be Lipschitz continuous from every ball ∥g∥ ≤ ρ to C([0, t0(ρ)], X).

Proof. We will consider 0 ≤ t ≤ 1 and set M := sup0≤t≤1 ∥T (t)∥. Let
r := 1+M∥g∥ and consider the closed ball B̄r(0) ⊂ X. Let L = L(r) be the

281
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Lipschitz constant of F on B̄r(0). Set

K(u)(t) := T (t)g +

∫ t

0
T (t− s)F (u(s))ds

and note that

∥K(u)(t)∥ ≤M∥g∥+M

∫ t

0

(
∥F (0)∥+ L∥u(s)∥

)
ds

≤M∥g∥+M∥F (0)∥t+MLt sup
0≤s≤t

∥u(s)∥

and

∥K(u)(t)−K(v)(t)∥ ≤M

∫ t

0
L
(
∥u(s)− v(s)∥

)
ds ≤MLt sup

0≤s≤t
∥u(s)− v(s)∥

Hence if we choose t0 ≤ 1 such that

M(∥F (0)∥+ Lr)t0 < 1

then θ := MLt0 < 1 and K will be a contraction on B̄r(0) ⊂ C([0, t0], X).
In particular, for two solutions uj corresponding to gj with ∥gj∥ ≤ ∥g∥ we
will have ∥u1 − u2∥∞ ≤ 1

1−θ∥g1 − g2∥.
This establishes the theorem except for the fact that it only shows unique-

ness for solutions which stay within B̄r(0). However, since K maps from
B̄r(0) to its interior Br(0), a potential different solution starting at g ∈ Br(0)
would need to branch off at the boundary, which is impossible since our so-
lution does not reach the boundary. □

Corollary 12.2. Suppose that F ∈ C([D(A)], [D(A)]) is Lipschitz contin-
uous on bounded sets. Then for every g ∈ D(A) there is a t1 = t1(∥g∥A) > 0,
such that there is a unique strong solution u ∈ C1([0, t1], X)∩C([0, t1], [D(A)]).

Proof. Since T restricted to [D(A)] generates a C0-semigroup (see the dis-
cussion after Lemma 11.7), we can apply the previous result to this semigroup
giving a solution u ∈ C([0, t1], [D(A)]). This solution is in C1([0, t1], X) by
Lemma 11.12. □

Corollary 12.3. If F is globally Lipschitz, then solutions are global.

Proof. In this case we can consider K on all of C([0, t0], X) and set M :=
sup0≤t≤t0 ∥T (t)∥. By induction we get for the iterates

∥Kn(u)(t)−Kn(v)(t)∥ ≤ (MLt)n

n!
sup
0≤s≤t

∥u(s)− v(s)∥

and Weissinger’s fixed point theorem (Theorem 9.28 from [35]) gives a solu-
tion on C([0, t0], X). Since t0 > 0 is arbitrary, the claim follows. □
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If solutions are not global, there is still a unique maximal solution: Fix
g ∈ X and let uj be two solutions on [0, tj) with 0 < t1 < t2. By the
uniqueness part of our theorem, we will have u1(t) = u2(t) for 0 ≤ t < τ
for some τ > 0. Suppose τ < t1 and τ is chosen maximal. Let r :=
max0≤t≤τ ∥u1(t)∥ and 0 < ε < min(τ, t0(r)/2) with t0(r) from our theorem.
Then there is a solution v starting with initial condition u1(τ − ε) which is
defined on [0, 2ε]. Moreover, again by the uniqueness part of our theorem
u1(t) = v(t − (τ − ε)) = u2(t) for τ − ε ≤ t ≤ τ + ε contradicting our
assumption that τ is maximal. Hence taking the union (with respect to
their domain) over all mild solutions starting at g, we get a unique solution
defined on a maximal domain [0, t+(g)). Note that if t+(g) <∞, then ∥u(t)∥
must blow up as t→ t+(g):

Lemma 12.4. Let t+(g) be the maximal time of existence for the mild so-
lution starting at g. If t+(g) <∞, then lim inft→t+(g) ∥u(t)∥ = ∞.

Proof. Assume that ρ := sup0≤t<t+(g) ∥u(t)∥ < ∞. As above, choose 0 <

ε < min(t+(g), t0(ρ)/2) with t0(ρ) from our theorem. Then the solution v
starting with initial condition u(t+(g)−ε) extends u to the interval [0, t+(g)+
ε), contradicting maximality. □

In many applications it will happen that the local Lipschitz constant
depends only on a weaker norm. In such a situation also the weaker norm
will have to blow up.

Lemma 12.5. Let ∥.∥0 be a norm, which is weaker than the standard norm
on X, that is, ∥x∥0 ≤ C0∥x∥ for all x ∈ X. Suppose that there is a nonde-
creasing function L : [0,∞) → [0,∞) and a constant C such that

∥F (x)∥ ≤ C + L(∥x∥0)∥x∥. (12.3)

If t+(g) <∞, then lim inft→t+(g) ∥u(t)∥0 = ∞.

Proof. Starting from (12.2) we obtain

∥u(t)∥ ≤Meωt∥g∥+M

∫ t

0
eω(t−s)∥F (u(s))∥ds

≤Meωt∥g∥+MC
eωt − 1

ω
+M

∫ t

0
eω(t−s)L(∥u(s)∥0)∥u(s)∥ds

and hence Gronwall’s inequality ([33, Lemma 2.7]) implies

∥u(t)∥ ≤M(∥g∥+ Ct) exp

(
ωt+M

∫ t

0
L(∥u(s)∥0)ds

)
.

This shows that the ∥.∥ norm cannot blow up before the ∥.∥0 norm. □
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So the key to proving global existence of solutions is an a priori bound
on the norm of the solution. Typically such a bound will come from a
conservation law.
Example 12.1. Consider the discrete nonlinear Schrödinger equation
(dNLS)

iu̇(t) = Hu(t) + f(|u(t)|)u(t), t ∈ R,
in X := ℓ2(Z). Here H could be any bounded self-adjoint operator and f
any locally Lipschitz continuous function. In applications Hun := un+1 +
un−1 + qnun is the Jacobi operator, with q ∈ ℓ∞(Z) a real-valued sequence
corresponding to an external potential and q := 0 (or q := −2, depending
on your preferences) is the free discrete Schrödinger operator. The function
f is typically an even polynomial.

Clearly we have

|f(|x|)x−f(|y|)y| ≤ |f(|x|)−f(|y|)||x|+|f(|y|)|x−y| ≤ L(max(|x|, |y|))|x−y|

for x, y ∈ C, where
L(r) := rmax

[0,r]
|f ′|+max

[0,r]
|f |.

Consequently

∥f(|u|)u− f(|v|)v∥2 ≤ L(max(∥u∥∞, ∥v∥∞))∥u− v∥2
is the required Lipschitz estimate (recall ∥u∥∞ ≤ ∥u∥2) to apply Theo-
rem 12.1 to conclude existence of local solutions. Note that since our gen-
erator is bounded, there is no difference between mild and strong solutions.
Moreover, Lemma 12.5 implies that if solutions are not global, then ∥u(t)∥∞
must blow up. In this respect note that while ℓ2(Z) is the most natural
choice from a quantum mechanical point of view, our analysis still applies if
we replace ℓ2(Z) by ℓp(Z) for any 1 ≤ p ≤ ∞. Then by ℓp1(Z) ⊂ ℓp2(Z) for
p2 ≤ p1 and for a solution starting in ℓp1(Z) ⊂ ℓp2(Z) the existence interval
in ℓp2(Z) could be larger than in ℓp1(Z). However, by Lemma 12.5 this is not
the case and the solutions does not just loose decay but will always blow up
pointwise (if it blows up at all).

Finally, if we assume that f is real-valued then solutions satisfy
d

dt
∥u(t)∥22 = 2Re⟨u̇(t), u(t)⟩ = 2Im (⟨Hu, u⟩+ ⟨f(|u(t)|)u(t), u(t)⟩) = 0

and hence the dNLS equation has a unique global norm preserving solution
u ∈ C1(R, ℓ2(Z)). ⋄

Let me close with a few remarks: First of all, it is straightforward to
extend these results to the situation where F depends on t or to the case
where T is a group. Details are left to the reader. Moreover, if A is bounded,
then it is Lipschitz continuous and could be absorbed in F . In fact, in this
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case our theorem just gives the Picard–Lindelöf theorem for ordinary differ-
ential equations in Banach spaces (in particular, in this case the differential
equation (12.1) and the integral equation (12.2) are equivalent).

Problem 12.1. Show that solutions of (12.2) are global if ∥F (x)∥ ≤ C(1 +
∥x∥) for some constant C. (Hint: Use Gronwall’s inequality to bound ∥u(t)∥.)

12.2. Reaction diffusion equations

In this section we want to look at reaction diffusion equations

ut = ∆u+ F (u)

on some bounded domain with (e.g.) Dirichlet boundary conditions, such
that we know that ∆ generates a contraction semigroup and we can apply
our results from Section 12.1.
Example 12.2. Let X := C[0, 1] and consider the one-dimensional reaction-
diffusion equation

∂

∂t
u(t, x) =

∂2

∂x2
u(t, x) + F (u(t, x))

on a finite interval x ∈ [0, 1] with the boundary conditions u(0) = u(1) = 0
and the initial condition u(0, x) = u0(x). From Example 11.14 we know
that the corresponding linear operator generates a C0-semigroup. Hence if
F : R → R is locally Lipschitz, then our theorem applies and we get existence
of local mild solutions. If we even have that F ∈ C2(R,R) with F (0) = 0
and the second derivative locally Lipschitz, then F : [D(A)] → [D(A)] is
Lipschitz on bounded sets and the mild solutions will in fact be a strong
solution (note that for f ∈ D(A) we have f ′(x0) = 0 for some x0 ∈ (0, 1)
and hence ∥f ′∥∞ ≤ ∥f ′′∥∞). ⋄

In the last example we had to impose additional assumptions on F to
obtain strong solutions. Since the heat equation improves the regularity
of solutions, one might suspect, that our mild solutions are in fact strong
solutions without further assumptions on F . To show that this is indeed the
case we will first improve Lemma 11.12. To this end we will assume that A
generates a differentiable C0-semigroup T (t) satisfying the estimate

∥AT (t)∥ ≤ C

t
, 0 < t ≤ 1. (12.4)

Such semigroups are called analytic and there are various equivalent ways
of characterizing them ([9, Theorem 4.6]). Our definition is not the most
common one, but it will be convenient for our purpose since (12.4) will be
all we need.
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Example 12.3. Let L̄ be a self-adjoint elliptic operator on a bounded do-
main. Then −L̄ generates an analytic semigroup by Problem 11.34. In fact,
this is true for any self-adjoint operator which is bounded from below and
has an orthonormal basis of eigenfunction. It is even true for any self-adjoint
operator which is bounded from below, but the proof requires the spectral
theorem for self-adjoint operators. ⋄

Lemma 12.6. Suppose A generates an analytic semigroup. Then the mild
solution (11.26) of the inhomogeneous problem is in C1((0, t0), X) provided
f is locally Hölder continuous on (0, t0).

Proof. We can assume g = 0 without loss of generality and split

u(t) = u1(t) + u2(t) :=

∫ t

0
T (t− s)f(t)ds+

∫ t

0
T (t− s)

(
f(s)− f(t)

)
ds

and introduce

u1,ε(t) :=

∫ t−ε

0
T (t− s)f(t)ds, u2,ε(t) :=

∫ t−ε

0
T (t− s)

(
f(s)− f(t)

)
ds

such that uj(t) = limε↓0 uj,ε(t). Since T is differentiable, we have u1,ε(t) =
T (ε)

∫ t−ε
0 T (t− ε− s)f(t)ds ∈ D(A) for t > ε and thus

Au1,ε(t) =

∫ t−ε

0
AT (t− s)f(t)ds = T (t)f(t)− T (ε)f(t)

showing u1(t) ∈ D(A) with Au1(t) = (T (t)−1)f(t). Moreover, we even have
u1 ∈ C((0, t0), [D(A)]).

Similarly we have u2,ε(t) ∈ D(A) and∥∥∥∥∫ t

t−ε
AT (t− s)

(
f(s)− f(t)

)
ds

∥∥∥∥ ≤
∫ t

t−ε
∥AT (t− s)∥∥f(s)− f(t)∥ds

≤ CC1

∫ t

t−ε
(t− s)γ−1ds =

CC1

γ
εγ

thanks to our estimate (12.4) and local Hölder continuity ∥f(s) − f(t)∥ ≤
C1|t− s|γ for t− ε < s < t. This shows u2(t) ∈ D(A) with

Au2(t) =

∫ t

0
AT (t− s)

(
f(s)− f(t)

)
ds.

To see u2 ∈ C((0, t0), [D(A)]) we write

Au2(t+ ε)−Au2(t) =

∫ t+ε

t
AT (t+ ε− s)

(
f(s)− f(t+ ε)

)
ds

+ (T (ε)− 1)Au2(t)

+

∫ t

0
AT (t+ ε− s)

(
f(t)− f(t+ ε)

)
ds.
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The norm of the first integral can be estimated by CC1
γ εγ and the last by

CC1ε
γ log( t+εε ) which establishes continuity.

In summary, we have u(t) ∈ C((0, t0), [D(A)]) and the claim follows from
(the proof of) Lemma 11.12. □

Applying this result to our semilinear problem gives:

Lemma 12.7. Suppose A generates an analytic semigroup. Then the mild
solution of the semilinear problem (12.2) from Theorem 12.1 is in C1((0, t0), X)∩
C((0, t0), [D(A)]).

Proof. We first show that the mild solution is locally Hölder continuous.
Let us abbreviate f(t) := F (u(t)) ∈ C([0, t0), X) such that

u(t+ ε)− u(t) = (T (ε)− 1)u(t) +

∫ ε

0
T (ε− s)f(t+ s)ds.

Now the last term is clearly Lipschitz continuous∥∥∥∥∫ ε

0
T (ε− s)F (u(t+ s))ds

∥∥∥∥ ≤ εM max
t≤s≤t+ε

∥f(s)∥.

The first term consists of two terms. For the first we obtain (using T (ε)−1 =∫ ε
0 AT (s)ds)

∥(T (ε)− 1)T (t)g∥ ≤
∫ ε

0
∥AT (s)T (t)g∥ds ≤ εM∥AT (t)g∥ ≤ ε

MC

t

and for the second

∥(T (ε)− 1)

∫ t

0
T (t− s)f(s)ds∥ ≤

∫ t

0

∫ ε

0
∥AT (t+ r − s)f(s)∥dr ds

≤ C
(
(t+ ε) log(t+ ε)− t log(t)− ε log(ε)

)
max
0≤s≤t

∥f(s)∥

≤ 3C
(
− ε log(ε)

)
max
0≤s≤t

∥f(s)∥.

Now using Lipschitz continuity of F we see that F (u(t)) is locally Hölder
continuous and the claim follows from Lemma 12.6. □

Example 12.4. LetX := Cbuc(R) and consider the one-dimensional reaction-
diffusion equation

∂

∂t
u(t, x) =

∂2

∂x2
u(t, x) + F (u(t, x)).

The linear evolution was discussed in Example 11.15 and the necessary bound
(12.4) can be easily obtained directly:

∥AT (t)g∥∞ = ∥Φ′′
t ∗ g∥∞ ≤ ∥Φ′′

t ∥1∥g∥∞ ≤ ∥Φ′′
1∥1
t

∥g∥∞.
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Hence if F : R → R is locally Lipschitz, then Lemma 12.7 applies and we get
existence of local strong solutions in X. Since the domain of the generator
is a subset of C2, these solutions are even classical solutions.

Note that we could also choose X := C0(R) (cf. Problem 11.30) if we
additionally assume F (0) = 0 such that F maps X to X. In particular, this
subspace is left invariant by the time evolution. ⋄

Finally, in order to understand the dynamics we note the following com-
parison principle (cf. Problem 6.17).

Theorem 12.8. Let U ⊂ Rn be a bounded domain, f ∈ C1(U × R), u, v ∈
C(UT ) ∩ C1;2(UT ) and suppose

∆u+ f(x, u)− ut ≤ ∆v + f(x, v)− vt. (12.5)

Then if u ≥ v on ΓT , we have u ≥ v on UT . The same is true if u, v ∈
C([0, T ], L2(U))∩C((0, T ], [D(L̄)])∩C1((0, T ], L2(U)), where L̄ is the Dirich-
let Laplacian on U .

Proof. In this case w := v − u satisfies

∆w + c(t, x)w − wt ≤ 0,

where c(t, x) := g(x, v(t, x), u(t, x)) with

g(x, ξ, η) :=
f(x, ξ)− f(x, η)

ξ − η
=

∫ 1

0
fu(x, η + (ξ − η)s)ds ∈ C(U × R2).

Hence the claim follows from the maximum principle, more precisely the
variant from Problem 6.16. Similarly, in the case of strong solutions use the
maximum principle from Lemma 11.27. In this respect note that the proof
of Lemma 11.27 still applies if c depends on t. □

Example 12.5. Consider again the one-dimensional reaction-diffusion equa-
tion from the previous example, but now on X := C0[0, 1] (cf. Exam-
ple 11.14). Since the domain of the generator is a subset of C2, these solutions
are even classical solutions and our comparison principle applies. Let us look
at two classical examples:

The Fisher–Kolmogorov–Petrovsky–Piskunov equation is given
by

ut = uxx + r u(1− u), r ∈ R,
and we can apply the comparison principle with u0(t, x) = 0 and u1(t, x) = 1
to show that solutions with 0 ≤ g ≤ 1 remain in this region and hence are
global. Moreover, using the solutions

u(t, x) =
g0

g0 + (1− g0)e−rt

we see that if 0 ≤ g(x) ≤M , then lim supt→∞ u(t, x) ≤ 1 for r > 0.
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Similarly one can discuss the Chafee–Infante problem1

ut = ∆u+ λu− u3

with Dirichlet boundary conditions by comparing the solution with the so-
lutions of the ordinary differential equation

u̇ = λu− u3. ⋄

Problem 12.2. Let L be self-adjoint with an orthonormal basis of eigenfunc-
tions wj corresponding to the eigenvalues Ej. For a complex-valued function
F define

F (L)g :=
∞∑
j=0

F (Ej)⟨wj , g⟩wj .

Show
∥F (L)∥ = sup

j∈N0

|F (Ej)|.

Problem 12.3. Suppose A generates an analytic semigroup satisfying ∥T (t)∥ ≤
Me−δt for some δ > 0. Show that if f is globally Hölder continuous and con-
verges to a constant f0 := limt→∞ f(t). Then the solution (11.26) of the
inhomogeneous problem satisfies

lim
t→∞

u̇(t) = 0, lim
t→∞

u(t) = −A−1f0.

(Hint: ∥f(t)− f(s)∥2 ≤ ∥f(t)− f(s)∥(∥f(t)− f0∥+ ∥f(s)− f0∥).)

Problem 12.4. Show that a differentiable semigroup satisfying

∥AT (t)∥ ≤ C

t
, t > 0,

also satisfies

∥AkT (t)∥ ≤
(
Ck

t

)k
, t > 0,

and use this to conclude that T can be extended to an analytic function via

T (z) :=

∞∑
k=0

(z − t)k

k!

dk

dtk
T (t), |z − t| < t

eC
.

Show that this extension still satisfies the semigroup property. (Hint: Prob-
lem 11.20.)

1Nathaniel Chafee (c. 1940), American mathematician
1Ettore Ferrari Infante (*1938), American mathematician





Chapter 13

Calculus of Variations

We already know that the Dirichlet principle (Section 5.5) allows us to cast
certain elliptic partial differential equations as a minimization problem. In
this chapter we want to pursue this idea further. On Rn the minimum of
a function is found by locating the zeros of its derivative. In our case the
function is defined on a Banach space and as a preparation we first look at
differentiation in this case.

13.1. Differentiation in Banach spaces

Let X and Y be two Banach spaces and let U be an open subset of X.
Denote by C(U, Y ) the set of continuous functions from U ⊆ X to Y and by
L (X,Y ) ⊂ C(X,Y ) the Banach space of bounded linear functions equipped
with the operator norm

∥L∥ := sup
∥u∥=1

∥Lu∥. (13.1)

Then a function F : U → Y is called differentiable at x ∈ U if there exists a
linear function dF (x) ∈ L (X,Y ) such that

F (x+ u) = F (x) + dF (x)u+ o(u), (13.2)

where o, O are the Landau symbols. Explicitly

lim
u→0

∥F (x+ u)− F (x)− dF (x)u∥
∥u∥

= 0. (13.3)

The linear map dF (x) is called the Fréchet derivative1 of F at x. It is
uniquely defined since, if dG(x) were another derivative, we had (dF (x) −
dG(x))u = o(u) implying that for every ε > 0 we can find a δ > 0 such

1Maurice Fréchet (1900–1980), French mathematician
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that ∥(dF (x) − dG(x))u∥ ≤ ε∥u∥ whenever ∥u∥ ≤ δ. By homogeneity of
the norm we conclude ∥dF (x) − dG(x)∥ ≤ ε and since ε > 0 is arbitrary
dF (x) = dG(x). Note that for this argument to work it is crucial that we
can approach x from arbitrary directions u, which explains our requirement
that U should be open.

If I ⊆ R, we have an isomorphism L (I,X) ≡ X and if F : I → X

we will write Ḟ (t) instead of dF (t) if we regard dF (t) as an element of X.
Clearly this is consistent with the definition (11.1) from Section 11.1.
Example 13.1. Let X be a Hilbert space and consider F : X → R given by
F (x) := ∥x∥2. Then

F (x+u) = ⟨x+u, x+u⟩ = ∥x∥2+2Re⟨x, u⟩+∥u∥2 = F (x)+2Re⟨x, u⟩+o(u).

Hence if X is a real Hilbert space, then F is differentiable with dF (x)u =
2⟨x, u⟩. However, ifX is a complex Hilbert space, then F is not differentiable.

⋄

The previous example emphasizes that for F : U ⊆ X → Y it makes a big
difference whether X is a real or a complex Banach space. In fact, in case of
a complex Banach space X, we obtain a version of complex differentiability
which of course is much stronger than real differentiability. Note that in this
respect it makes no difference whether Y is real or complex.

Differentiability implies existence of directional derivatives

δF (x, u) := lim
ε→0

F (x+ εu)− F (x)

ε
, ε ∈ R \ {0}, (13.4)

which are also known as Gâteaux derivative2 or variational derivative.
Indeed, if F is differentiable at x, then (13.2) implies

δF (x, u) = dF (x)u. (13.5)

In particular, we call F Gâteaux differentiable at x ∈ U if the limit on the
right-hand side in (13.4) exists for all u ∈ X. However, note that Gâteaux
differentiability does not imply differentiability. In fact, the Gâteaux deriva-
tive might be unbounded or it might even fail to be linear in u. Some authors
require the Gâteaux derivative to be a bounded linear operator and in this
case we will write δF (x, u) = δF (x)u. But even this additional requirement
does not imply differentiability in general. Note that in any case the Gâteaux
derivative is homogenous, that is, if δF (x, u) exists, then δF (x, λu) exists
for every λ ∈ R and

δF (x, λu) = λ δF (x, u), λ ∈ R. (13.6)

2René Gâteaux (1889–1914), French mathematician

https://en.wikipedia.org/wiki/Ren%C3%A9_Gateaux
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Example 13.2. The function F : R2 → R given by F (x, y) := x3

x2+y2
for

(x, y) ̸= 0 and F (0, 0) = 0 is Gâteaux differentiable at 0 with Gâteaux
derivative

δF (0, (u, v)) = lim
ε→0

F (εu, εv)

ε
= F (u, v),

which is clearly nonlinear.
The function F : R2 → R given by F (x, y) = x for y = x2 and F (x, y) :=

0 else is Gâteaux differentiable at 0 with Gâteaux derivative δF (0) = 0,
which is clearly linear. However, F is not differentiable.

If you take a linear function L : X → Y which is unbounded, then L
is everywhere Gâteaux differentiable with derivative equal to Lu, which is
linear but, by construction, not bounded. ⋄
Example 13.3. Consider Lp(U), 1 ≤ p < ∞, and let G : C → R be (real)
differentiable with

|G(z)| ≤ C|z|p,
√
|∂xG(z)|2 + |∂yG(z)|2 ≤ C|z|p−1, z = x+ iy,

or, if U is bounded,

|G(z)| ≤ C(1 + |z|p),
√

|∂xG(z)|2 + |∂yG(z)|2 ≤ C(1 + |z|p−1).

Note that the estimate for G (with a possibly larger constant) comes for free
from the one for the derivatives in the bounded case and also in the general
case if G(0) = 0. We only consider the first case and leave the easy adaptions
for the second case as an exercise.

Then

N(f) :=

∫
U
G(f)dnx

is Gâteaux differentiable and we have

δN(f)g =

∫
U

(
(∂xG)(f)Re(g) + (∂yG)(f)Im(g)

)
dnx.

In fact, by the chain rule h(ε) := G(f + εg) is differentiable with h′(0) =
(∂xG)(f)Re(g) + (∂yG)(f)Im(g). Moreover, by the mean value theorem∣∣∣∣h(ε)− h(0)

ε

∣∣∣∣ ≤ sup
0≤τ≤ε

√
(∂xG)(f + τg)2 + (∂yG)(f + τg)2|g|

≤ C sup
0≤τ≤ε

|f + τg|p−1|g| ≤ C2p−1(|f |p−1 + |g|p−1)|g|

and hence we can invoke dominated convergence to interchange differentia-
tion and integration. Note that using Hölder’s inequality this last estimate
also shows Lipschitz continuity on bounded sets:

|N(f)−N(g)| ≤ C(∥f∥p + ∥g∥p)p−1∥f − g∥p.
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In particular, for 1 < p <∞ the pth power of the norm

N(f) :=

∫
U
|f |pdnx

is Gâteaux differentiable with

δN(f)g = p

∫
U
|f |p−2Re(fg∗)dnx. ⋄

Problem 13.1. Let X be a Hilbert space and A : D(A) ⊆ X → X a (densely
defined) symmetric operator. Show that if

λ0 := inf
u∈D(A):∥u∥=1

⟨u,Au⟩

is attained for some u0 ∈ D(A), then u0 is an eigenvector corresponding to
the eigenvalue λ0.

13.2. The direct method

We start by looking at the abstract problem of minimizing a nonlinear func-
tional F : M ⊆ X → R, where X is some Banach space and M some
closed subset. If M is compact and F is continuous, then we can proceed
as in the finite-dimensional case to show that there is a minimizer: Start
with a sequence xn such that F (xn) → infM F . By compactness we can
assume that xn → x0 after passing to a subsequence and by continuity
F (xn) → F (x0) = infM F .

In the finite dimensional case compactness will follow from boundedness
by the Heine–Borel theorem. In the infinite dimensional case this breaks
down and the remedy is to switch to weak convergence and use a variant of
the Banach–Alaoglu theorem (Theorem B.25).

Warning: Please recall that the weak topology does not stem from a�

metric in the infinite dimensional case and hence we need to distinguish
between continuity and sequential continuity. Similarly for other topological
properties. Since we will mainly work with sequences, the corresponding
definitions in terms of sequences will be the ones relevant for us.

The only problem with this cure is, that, since there are more weak than
norm convergent sequences, weak (sequential) continuity is in fact a stronger
property than just continuity!
Example 13.4. It is well known that in general not even the norm is weakly
(sequentially) continuous. In fact, in a Hilbert space any infinite orthonormal
set will converge weakly to 0, but the sequence of the norms will converge to 1
and not to 0, the norm of the limit. On the other hand, the norm in a Banach
space is at least weakly sequentially lower semicontinuous (Lemma B.24 (ii))
and this is still good enough for the above argument to work.
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Finally, note that this problem does not occur for linear maps, since a
linear functional is continuous precisely if it is weakly continuous by the very
definition of weak convergence. ⋄

The previous example shows that weak continuity is too much to hope
for and hence we will use lower semicontinuity instead. To this end recall
that in a topological space X a function f : X → R is sequentially lower
semicontinuous if

lim inf
n→∞

f(xn) ≥ f(x0), xn → x0, x0 ∈ X. (13.7)

Now we are ready to show what is frequently referred to as the direct
method in the calculus of variations due to Zaremba3 and Hilbert:

Theorem 13.1 (Variational principle). Let X be a reflexive Banach space
and let F : M ⊆ X → (−∞,∞]. Suppose M is nonempty, weakly se-
quentially closed and that either F is weakly coercive, that is F (x) → ∞
whenever ∥x∥ → ∞, or that M is bounded. Then, if F is weakly sequentially
lower semicontinuous, there exists some x0 ∈M with F (x0) = infM F .

If F is Gâteaux differentiable, then

δF (x0, u) = 0 (13.8)

for every u ∈ X with x0 + εu ∈M for sufficiently small ε.

Proof. Without loss of generality we can assume F (x) <∞ for some x ∈M .
As above we start with a sequence xn ∈ M such that F (xn) → infM F <
∞. If M is unbounded, then the fact that F is coercive implies that xn
is bounded. Otherwise, if M is bounded, it is obviously bounded. Hence
by Theorem B.25 we can pass to a subsequence such that xn ⇀ x0 with
x0 ∈ M since M is assumed sequentially closed. Now, since F is weakly
sequentially lower semicontinuous, we finally get infM F = limn→∞ F (xn) =
lim infn→∞ F (xn) ≥ F (x0). □

Note that looking for a maximum of F is the same as looking for a
minimum of −F . However, in this case lower semicontinuous turns into
upper semicontinuous, so the conditions on F are different in this case.

Of course in a metric space the definition of closedness in terms of se-
quences agrees with the corresponding topological definition. In the present
situation sequentially weakly closed implies (sequentially) closed and the
converse holds at least for convex sets.

Lemma 13.2. Let X be a Banach space and suppose M ⊆ X is convex.
Then M is closed if and only if it is sequentially weakly closed.

3Stanisław Zaremba (1863–1942), Polish mathematician and engineer

https://en.wikipedia.org/wiki/Stanis%C5%82aw_Zaremba_(mathematician)
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Proof. Suppose M is closed and let x be in the weak sequential closure of
M , that is, there is a sequence xn ⇀ x. If x ̸∈ M , then by the geometric
Hahn–Banach theorem (cf. Corollary 6.4 from [35]) we can find a linear
functional ℓ which separates {x} and M : Re(ℓ(x)) < c ≤ Re(ℓ(y)), y ∈ M .
But this contradicts Re(ℓ(x)) < c ≤ Re(ℓ(xn)) → Re(ℓ(x)). □

Similarly, the same is true with lower semicontinuity. In fact, a slightly
weaker assumption suffices. Let X be a vector space and M ⊆ X a convex
subset. A function F :M → R is called quasiconvex if

F (λx+ (1− λ)y) ≤ max{F (x), F (y)}, λ ∈ (0, 1), x, y ∈M. (13.9)

It is called strictly quasiconvex if the inequality is strict for x ̸= y. By
λF (x) + (1 − λ)F (y) ≤ max{F (x), F (y)} every (strictly) convex function
is (strictly) quasiconvex. The converse is not true as the following example
shows.
Example 13.5. Every (strictly) monotone function on R is (strictly) qua-
siconvex. Moreover, the same is true for symmetric functions which are
(strictly) monotone on [0,∞). Hence the function F (x) =

√
|x| is strictly

quasiconvex. But it is clearly not convex on M = R.
Note however that, in contradistinction to convex functions, the sum of

quasiconvex functions is in general not quasiconvex. ⋄

Note that we can extend a (quasi-)convex function F : M → R to all of
X by setting F (x) = ∞ for x ∈ X \M and the resulting function will still
be (quasi-)convex and will have the same infimum.

Now we are ready for the next

Lemma 13.3. Suppose M ⊆ X is a closed convex set of some Banach space
X and suppose F : M → R is quasiconvex. Then F is weakly sequentially
lower semicontinuous if and only if it is (sequentially) lower semicontinuous.

Proof. Suppose F is lower semicontinuous. If it were not weakly sequen-
tially lower semicontinuous we could find a sequence xn ⇀ x0 with F (xn) ≤
a < F (x0). Then xn ∈ F−1((−∞, a]) implying x0 ∈ F−1((−∞, a]) as this
set is convex (Problem 13.4) and closed (Problem 13.2). But this gives the
contradiction a < F (x0) ≤ a. □

Example 13.6. Let U ⊆ Rn and K : U ×C → [0,∞) measurable. Suppose
u 7→ K(x, u) is convex and continuous for fixed x ∈ U . Then

F (u) :=

∫
U
K(x, u(x))dnx

is weakly sequentially lower semicontinuous on Lp(U) for 1 ≤ p ≤ ∞. Since
F is convex, it suffices to show lower semicontinuity. Assume the contrary,
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then we can find some u ∈ Lp and a sequence un → u such that F (u) >
lim inf F (un). After passing to a subsequence we can assume that un(x) →
u(x) a.e. and hence K(x, un(x)) → K(x, u(x)) a.e. Finally applying Fatou’s
lemma (Theorem 2.4 from [34]) gives the contradiction F (u) ≤ lim inf F (un).

Moreover, if u 7→ K(x, u) is strictly convex for a.e. x ∈ U , then F is
strictly convex. Indeed, in this case

F (λu+ (1− λ)v) =

∫
U
K(x, λu(x) + (1− λ)v(x))dnx

≤
∫
U

(
λK(x, u(x)) + (1− λ)K(x, v(x))

)
dnx = λF (u) + (1− λ)F (v)

and equality would imply K(x, λu(x) + (1 − λ)v(x)) = K(x, λu(x) + (1 −
λ)v(x)) for a.e. x and hence u(x) = v(x) for a.e. x.

Note that this result generalizes to Cn-valued functions in a straightfor-
ward manner. ⋄

Moreover, in this case our variational principle reads as follows:

Corollary 13.4. Let X be a reflexive Banach space and let M be a nonempty
closed convex subset. If F :M ⊆ X → R is quasiconvex, lower semicontinu-
ous, and, if M is unbounded, weakly coercive, then there exists some x0 ∈M
with F (x0) = infM F . If F is strictly quasiconvex then x0 is unique.

Proof. It remains to show uniqueness. Let x0 and x1 be two different min-
ima. Then F (λx0+(1−λ)x1) < max{F (x0), F (x1)} = infM F , a contradic-
tion. □

Of course the first test for our results will be the Poisson problem.
Example 13.7. By the Dirichlet principle (Section 5.5) the solution of the
Poisson problem

−∆u = f

in a bounded domain U ⊂ Rn attaining given boundary values g on ∂U can
be found by minimizing the functional

F (u) :=

∫
U

(
1

2
|∇u|2 − uf

)
dnx

on H1(U,R). To incorporate the boundary values we introduce

M := {v ∈ H1(U,R)|v|∂U = g}.

Here the equality v|∂U = g has to be understood in the sense of traces and
hence we need to require U to have a C1 boundary such that the trace
operator is well-defined. Moreover, we assume f ∈ L2(U,R) and g in the
range of the trace operator, such that M is nonempty. In particular, there
is some ḡ ∈ H1(U,R) with ḡ|∂U = g. See the discussion after (10.27) for
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conditions that such an extension exists. By continuity of the trace operator,
M is closed and convexity is obvious.

Similarly, convexity of F is obvious since the first integrand is convex
and the second is linear. Also F is continuous (note that this would still
hold true if we replace f by some element from H1(U,R)∗). Moreover, since
taking the square is strictly convex, we see that∫

U

(
λ|∇u|2 + (1− λ)|∇v|2 − |∇(λu+ (1− λ)v)|2

)
dnx ≥ 0

and equality would imply ∇u(x) = ∇v(x) for a.e. x ∈ U . If u, v ∈M we can
further conclude u = v a.e. and hence F is strictly convex on M .

To see that F is weakly coercive, let u = ḡ+v, where v ∈ H1
0 (U) vanishes

on the boundary, then

F (u) ≥ 1

2
∥∇v∥22 − ∥∇ḡ∥2∥∇v∥2 − ∥f∥2∥v∥2 − C,

with C depending on f and g only. Now the Poincaré inequality (Theo-
rem 9.34) ∥v∥2 ≤ C0∥∇v∥2 implies that F (u) → ∞ if ∥v∥1,2 → ∞. Finally,
since F is convex and continuous, Corollary 13.4 implies existence of a unique
minimizer.

Moreover, F is Gâteaux differentiable with

δF (u)v =

∫
U
(∇u · ∇v − fv) dnx

and we have u + εv ∈ M whenever u ∈ M and v ∈ H1
0 (U,R). Hence this

minimizer solves the weak formulation of our boundary value problem. ⋄

While the previous example just reproduces what we were already able
to show in Section 10.1, the next example shows how to handle a nonlinear
problem, where our linear theory from Section 10.1 fails.
Example 13.8. Let us consider the following nonlinear elliptic problem

−∆u+ u|u|+ u = f

in L2(Rn,R) for a given function f ∈ L2(Rn,R). We are going to look for
weak solutions, that is, solutions u ∈ H1(Rn,R) satisfying∫

Rn

(∇u · ∇ϕ+ (|u|u+ u− f)ϕ) dnx = 0, ϕ ∈ C∞
c (Rn,R).

We start by introducing the functional

F (u) :=

∫
Rn

(
1

2
|∇u|2 + 1

3
|u|3 + 1

2
u2 − uf

)
dnx

on X := L2(Rn,R) and set F (u) = ∞ if u ̸∈ H1(Rn,R) ∩ L3(Rn,R). We
also choose M := X. One checks that for u ∈ H1(Rn,R) ∩ L3(Rn,R) and
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ϕ ∈ C∞
c (Rn,R) this functional has a variational derivative

δF (u, ϕ) =

∫
Rn

(∇u · ∇ϕ+ (|u|u+ u− f)ϕ) dnx = 0

which coincides with the weak formulation of our problem. Hence a mini-
mizer (which is necessarily in H1(Rn,R) ∩ L3(Rn,R)) is a weak solution of
our nonlinear elliptic problem and it remains to show existence of a unique
minimizer.

First of all note that

F (u) ≥ 1

2
∥u∥22 − ∥u∥2∥f∥2 ≥

1

4
∥u∥22 − ∥f∥22

and hence F is coercive. To see that it is weakly sequentially lower contin-
uous, observe that for the first term this follows from strict convexity (as in
the previous example), for the second term this follows from Example 13.6
and the last two are easy. Hence we get existence of a unique minimizer from
Corollary 13.4.

It is also interesting to discuss possible extensions of this example: First
of all we could replace X = L2 by X = H1. The only difference is that the
argument that F is coercive needs to be adapted. In fact, we could replace
the linear part by an arbitrary elliptic operator, as long as we make sure it
is coercive. Moreover, we can also choose a different nonlinearity as long as
it is quasiconvex and nonnegative such that Example 13.6 applies. We could
even include first order derivatives in the nonlinearity (cf. Problem 13.5).
Also replacing Rn by U does not impose any principal problems. ⋄

Somewhat more general we can look at the following functional

F (u) :=

∫
U
K(x, u(x),∇u(x))dnx. (13.10)

where K ∈ C1(U × R2,R). Let us also assume that U is bounded and that
u ∈ C1(U,R) such that we do not have to worry about integrability. Then,
for ϕ ∈ C∞

c (U,R), we can compute

d

dε

∣∣∣
ε=0

F (u+ εϕ) =

∫
U

(
Kv(x, u,∇u)∇ϕ+Ku(x, u,∇u)ϕ

)
dnx, (13.11)

where Kv(x, u, v) = ∂vK(x, u, v) and Ku(x, u, v) = ∂uK(x, u, v) denote the
corresponding partial derivatives. Integration by parts further shows

d

dε

∣∣∣
ε=0

F (u+ εϕ) =

∫
U

(
∇Kv(x, u,∇u) +Ku(x, u,∇u)

)
ϕdnx (13.12)

and hence a minimizer necessarily satisfies the nonlinear partial differential
equation

∇Kv(x, u,∇u) +Ku(x, u,∇u) = 0 (13.13)
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known as the Euler–Lagrange equation associated with the functional F .
Under suitable conditions on K it is possible to establish existence of min-
imizers in W 1,p(U,R) following the strategy outlined in this section. More-
over, one can then show that a minimizer is a weak solution of the associated
Euler–Lagrange equation.

Problem 13.2. Let X be a topological space. A function f : X → R̄ is called
lower semicontinuous if f−1((a,∞]) is open for every a ∈ R. Show that a
lower semicontinuous is sequentially lower semicontinuous and the converse
holds if X is a metric space.

Problem 13.3. Show that F :M → R is convex if and only if its epigraph
epiF := {(x, a) ∈M × R|F (x) ≤ a} ⊂ X × R is convex.

Problem* 13.4. Show that F : M → R is quasiconvex if and only if the
sublevel sets F−1((−∞, a]) are convex for every a ∈ R.

Problem 13.5. Let U ⊆ Rn and K : U × C × Cn → [0,∞) measurable.
Suppose (u, v) 7→ K(x, u, v) is convex and continuous for fixed x ∈ U . Show
that

F (u) :=

∫
U
K(x, u(x),∇u(x))dnx

is weakly sequentially lower semicontinuous on W 1,p(U) for 1 ≤ p ≤ ∞.

Problem 13.6. Let U ⊆ Rn be a bounded domain with a C1 boundary. Let
L̃ be an elliptic operator in divergence form with A, c ∈ L∞ and b = 0, c ≥ 0.
Formulate a corresponding Dirichlet principle and establish existence of weak
solutions in H1(U,R) for

L̄u = f, u
∣∣
∂U

= g.

(Compare Problem 5.37.)

13.3. Constraints

If we look at Example 13.8 in the case f = 0, our approach will only give
us the trivial solution. In fact, for a linear problem one has nontrivial solu-
tions for the homogenous problem only at an eigenvalue. Since the Laplace
operator has no eigenvalues on Rn (as is not hard to see using the Fourier
transform), we look at a bounded domain U instead. To avoid the trivial
solution we will add a constraint. Of course the natural constraint is to re-
quire admissible elements to be normalized. However, since the unit sphere
is not weakly closed (one can show that its weak closure is the unit ball
— see Example 6.10 from [35]), we cannot simply add this requirement to
M . To overcome this problem we will use that another way of getting weak
sequential closedness is via compactness:
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Lemma 13.5. Let X,Y be Banach spaces such that X is compactly embedded
into Y and let N : Y → R be continuous. Then M := {x ∈ X|N(x) =
N0} ⊆ X is weakly sequentially closed for any N0 ∈ R. The same holds for
M := {x ∈ X|N(x) ≤ N0}.

Proof. This follows from Theorem B.26 since every weakly convergent se-
quence in X is convergent in Y . □

Theorem 13.6 (Variational principle with constraints). Let X be a reflexive
Banach space and let F : X → R be weakly sequentially lower semicontinuous
and weakly coercive. Let Y be another Banach space such that X is compactly
embedded into Y and let N : Y → R be continuous. Fix N0 ∈ R and suppose
that M := {x ∈ X|N(x) = N0} is nonempty. Then there exists some x0 ∈M
with F (x0) = infM F .

If in addition F and N are Gâteaux differentiable and δN does not vanish
on M , then there is a constant λ ∈ R (the Lagrange multiplier) such that

δF (x0) = λ δN(x0). (13.14)

Proof. Existence follows from Theorem 13.1 which is applicable thanks to
our previous lemma. Now choose some x1 ∈ X such that δN(x0)x1 ̸= 0 and
x ∈ X arbitrary. Then the function

f(t, s) := N(x0 + t x+ x1s)

is C1(R2) and satisfies

∂tf(t, s) = δN(x0 + t x+ s x1)x, ∂sf(t, s) = δN(x0 + t x+ x1s)x1

and since ∂sf(0, 0) ̸= 0 the implicit function theorem implies existence of a
function σ ∈ C1(−ε, ε) such that σ(0) = 0 and f(t, σ(t)) = f(0, 0), that is,
x(t) := x0 + t x+ σ(t)x1 ∈M for |t| < ε. Moreover,

σ′(0) = −∂tf(0, 0)
∂sf(0, 0)

= − δN(x0)x

δN(x0)x1
.

Hence, as before together with the chain rule

d

dt
F (x0+t x+σ(t)x1)|t=0 = δF (x0)(x+σ

′(0)x1) = δF (x0)x−λδN(x0)x = 0,

where

λ :=
δF (x0)x1
δN(x0)x1

. □

Example 13.9. Let U ⊂ Rn be a bounded domain and consider

F (u) :=
1

2

∫
U
|∇u|2dnx, u ∈ H1

0 (U,R)
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subject to the constraint

N(u) :=

∫
U
G(u)dnx = N0,

where G : R → R is differentiable and satisfies

|G′(x)| ≤ C(1 + |x|).

This condition implies
|G(x)| ≤ C̃(1 + |x|2)

and ensures that N(u) is well-defined for all u ∈ L2(U,R).
In order to apply the theorem we set X := H1

0 (U,R) and Y := L2(U,R).
That X is compactly embedded into Y is the Rellich–Kondrachov theorem
(Theorem 9.31). Moreover, by the Poincaré inequality (Theorem 9.34) we
can choose ∥x∥2 := F (x) as an equivalent norm on X. In particular, F
satisfies the requirements of our theorem and so does N by Example 13.3.
Consequently, if N0 is such that

M := {u ∈ X|N(u) = N0}

is nonempty, there is a minimizer u0. By Example 13.1 and Example 13.3

dF (u0)u =

∫
U
(∇u0)(∇u) dnx, δN(u0)u =

∫
U
G′(u0)u d

nx

and if we can find some u ∈ H1
0 (U) such that this derivative is nonzero, then

u0 satisfies∫
U

(
∇u0 · ∇u− λG′(u0)u

)
dnx = 0, u ∈ H1

0 (U,R),

and hence is a weak solution of the nonlinear eigenvalue problem

−∆u0 = λG′(u0).

Note that this last condition is for example satisfied if G(0) = 0, G′(x)x > 0
for x ̸= 0, and N0 > 0. Indeed, in this case δN(u0)u0 =

∫
U G

′(u0)u0d
nx > 0

since otherwise we would have u0 = 0 contradicting 0 < N0 = N(u0) =
N(0) = 0.

Of course in the case G(x) = 1
2 |x|

2 and N0 = 1 this gives us the lowest
eigenvalue of the Laplacian on U with Dirichlet boundary conditions.

Note that using continuous embeddings L2 ↪→ Lp with 2 ≤ p ≤ ∞ for
n = 1, 2 ≤ p < ∞ for n = 2, and 2 ≤ p ≤ 2n

n−2 for n ≥ 3 one can improve
this result to the case

|G′(x)| ≤ C(1 + |x|p−1). ⋄
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Problem 13.7. Extend Example 13.9 to the case

F (u) :=
1

2

∫
U
|∇u|2dnx+

∫
U
V (x)|u|2dnx, u ∈ H1

0 (U,R),

where V ∈ Lq(U) is nonnegative with q > n
2 and n ≥ 2 and V . (Hint:

Theorem 9.31.)





Chapter 14

The nonlinear
Schrödinger equation

The purpose of this chapter is to investigate a prototypical example, the
initial value problem for the nonlinear Schrödinger equation (NLS)

iut +∆u = ±|u|α−1u, u(0) = g. (14.1)

The two cases − and + are known as focusing and defocusing, respectively.
Of particular importance in applications are the cubic (α = 3) and quintic
(α = 5) case. Note that if u is a solution, then so will be v(t, x) = u(−t, x)∗
and hence it suffices to look at positive times only.

14.1. Local well-posedness in Hr for r > n
2

Equation (14.1) is a semilinear equation of the type considered in Section 12.1
and hence we need to look at the linear Schrödinger equation

iut +∆u = 0, u(0) = g (14.2)

first. We recall that the solution for g ∈ L2(Rn) can be obtained using the
Fourier transform and is given by

u(t) = TS(t)g, TS(t) = F−1e−i|p|2tF . (14.3)

Note that TS(t) : L2(Rn) → L2(Rn) is a unitary operator (since |e−i|p|2t| =
1):

∥u(t)∥2 = ∥g∥2. (14.4)

In fact, we even have that TS(t) : Hr(Rn) → Hr(Rn) is unitary.

305
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Theorem 14.1. The family TS(t) is a C0-group in Hr(Rn) whose generator
is i∆, D(i∆) = Hr+2(Rn).

Note that we have

(TS(t)g)
∗ = TS(−t)g∗, g ∈ L2(Rn), (14.5)

and
∂jTS(t)g = TS(t)∂jg, 1 ≤ j ≤ n, g ∈ H1(Rn). (14.6)

Next we turn to the nonlinear Schrödinger equation. If we assume that
u, |u|α−1u ∈ C([0, T ], L2(Rn)) we can use Duhamel’s formula to rewrite the
nonlinear Schrödinger equation as

u(t) = TS(t)g ∓ i

∫ t

0
TS(t− s)|u(s)|α−1u(s)ds (14.7)

just as we did in Section 12.1. In order to apply our theory, we need that the
nonlinearity F (u) = ∓i|u|α−1u is Lipschitz on X. Clearly for X = L2(Rn)
this will not be the case, as the image of a square integrable function will
not be square integrable. However, the key observation is that for r > n

2
the space Hr(Rn) is a Banach algebra (Lemma 8.9) and hence, if we assume
our nonlinearity to be of the form F (u) = ∓i|u|α−1u with α− 1 = 2k where
k ∈ N, then F : Hr(Rn) → Hr(Rn) is Lipschitz on bounded sets since

F (u)− F (v) = uk+1Qk−1(u
∗, v∗)(u− v)∗ + (v∗)kQk(u, v)(u− v), (14.8)

where Qk(x, y) = ∓i
∑k

j=0 x
k−jyj . Another algebra which is natural in this

context is the Wiener algebra.

A(Rn) := { pf |f ∈ L1(Rn)}, ∥ pf∥A := ∥f∥1. (14.9)

Just as with Hr(Rn), the Schrödinger group TS leaves A(Rn) invariant and
preserves its norm. Note that we have Hr(Rn) ⊂ A(Rn) for r > n

2 since
(1 + |p|2)−r ∈ L2(Rn) for such r. The embedding being continuous, ∥f∥A ≤
∥(1 + |.|2)−r∥2∥f∥Hr .

Hence Theorem 12.1 applies and we get:

Theorem 14.2. Let α = 2k+1 be an odd integer and X = Hr(Rn) for r > n
2

or X = A(Rn). Then for every g ∈ X there is a t0 = t0(∥g∥) > 0, such
that there is a unique solution u ∈ C([−t0, t0], X) of (14.7). Moreover, the
solution map g 7→ u(t) will be Lipschitz continuous from every ball ∥g∥ ≤ ρ
to C([−t0(ρ), t0(ρ)], X).

Note that the mild solution will be a strong solution for g ∈ Hr+2 since
F : Hr+2 → Hr+2 is Lipschitz continuous on bounded sets. Moreover, for
each initial condition there is a maximal solution and Lemma 12.4 implies:

Lemma 14.3. This solution exists on a maximal time interval (t−(g), t+(g))
and if |t±(g)| <∞ we must have lim inft→t±(g) ∥u(t)∥ = ∞.
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An interesting observation is that the maximal existence time does not
depend on r. This is known as persistence of regularity:

Lemma 14.4. Let g ∈ Hr(Rn) with r > n
2 or g ∈ A(Rn). Let t+,r(g),

t+,A(g) be the maximal existence time of the solution with initial condition
g with respect to these cases. Then t+,r(g) = t+,A(g).

Proof. Using

∥fg∥Hr ≤ Cn,r
(
∥f∥Hr∥g∥A + ∥f∥A∥g∥Hr

)
from Lemma 8.9 recursively we obtain ∥|u|α−1u∥Hr ≤ C∥u∥α−1

A ∥u∥Hr . Now
the claim follows from Lemma 12.5. □

Of course up to this point we can replace the nonlinearity by an arbitrary
polynomial in u and u∗. In fact, it is even possible to replace the nonlinearity
by a (sufficiently smooth) function, but in this case the required Lipschitz
estimate is more tedious to derive since we cannot just simply rely on the
algebra structure.

In order to get global solutions the following conservation laws will be
crucial: Mass

M(t) :=
1

2
∥u(t)∥22

and energy

E(t) :=
1

2
∥∇u(t)∥22 ±

1

α+ 1
∥u(t)∥α+1

α+1.

Lemma 14.5. Let r > n
2 and g ∈ Hr(Rn). Then M(t) = M(0) for all

t ∈ (t−(g), t+(g)). If in addition, r ≥ 1 then also E(t) = E(0) for all
t ∈ (t−(g), t+(g)).

Proof. If u is a sufficiently smooth solution this can be verified directly
(Problem 14.3). For the general case approximate by smooth solutions (using
local Lipschitz continuity of the solution map) and conclude that M(t) is
locally constant and hence constant on its interval of existence. Similarly for
E(t). □

So in the focusing case we get existence of global solutions in H1 if n = 1
such that our local results holds for r = 1. In the defocusing case the energy
is not positive and we cannot immediately control the H1 norm using E and
M .

Problem 14.1. Find a plane wave solution

u(t, x) = A ei(k·x+ct), A ∈ C, k ∈ Rn, c ∈ R,

of the NLS equation.
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Problem 14.2. Show that if u(t, x) is a strong solution of the NLS equation,
then so are

λ−2/(α−1)u
( t
λ2
,
x

λ

)
, λ > 0,

and
eiv·x−it|v|2/2u(t, x− vt), v ∈ Rn.

Moreover, show that for α = 1 + 4
n also

(it)−n/2ei|x|
2/(2t)u

(1
t
,
x

t

)∗
, t ̸= 0,

is a solution.

Problem 14.3. Let u ∈ C([−t0, t0], Hr+2(Rn)) ∩ C1([−t0, t0], Hr(Rn)) be
a strong solution of the NLS equation (with r > n

2 ). Show that mass and
energy are independent of t ∈ [−t0, t0].

14.2. Global solutions and blowup in H1 in one dimension

In the previous section we have seen that in the defocusing case we get
global solutions in H1. In this section we want to have a closer look at the
defocusing case. For simplicity we will only consider the one-dimensional
case where we already have a local existence result in H1. In fact, we will
slightly generalize this result by dropping the requirement that α is an odd
integer.

Theorem 14.6. Let n = 1 and α ≥ 2. For every g ∈ H1(R) there is a t0 =
t0(∥g∥1,2) > 0, such that there is a unique solution u ∈ C([−t0, t0], H1(R))
of (14.7). Moreover, the solution map g 7→ u(t) will be Lipschitz continuous
from every ball ∥g∥1,2 ≤ ρ to C([−t0(ρ), t0(ρ)], H1(R)). If α ≥ 4 and g ∈
H2(R) the solution will be in C1([−t0, t0], H1(R)).

Proof. It suffices to verify that F : H1(R) → H1(R) is locally Lipschitz on
bounded sets. But this follows using Problem 14.4 since

∥F (u)− F (v)∥2 ≤ α(∥u∥α−1
∞ + ∥v∥α−1

∞ )∥u− v∥2
and

∥∂(F (u)− F (v))∥2 ≤ (α− 1)(α+ 2)(∥u∥α−2
∞ + ∥v∥α−2

∞ )∥∂u∥2∥u− v∥2
+ α∥v∥α−1

∞ ∥∂(u− v)∥2
together with ∥f∥∞ ≤ ∥f∥1,2 (Problem 9.24). Similarly, one shows that
F : H3(R) → H3(R) is locally Lipschitz on bounded sets provided α ≥ 4,
which establishes the last claim. □

Corollary 14.7. The solution exists on a maximal time interval (t−(g), t+(g))
and if |t±(g)| <∞ we must have lim inft→t±(g) ∥u(t)∥∞ = ∞.
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Proof. Using the estimates from the proof (for u = 0) we obtain ∥F (v)∥H1 ≤
α∥v∥α−1

∞ ∥v∥H1 and the claim follows from Lemma 12.5. □

As already noted one gets global existence in the defocusing case. In the
focusing case we need to control the Lα+1 norm in terms of the H1 norm.

Corollary 14.8. In the defocusing case solutions are always global. In the
focusing case the maximal solution u is global in C(R, H1(Rn)) and preserves
both mass and energy if one of the following conditions hold:

(i) α < 5.

(ii) α = 5 and ∥g∥2 ≤ (34)
1/4.

(iii) α > 5 and ∥g∥1,2 is sufficiently small such that ∥g′∥2 < 1 and

2E(0) + 2
α+1
2

α+1 ∥g∥(α+3)/2
2 < 1.

Proof. Using ∥f∥2∞ ≤ 2∥f∥2∥f ′∥2 (Problem 9.24) one obtains∫
R
|f(x)|α+1dx ≤ ∥f∥α−1

∞ ∥f∥22 ≤ 2
α−1
2 ∥f∥

α+3
2

2 ∥f ′∥
α−1
2

2

and consequently

∥u′(t)∥22 ≤ 2E(0) +
2

α+1
2

α+ 1
∥g∥

α+3
2

2 ∥u′(t)∥
α−1
2

2 .

(i). Now if α < 5, then (α−1)
2 < 2 and ∥u′(t)∥2 remains bounded.

(ii). In the case α = 5 this remains still true if 4
3∥g∥

4
2 < 1.

(iii). If α > 5 we can choose ∥g∥1,2 so small such that the given conditions
hold. Note that this is possible since our above calculation shows

E(0) ≤ 1

2
∥g′∥22 +

2
α−1
2

α+ 1
∥g∥(α+3)/2

2 ∥g′∥(α−1)/2
2 .

Now if we start with ∥u′(0)∥22 < 1 and assume ∥u′(t)∥22 = 1 we get the

contradiction 1 = ∥u′(t)∥22 ≤ 2E(0) + 2
α+1
2

α+1 ∥g∥(α+3)/2
2 < 1. Hence ∥u′(t)∥22 <

1 as desired. □

Finally, we want to show that solutions are not always global in the
focusing case. To this end we need

Lemma 14.9. Let n = 1 and α ≥ 4. Suppose g ∈ H1(R) satisfies ∥xg(x)∥2 <
∞ and let u ∈ C((t−, t+), H

1(R)) be the maximal solution of (14.7). Then

M1(t) :=

∫
R
x2|u(t, x)|2dx (14.10)



310 14. The nonlinear Schrödinger equation

remains finite as long as u exists. Moreover, we have

Ṁ1(t) = 4Im

∫
R
xu(t, x)∗u′(t, x)dx, (14.11)

M̈1(t) = 16E(t)± 4(α− 5)

α+ 1

∫
R
|u(t, x)|α+1dx, (14.12)

known as virial and Morawetz identity,1 respectively.

Proof. Consider H1,1(R) := H1(R) ∩ L2(R, x2dx) together with the norm
∥f∥2 = ∥f∥22 + ∥f ′∥22 + ∥xf(x)∥22. Then TS(t) is a C0 group satisfying
∥TS(t)f∥ ≤ (1 + 2|t|)∥f∥. Moreover, as in the previous theorem one ver-
ifies that F : H1,1(R) → H1,1(R) is locally Lipschitz on bounded sets. In
fact, note that by

∥x(F (u)(x)− F (v)(x))∥2 ≤ α(∥u∥α−1
∞ + ∥v∥α−1

∞ )∥x(u(x)− v(x))∥2
we can proceed as before. In particular, we get existence of local solutions
and Lemma 12.5 shows that our norm cannot blow up before the sup norm.

To obtain the virial identity we first assume g ∈ H3,2(R) such that we
get u ∈ C(I,H1,2(R)) since we can replace x2 by x4 in the above argument.
Here I ⊆ R is the maximal existence interval. Moreover, since g ∈ H3, we
also have that u is a strong solution in H1(R), that is, u ∈ C(I,H3(R)) ∩
C1(I,H1(R)). Hence one computes

Ṁ1(t) = 2Im

∫
R
x2u(t, x)∗iut(t, x)dx = −2Im

∫
R
x2u(t, x)∗u′′(t, x)dx

= 4Im

∫
R
xu(t, x)∗u′(t, x)dx,

where we have used integration by parts in the last step. Furthermore,
since u ∈ C1(I,H1(R)) we can take another derivative to obtain (note that
u ∈ H2,2(R) implies xu′(x) ∈ L2 — Problem 14.5)

M̈1(t) = 4Im

∫
R
x
(
u̇(t, x)∗u′(t, x) + u(t, x)∗u̇′(t, x)

)
dx

= −4Im

∫
R

(
2xu′(t, x) + u(t, x)

)∗
u̇(t, x)dx

= 4Re

∫
R

(
2xu′(t, x) + u(t, x)

)∗(− u′′(t, x)± |u(t, x)|α−1u(t, x)
)
dx.

To further simplify this expression we note (dropping the t dependence for
notational simplicity)

−
∫
R

(
2xu′(x)

)∗
u′′(x)dx =

∫
R

(
|u′(x)|2 + 2ixIm(u′′(x)∗u′(x))

)
dx

1Cathleen Synge Morawetz (1923–2017), Canadian-American mathematician

http://en.wikipedia.org/wiki/Cathleen Synge Morawetz
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as well as (Problem 9.17)

Re

∫
R
xu′(x)∗|u(x)|α−1u(x)dx =

1

α+ 1

∫
R
x ∂x|u(x)|α+1dx

= − 1

α+ 1

∫
R
|u(x)|α+1dx.

Combing everything we arrive at

M̈1(t) = 8

∫
R
|u′(t, x)|2dx∓ 4

α− 1

α+ 1

∫
R
|u(t, x)|α+1dx.

For a general g ∈ H1,1(R) we approximate using continuity of the solution
map. This verifies both identities. □

Now we are ready to establish blowup for the focusing NLS equation.

Theorem 14.10. Consider the one-dimensional focusing NLS equation with
α ≥ 5. Let g ∈ H1(R) ∩ L2(R, x2dx) with negative energy E < 0. Then the
corresponding maximal mild solution u satisfies t+(g) <∞.

Proof. Due to our assumption α ≥ 5 we obtain M̈1(t) ≤ 16E implying
M1(t) ≤ 8Et2 + Ṁ1(0)t+M1(0). Hence

t+(g) <
−1

16E

(
Ṁ1(0) +

√
Ṁ1(0)2 − 32EM1(0)

)
since M1(t) must remain positive. Note that this also shows Ṁ1(0) > 0 since
otherwise M1(t) would be decreasing and hence would remain bounded. □

Notice that there are initial conditions with negative energy, since the
two contributions to the energy scale differently. In particular, the energy
will become negative if we scale g with a sufficiently large factor.

Problem 14.4. Show that the real derivative (with respect to the identifica-
tion C ∼= R2) of F (u) = |u|α−1u is given by

F ′(u)v = |u|α−1v + (α− 1)|u|α−3uRe(u∗v).

Conclude in particular,

|F ′(u)v| ≤ α|u|α−1|v|, |F (u)− F (v)| ≤ α(|u|α−1 + |v|α−1)|u− v|.

Moreover, the second derivative is given by

vF ′′(u)w = (α− 1)|u|α−5u
(
(α+ 1)Re(u∗v)Re(u∗w)− u2v∗w∗).

and hence
|vF ′′(u)w| ≤ (α− 1)(α+ 2)|u|α−2|v||w|.

Problem 14.5. Show that if u ∈ H2(R) ∩ L2(R, x4dx), then xu′(x) ∈ L2.
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14.3. Strichartz estimates

In order to improve the existence results from the previous sections we need
a better understanding of the linear Schrödinger equation. Unlike for ex-
ample the heat equation, the Schrödinger equation does only preserve but
not improve the regularity of the initial condition. For example, choosing
f ∈ L2 \ Lp (for some p ̸= 2) and considering g = TS(−t0)f shows that
there are initial conditions in L2 which are not in Lp at a given later time
t0. However, our aim in this section is to show that we still have T (t)g ∈ Lp

most of the time.
To this end we first need an explicit expression for the solution. As

in the case of the heat equation, we would like to express our solution as a
convolution with the initial condition. However, here we run into the problem
that e−i|p|2t is not integrable. To overcome this problem we consider

fε(p) = e−(it+ε)p2 , ε > 0. (14.13)

Then we note

F(e−z|x|
2/2)(p) =

1

zn/2
e−|p|2/(2z), Re(z) > 0, (14.14)

where zn/2 is the standard branch with branch cut along the negative real
axis. In fact, the case when t is real was shown in Lemma 6.4 and the
general case follows from the indentity theorem for analytic functions since
both sides are analytic in the inidcated region. Together with the fact that
the Fourier transform maps convolutions into products (Corollary 8.4) we
obtain

(fεpg)
∨(x) =

1

(4π(it+ ε))n/2

∫
Rn

e
− |x−y|2

4(it+ε) g(y)dny. (14.15)

Taking the limit ε ↓ 0 we finally arrive at

TS(t)g(x) =
1

(4πit)n/2

∫
Rn

ei
|x−y|2

4t g(y)dny (14.16)

for t ̸= 0 and g ∈ L2(Rn) ∩ L1(Rn). In fact, the left-hand side converges
to TS(t)g in L2 and the limit of the right-hand side exists pointwise by
dominated convergence and its pointwise limit must thus be equal to its L2

limit.
Using this explicit form, we can again draw some further consequences.

For example, if g ∈ L2(Rn)∩L1(Rn), then u(t) := TS(t)g ∈ C0(Rn) for t ̸= 0
(Problem 14.7) and satisfies

∥u(t)∥∞ ≤ 1

|4πt|n/2
∥g∥1. (14.17)

Moreover, we even have u ∈ C(R \ {0}, C0(Rn)) (Problem 14.7).
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Thus we have spreading of wave functions in this case. In fact, invoking
the Riesz–Thorin2 interpolation theorem (Theorem 10.2 from [34]) we even
get

∥u(t)∥p ≤
1

|4πt|n/2−n/p
∥g∥p′ . (14.18)

for any p ∈ [2,∞] with 1
p +

1
p′ = 1. This also gives u ∈ C(R \ {0}, Lp(Rn)).

Next we look at average decay in an Lp sense instead of pointwise es-
timates with respect to t. To this end we will consider functions f ∈
Lr(R, Lp(Rn)) and we will denote the corresponding norm by

∥f∥Lr(Lp) :=

{(∫
R ∥f(t)∥rpdt

)1/r
, r <∞,

supt∈R ∥f(t)∥p, r = ∞.
(14.19)

Please recall that Lr(R, Lp(Rn)) is a Banach space defined with the help of
the Bochner integral (cf. Theorem B.28). It consists of (equivalence classes
with respect to equality a.e. of) strongly measurable functions f(t) for which
∥f(t)∥p is in Lr. Here strongly measurable means, that f(t) is a limit of
simple functions sn(t). It turns out that a function is strongly measurable if
and only if it is measurable and its range is separable. In our situation this
latter condition will come for free in the case p <∞ and similarly in the case
p = ∞ if the range is contained in C0(Rn). We will also need the following
variational characterization of our space-time norms (Problem B.22) for a
given strongly measurable function f :

∥f∥Lr(Lp) = sup
∥g∥

Lr′ (Lp′ )
=1

∣∣∣∣∫
R

∫
Rn

f(x, t)g(x, t)dnx dt

∣∣∣∣ . (14.20)

Moreover, it suffices to take the sup over functions which have support in a
compact rectangle.

We call a pair (p, r) admissible if{
2 ≤ p ≤ ∞, n = 1

2 ≤ p < 2n
n−2 , n ≥ 2

,
2

r
=
n

2
− n

p
. (14.21)

Note r ∈ [4,∞] for n = 1 and r ∈ ( 2
n−1 ,∞] for n ≥ 2.

Lemma 14.11. Let TS be the Schrödinger group and let (p, r) be admissible
with p > 2. Then we have(∫

R

(∫
R
∥TS(t− s)g(s)∥pds

)r
dt

)1/r

≤ C∥g∥Lr′ (Lp′ ), (14.22)

where a prime denotes the corresponding dual index. Moreover, s 7→ T (t −
s)g(s) ∈ Lp(Rn) is integrable for a.e. t ∈ R.

2Marcel Riesz (1886–1969), Hungarian mathematician
2Olof Thorin (1912–2004), Swedish mathematician

http://en.wikipedia.org/wiki/Marcel Riesz
http://en.wikipedia.org/wiki/Olof Thorin
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Proof. Of course TS(t − s)g(s) is measurable. Applying our interpolation
estimate we obtain∫

∥TS(t− s)g(s)∥pds ≤ C

∫
1

|t− s|1−α
∥g(s)∥p′ds,

where α = 1− n(1/2− 1/p) ∈ (0, 1) by our restriction on p.
Furthermore, our choice for r implies α = 1 − 2

r = 1
r′ −

1
r with r′ =

2
1+α ∈ (1, α−1). So taking the ∥.∥Lr norm on both sides and using the
Hardy–Littlewood–Sobolev inequality3 (Theorem 10.10 from [34]) gives the
estimate.

Hence the claim about integrability follows from Minkowski’s integral
inequality (Theorem B.29). □

Note that the case p = 2 (and r = ∞) the above lemma holds by unitarity
and does not provide much new insight.

Theorem 14.12 (Strichartz4 estimates). Let TS be the Schrödinger group
and let (p, r) be admissible. Suppose g ∈ Lr

′
(R, Lp′(Rn)) and f ∈ L2(Rn).

Then we have the following estimates:

∥TS(t)f∥Lr(Lp) ≤ C∥f∥2, (14.23)∥∥∥∥∫
R
TS(s)g(s)ds

∥∥∥∥
2

≤ C∥g∥Lr′ (Lp′ ), (14.24)∥∥∥∥∫
R
TS(t− s)g(s)ds

∥∥∥∥
Lr(Lp)

≤ C∥g∥Lr′ (Lp′ ), (14.25)

where a prime denotes the corresponding dual index.
Here s 7→ TS(t − s)g(s) ∈ Lp(Rn) is integrable for a.e. t ∈ R and the

integral in (14.24) has to be understood as a limit in L2 when taking an
approximating sequence of functions g with support in compact rectangles.

Proof. Since the case p = 2 follows from unitarity, we can assume p > 2.
The claims about integrability and the last estimate follow from the lemma.

Using unitarity of TS and Fubini we get∫
R

∫
Rn

(TS(t)f)(x)g(t, x)d
nx dt =

∫
Rn

f(x)

∫
R
(TS(t)g(t))(x)dt d

nx,

for g ∈ Lr
′
(R, Lp′(Rn)) with support in a compact rectangle. Note that in

this case we have g(t) ∈ L2(Rn) since p′ ≤ 2. This shows that the first and
second estimate are equivalent upon using the above characterization (14.20)
as well as the analogous characterization for the L2 norm.

3Godfrey Harold Hardy (1877–1947), English mathematician
3John Edensor Littlewood (1885–1977), English mathematician
4Robert Strichartz (1943–2021), American mathematician

http://en.wikipedia.org/wiki/Godfrey Harold Hardy
http://en.wikipedia.org/wiki/John Edensor Littlewood
http://en.wikipedia.org/wiki/Robert Strichartz


14.3. Strichartz estimates 315

Similarly, using again unitarity of TS and Fubini∥∥∥∥∫ TS(t)g(t)dt

∥∥∥∥2
2

=

∫
Rn

∫
R
(TS(t)g(t))(x)dt

∫
R
(TS(s)g(s))(x)

∗ds dnx

=

∫
Rn

∫
R
g(t, x)

∫
R
TS(t− s)g(s, x)∗ds dt dnx,

which shows that the second and the third estimate are equivalent with a
similar argument as before. □

Note that using the scaling f(x) → f(λx) for λ > 0 shows that the left-
hand side of (14.23) scales like λ−n/p−2/r while the right-hand side scales
like λ−n/2. So (14.23) can only hold if n

p + 2
r = n

2 .
In connection with the Duhamel formula the following easy consequence

is also worth while noticing:

Corollary 14.13. We also have∥∥∥∥∫ t

0
TS(t− s)g(s)ds

∥∥∥∥
2

≤ C∥g∥Lr′ (Lp′ ), (14.26)∥∥∥∥∫ t

0
TS(t− s)g(s)ds

∥∥∥∥
Lr(Lp)

≤ C∥g∥Lr′ (Lp′ ). (14.27)

Proof. The second estimate is immediate from the lemma and the first
estimate follows from (14.24) upon restricting to functions g supported in
[0, t] and using a simple change of variables

∫ t
0 T (t− s)g(s)ds =

∫ t
0 T (s)g(t−

s)ds. □

Note that, apart from unitarity of TS , only (14.17) was used to derive
these estimates. Moreover, since TS commutes with derivatives, we can also
get analogous estimates for derivatives:

Corollary 14.14. We have the following estimates for k ∈ N0:

∥TS(t)f∥Lr(Wk,p) ≤ C∥f∥Hk , (14.28)∥∥∥∥∫
R
TS(s)g(s)ds

∥∥∥∥
Hk

≤ C∥g∥Lr′ (Wk,p′ ), (14.29)∥∥∥∥∫
R
TS(t− s)g(s)ds

∥∥∥∥
Lr(Wk,p)

≤ C∥g∥Lr′ (Wk,p′ ), (14.30)
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as well as ∥∥∥∥∫ t

0
TS(t− s)g(s)ds

∥∥∥∥
Hk

≤ C∥g∥Lr′ (Wk,p′ ), (14.31)∥∥∥∥∫ t

0
TS(t− s)g(s)ds

∥∥∥∥
Lr(Wk,p)

≤ C∥g∥Lr′ (Wk,p′ ). (14.32)

Proof. Consider dense sets f ∈ S(Rn) and g ∈ Cc(R,S(Rn)). Then we have
for example

∥∂jTS(t)f∥Lr(Lp) = ∥TS(t)∂jf∥Lr(Lp) ≤ C∥∂jf∥2
by applying (14.23) to ∂jf . Combining the estimates for f and its derivatives
gives (14.28). Similarly for the other estimates. □

Problem 14.6. Does the translation group T (t)g(x) := g(x − t) satisfy
(14.17)?

Problem 14.7. Let u(t) := TS(t)g for some g ∈ L1(Rn). Show that u ∈
C(R \ {0}, C0(Rn)). (Hint: Choose g ∈ Hr(Rn) for a suitable r and then
approximate.)

Problem 14.8. Prove that there is no triple p, q, t with 1 ≤ q < p < ∞,
t ∈ R such that

∥TS(t)g∥q ≤ C∥g∥p.
(Hint: The translation operator Taf(x) := f(x − a) commutes with TS(t).
Moreover, we have

lim
|a|→∞

∥f + Taf∥p = 21/p∥f∥p, 1 ≤ p <∞.

Now apply this to the claimed estimate.)

14.4. Well-posedness in L2 and H1

The main obstacle to proving a local existence result in L2 is the fact that
our nonlinearity does not map L2 to L2 (and this was precisely the reason for
choosing Hr in the previous section). On the other hand, the time evolution
conserves the L2 norm and hence we expect global solutions in this case.

So let us make two observations: First of all our nonlinearity F (u) =

|u|α−1u maps Lp to Lp/α, so the only chance is that the linear time evolution
improves this behavior. Now we know, since our evolution is unitary, there
is no hope to get this for fixed t, but this is true in some averaged sense by
the Strichartz estimate (14.23). Hence, if we add such a space-time norm
to the L2 norm, we might be able to control our singularity. In fact, the
estimates (14.26) and (14.27) allow us to control the Duhamel part in (14.7)
both in the L2 and the space-time norm, respectively (the linear part being
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taken care of by unitarity and (14.23)). Since the spatial parts of the space-
time norms must match up, we need p′α = p, that is, p = 1 + α. For the
time part an inequality r′α ≤ r is sufficient since in this case Lr′α ⊆ Lr by
Hölder’s inequality. This imposes the restriction α ≤ 1 + 4

n . In fact, we will
impose a strict inequality since we will use the contribution from Hölder’s
inequality to get a contraction. Moreover, note that the dependence on the
initial condition g is controlled by the L2 norm alone and this will imply
that our contraction is uniform (in fact Lipschitz on bounded domains) with
respect to the initial condition in L2, and so will be the solution.

Theorem 14.15. Suppose 1 < α < 1 + 4
n and consider the Banach space

X := C([−t0, t0], L2(Rn)) ∩ Lr([−t0, t0], Lα+1(Rn)), r =
4(α+ 1)

n(α− 1)
,

(14.33)
with norm

∥f∥ := sup
t∈[−t0,t0]

∥f(t)∥2 +
(∫ t0

−t0
∥f(t)∥rα+1dt

)1/r

. (14.34)

Then for every g ∈ L2(Rn) there is a t0 = t0(∥g∥2) > 0, such that there is a
unique solution u ∈ X of (14.7). Moreover, the solution map g 7→ u(t) will
be Lipschitz continuous from every ball ∥g∥2 ≤ ρ to X defined with t0(ρ).

Proof. We take [0, t0] as an interval for notational simplicity. We will show
that (14.7) gives rise to a contraction on the closed ball B̄a(0) ⊂ X provided
a and t0 are chosen accordingly. Denote the right-hand side of (14.7) by
K(u) ≡ Kg(u). We will fist show that K : B̄a(0) → B̄a(0) for a suitable a
depending on ∥g∥2. To this end we first invoke (14.23), (14.26), and (14.27)
with p = α+ 1 (p′ = α+1

α ) to obtain

∥K(u)∥ ≤ (1 + C)∥g∥2 + 2C

(∫ t0

0
∥|u|α(t)∥r′(α+1)/αdt

)1/r′

≤ (1 + C)∥g∥2 + 2C

(∫ t0

0
∥u(t)∥αr′α+1dt

)1/r′

.

Next, since 1
r′ = θ + α−1

r + 1
r , where θ = 1 − α+1

r = 1 − n(α−1)
4 > 0 we can

use the generalized Hölder inequality in the form

∥1 · fα−1
1 f2∥r′ ≤ ∥1∥1/θ∥fα−1

1 ∥r/(α−1)∥f2∥r = tθ0∥f1∥α−1
r ∥f2∥r

(with f1(t) = f2(t) = ∥u(t)∥α+1) to obtain

∥K(u)∥ ≤ (1 + C)∥g∥2 + 2Ctθ0

(∫ t0

0
∥u(t)∥rα+1dt

)α/r
≤ (1 + C)∥g∥2 + 2Ctθ0a

α
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for u ∈ B̄a(0). Now we choose a = (2 + C)∥g∥2 and 2C(2 + C)tθ0a
α−1 < 1

such that

∥K(u)∥ ≤ (1 + C)∥g∥2 + 2Ctθ0(2 + C)α∥g∥α2 < (2 + C)∥g∥2 = a.

Similarly we can show that K is a contraction. Invoking (14.26) and (14.27)
we have

∥K(u)−K(v)∥ ≤ 2C

(∫ t0

0
∥|u(t)|α−1u(t)− |v(t)|α−1v(t)∥r′(α+1)/αdt

)1/r′

Now using (Problem 14.4)∣∣|u|α−1u− |v|α−1v
∣∣ ≤ α

(
|u|α−1 + |v|α−1

)
|u− v|, u, v ∈ C,

and invoking the generalized Hölder inequality in the form

∥|u|α−1|u− v|∥(α+1)/α ≤ ∥|u|α−1∥(α+1)/(α−1)∥u− v∥α+1 = ∥u∥α−1
α+1∥u− v∥α+1

and then in the previous form with f1 = ∥u∥α+1, f2 = ∥u−v∥α+1, we obtain

∥K(u)−K(v)∥ ≤ 2αC

(∫ t0

0

(
(∥u∥α−1

α+1 + ∥v∥α−1
α+1)∥u− v∥α+1

)r′
dt

)1/r′

≤ 2αCtθ02a
α−1

(∫ t0

0
∥u− v∥rα+1dt

)1/r

≤ 4αCtθ0a
α−1∥u− v∥.

Hence, decreasing t0 further (if necessary), such that we also have 4αCtθ0aα−1 <
1, we get a contraction. Moreover, since ∥Kg(u) −Kf (u)∥ = ∥Kg−f (0)∥ ≤
(1 + C)∥g − f∥2, the uniform contraction principle establishes the theo-
rem. □

By interpolation (Problem 14.10) we also have:

Corollary 14.16. The solution u is also in

Lr/θ([−t0, t0], L2(α+1)/(α+1−θ(α−1))(Rn))
for any θ ∈ (0, 1).

Moreover, as in the previous section we obtain:

Corollary 14.17. The maximal solution u is global in C(R, L2(Rn)) and
preserves the L2 norm: ∥u(t)∥2 = ∥g∥2. In addition, it has the properties
stated in the theorem for any t0 > 0.

Let me remark that it is possible to cover the case α = 1+ 4
n . The main

difference is that the Hölder-type estimate in terms of tθ for the integral in
(14.7) is useless since θ = 0. However, the integral still tends to zero as
t→ 0. This will be true locally in a sufficiently small neighborhood, but we
cannot control this neighborhood in terms of ∥g∥2.
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However, we will turn to the case of initial conditions in H1 instead.

Theorem 14.18. Suppose n ≥ 3 and 2 ≤ α < n+2
n−2 . Consider the Banach

space

X := C([−t0, t0], H1(Rn)) ∩ Lr([−t0, t0],W 1,p(Rn)), (14.35)

where

p =
n(α+ 1)

n+ α− 1
, r =

4(α+ 1)

(n− 2)(α− 1)
, (14.36)

with norm

∥f∥ := sup
t∈[−t0,t0]

∥f(t)∥1,2 +
(∫ t0

−t0
∥f(t)∥r1,pdt

)1/r

. (14.37)

Then for every g ∈ H1(Rn) there is a t0 = t0(∥g∥1,2) > 0, such that there is
a unique solution u ∈ X of (14.7). Moreover, the solution map g 7→ u(t) will
be Lipschitz continuous from every ball ∥g∥1,2 ≤ ρ to X defined with t0(ρ).

Proof. We begin with estimating the nonlinearity. For u, v ∈ W 1,p and
w ∈ Lp we obtain

∥|u|α−2vw∥p′ ≤ ∥u∥α−2
q ∥v∥q∥w∥p ≤ C∥∇u∥α−2

p ∥∇v∥p∥w∥p,

where we have applied the generalized Hölder inequality with 1
p′ =

α−2
q + 1

q+
1
p

in the first step (requiring α ≥ 2) and the Gagliardo–Nirenberg–Sobolev
inequality (Theorem 9.22 – since we need p < n, we need to require n > 2)
with 1

q = 1
p −

1
n in the second step. In particular, this imposes

1− 2

p
=
α− 1

q
=
α− 1

p
− α− 1

n

and explains our choice for p. The choice of r is of course dictated by (14.21)
such that we can apply our Strichartz estimates. At this point a weaker
upper bound (namely α < n

n−4 for n ≥ 4) is still sufficient.
Now using this estimate we see (cf. Problem 14.4)

∥|u|α−1u∥p′ ≤ C∥∇u∥α−1
p ∥u∥p, ∥∇|u|α−1u∥p′ ≤ α∥|u|α−1∇u∥p′ ≤ αC∥∇u∥αp

and hence
∥|u|α−1u∥1,p′ ≤ C̃∥u∥α1,p.

Similarly we obtain

∥|u|α−1u− |v|α−1v∥p′ ≤ α∥
(
|u|α−1 + |v|α−1

)
|u− v|∥p′

≤ αC
(
∥∇u∥α−1

p + ∥∇v∥α−1
p

)
∥u− v∥p
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and

∥∇|u|α−1u−∇|v|α−1v∥p′

≤ (α− 1)(α+ 2)∥
(
|u|α−2 + |v|α−2

)
|u− v| |∇u|∥p′

+ α∥|v|α−1|∇u−∇v|∥p′

≤ (α− 1)(α+ 2)C
(
∥∇u∥α−2

p + ∥∇v∥α−2
p

)
∥∇(u− v)∥p∥∇u∥p

+ αC∥∇v∥α−1
p ∥∇u−∇v∥p.

In summary,

∥|u|α−1u− |v|α−1v∥1,p′ ≤ C̄
(
∥u∥α−1

1,p + ∥v∥α−1
1,p

)
∥u− v∥1,p.

Now the rest follows as in the proof of Theorem 14.15. Note that in this case
θ = 1− α+1

r = 2+n+(2−n)α
4 explaining our upper limit for α. □

Note that since we have H1(Rn) ⊆ Lα+1(Rn) for n ≥ 3 and α < n+2
n−2 by

the Gagliardo–Nirenberg–Sobolev inequality (Theorem 9.22), both the mo-
mentum and the energy are finite and preserved by our solutions. Moreover,
in the defocusing case the momentum and the energy control the H1 norm
and hence we obtain:

Corollary 14.19. In the defocusing case the maximal solution u is global
in C(R, H1(Rn)) and preserves both momentum and energy. In addition, it
has the properties stated in the theorem for any t0 > 0.

In the focusing case we need to control the Lα+1 norm in terms of the
H1 norm using the Gagliardo–Nirenberg–Sobolev inequality.

Corollary 14.20. In the focusing case the maximal solution u is global in
C(R, H1(Rn)) and preserves both momentum and energy if one of the fol-
lowing conditions hold:

(i) α < 1 + 4
n .

(ii) α = 1 + 4
n and ∥g∥2 < ( 2(n−1)

(n+2)(n−2))
n/4.

(iii) α > 1+ 4
n and ∥g∥1,2 is sufficiently small such that ∥∇g∥2 < 1 and

2E(0) + 4(n−1)
(n(n−2)(α+1)∥g∥

α+1−n(α−1)/2
2 < 1.

Proof. Using the Gagliardo–Nirenberg–Sobolev inequality and the Lyapunov
inequality (Problem B.14) with 1

1+α = θ(12 − 1
n) +

1−θ
2 (i.e. θ = n(α−1)

2(α+1) ) we
obtain

∥u(t)∥α+1
α+1 ≤

2(n− 1)

n(n− 2)
∥u(t)∥α+1−n(α−1)/2

2 ∥∇u(t)∥n(α−1)/2
2 . (14.38)
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Thus

∥∇u(t)∥22 = 2E(0) +
2

α+ 1
∥u(t)∥α+1

α+1

≤ 2E(0) + 2C∥g∥α+1−n(α−1)/2
2 ∥∇u(t)∥n(α−1)/2

2 , (14.39)

where we have set C := 2(n−1)
n(n−2)(α+1) .

(i). Now if α < 1 + 4
n , then n(α−1)

2 < 2 and ∥∇u(t)∥2 remains bounded.

(ii). In the case α = 1 + 4
n this remains still true if 2C∥g∥4/n2 < 1.

(iii). If α > 1+ 4
n we can choose ∥g∥1,2 so small such that the given conditions

hold. Note that this is possible since our above calculation shows

E(0) ≤ 1

2
∥∇g∥22 + C∥g∥α+1−n(α−1)/2

2 ∥∇g∥n(α−1)/2
2 .

Now if we start with ∥∇u(0)∥22 ≤ 1 and assume ∥∇u(t)∥22 = 1 we get the
contradiction 1 = ∥∇u(t)∥22 ≤ 2E(0) + 2C∥g∥α+1−n(α−1)/2

2 < 1. Hence
∥∇u(t)∥22 < 1 as desired. □

Problem 14.9. Show that (14.33) is a Banach space. (Hint: Work with test
functions from C∞

c .)

Problem 14.10. Suppose f ∈ Lp0(I, Lq0(U)) ∩ Lp1(I, Lq1(U)). Show that
f ∈ Lpθ(I, Lqθ(U)) for θ ∈ [0, 1], where

1

pθ
=

1− θ

p0
+

θ

p1
,

1

qθ
=

1− θ

q0
+
θ

q1
.

(Hint: Lyapunov and generalized Hölder inequality — Problem B.14 and
Problem B.12.)

14.5. Standing waves

A solution of the form

u(x, t) = φω(x)e
iωt, ω > 0, (14.40)

of the focusing NLS equation is called a standing wave. Inserting this
ansatz into the equation shows that φω must be a solution of the following
nonlinear elliptic problem

−∆φω + ωφω = |φω|α−1φω. (14.41)

Note that one can choose ω = 1 without loss of generality since if φ is a
solution for ω = 1 then

φω(x) = ω
1

α−1φ(ω1/2x) (14.42)

is a solution for ω > 0. Moreover, if φ is a solution, so is eiθφ(.− a) for any
θ ∈ R and a ∈ Rn.
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If one multiplies (14.41) with a test function v ∈ H1(Rn) and integrates
over Rn one obtains the weak formulation∫

Rn

(
∇φ · ∇v + φv − |φ|α−1φv

)
dnx = 0, v ∈ H1(Rn). (14.43)

In particular, choosing v = φ∗ we obtain∫
Rn

(
|∇φ|2 + |φ|2 − |φ|α+1

)
dnx = 0, (14.44)

which shows that, if we flip the sign in front of the nonlinearity (defocusing
case), there is only the trivial solution.

In one-dimension one has the explicit solution

φ(x) =

( √
1 + β

cosh(βx)

)1/β

, β =
α− 1

2
. (14.45)

In higher dimensions we can apply Theorem 13.6 to get existence of solutions:

Theorem 14.21. Suppose n ≥ 2 and 1 < α < n+2
n−2 . Then the nonlinear

elliptic problem (14.41) has a weak positive radial solution in H1(Rn).

Proof. To apply Theorem 13.6 we choose X = H1
rad(Rn,R) and Y =

Lα+1
rad (Rn,R) and note that the Strauss inequality (Corollary 14.24) implies

compactness of the embedding X ↪→ Y for the range of α under considera-
tion. Hence minimizing

F (u) =
1

2

∫
Rn

(
|∇u|2 + |u|2

)
dnx

under the constraint (cf. Example 13.3)

N(u) =
1

α+ 1

∫
Rn

|u|α+1dnx = 1

gives a weak radial solution u0 of the problem

−∆u+ u = λ|u|α−1u.

In particular, choosing u0 as a test function for the weak formulation shows
λ > 0. Moreover, by Lemma 9.8 we have |u0| ∈ H1

rad(Rn) with F (|u0|) =
F (u0) and hence |u0| is also a minimizer. Rescaling this solution according
to φ(x) = λ1/(α−1)|u0(x)| establishes the claim. □

Note that for α ≤ n
n−2 we have |u|α−1u ∈ L2(Rn) for u ∈ H1(Rn) and

hence (−∆+ 1)φ ∈ L2(Rn) implying φ ∈ H2(Rn).
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Finally, we remark that the restriction α < n+2
n−2 is also necessary for

solutions to exist. This follows from the Pokhozhaev identity5 (Prob-
lem 14.12)

n− 2

2

∫
Rn

|∇φ|2dnx+
n

2

∫
Rn

|φ|2dnx =
n

α+ 1

∫
Rn

|φ|α+1dnx. (14.46)

Combining this equality with (14.44) gives

(α− 1− 2
α+ 1

n
)

∫
Rn

|∇φ|2dnx+ (α− 1)

∫
Rn

|φ|2dnx = 0. (14.47)

Since the first coefficient is nonnegative for α ≥ n+2
n−2 if n ≥ 3, we see that

there cannot be a nontrivial solution in this case.
Example 14.1. The standing waves (14.40) can also be used to establish
blowup in the case α = 1 + 4

n . Indeed by Problem 14.2

u(t, x) := t−n/2ei|x|
2/(4t)−i/tφ

(x
t

)
will be a solution for t ̸= 0. Now note that while ∥u(t)∥2 = ∥u(0)∥2, we have

∥∇u(t)∥22 = |t|n−2

∫
Rn

(
|x|2

4
φ(
x

t
)2 + |∇φ(x

t
)|2
)
dnx

=
1

4
∥|x|φ(x)∥22 +

1

t2
∥∇φ∥22,

which shows that the gradient will blow up as t→ 0. ⋄

Problem 14.11. Let 1 < α < n+2
n−2 be an odd integer (i.e. n = 2 and

α = 3, 5, 6, . . . or n = 3 and α = 3). Show that φ ∈ Hk(Rn) for any k ∈ N.
(Hint: As already pointed out we have φ ∈ H2.)

Problem 14.12. Suppose φ ∈ H2(Rn) ∩ Lα+1(Rn) is a solution of (14.41)
with ω = 1 such that |x|∂βφ(x) ∈ L2(Rn) for |β| ≤ 2. Show that φ satisfies
(14.46). (Hint: Multiply (14.41) with x · ∇φ(x)∗ and take the real part;
compare the proof of Lemma 14.9.)

14.6. Appendix: Radial Sobolev spaces

Consider B := BR(0) ⊆ Rn (with the case R = ∞ allowed). The subset

W k,p
rad(B) := {f ∈W k,p(B)|f is radial} (14.48)

is closed and hence a Banach space of its own. To see this take a Cauchy
sequence of radial functions. Without loss of generality we can assume that
it converges pointwise a.e. In particular, any rotated point leads to the same
limit and hence the limit function is also radial (a.e.).

5Stanislav Ivanovich Pokhozhaev (1935–2014), Soviet mathematician

http://en.wikipedia.org/wiki/Stanislav Ivanovich Pokhozhaev
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Of course there is a one to one correspondence between radial functions
on B and functions on [0, R). For every radial function f on B let f̃ be the
associated function on (0, R) defined such that f(x) = f̃(r), where r = |x|.
Note that by Lemma A.11 we have(

Sn

∫ ∞

0
|f̃(r)|prn−1dr

)1/p

= ∥f∥p, 1 ≤ p <∞, (14.49)

for radial functions. In particular, we have f ∈ Lprad(B) if and only if f̃ ∈
Lp((0, R), rn−1dr).

Lemma 14.22. We have f ∈W 1,p
rad(B) if and only if f̃ ∈W 1,p((0, R), rn−1dr)

with equivalent norms. The derivatives are connected via

f̃ ′(r) =
x

r
· ∇f(x), r = |x|, (14.50)

and
∇f(x) = f̃ ′(r)

x

r
. (14.51)

Here W 1,p((0, R), rn−1dr) is the set of all functions f ∈ AC(0, R) for which
f, f ′ ∈ Lp((0, R), rn−1dr).

Proof. Let f ∈ W 1,p
rad(B). To show that f̃ has a weak derivative we take

ϕ̃ ∈ C∞
c (0, R) and set ϕ(x) = ϕ̃(|x|) (note that ϕ ∈ C∞

c (B)). Then one
checks

ϕ̃′(r) =
n∑
j=1

xj
r
(∂jϕ)(x), r := |x|,

and thus (using integration by parts, the product rule, and div( xrn ) = 0)∫ R

0
f̃(r)ϕ̃′(r)dr = S−1

n

n∑
j=1

∫
B
f(x)

xj
r
(∂jϕ)(x)r

−n+1dnx

= −S−1
n

n∑
j=1

∫
B

(
∂j
xj
rn
f(x)

)
ϕ(x)dnx

= −S−1
n

n∑
j=1

∫
B

xj
r
(∂jf)(x)ϕ(x)r

−n+1dnx

= −
∫ R

0
g̃(r)ϕ̃(r)dr,

where

g̃(r) := S−1
n

n∑
j=1

∫
Sn−1

xj
r
(∂jf)(rω)dσ

n−1(ω).
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Since the differential operator
∑n

j=1
xj
r ∂j is invariant under rotations, the

spherical average is not necessary and we have in fact

g̃(r) =
n∑
j=1

xj
r
(∂jf)(x).

This shows that f̃ has a weak derivative given by g̃.
Conversely, suppose f̃ is W 1,p((0, R), rn−1dr) and let f(x) := f̃(r). Then

xj 7→ f(x) is absolutely continuous with derivative given by ∂jf(x) = f̃ ′(r)
xj
r

(cf. Problem 4.39 from [34]). Hence for ϕ ∈ C∞
c (B) we have∫

B
f(x)∂jϕ(x)d

nx =

∫
Q
f̃(r)∂jϕ(x)d

nx = −
∫
Q
(∂j f̃(r))ϕ(x)d

nx

= −
∫
B
f̃ ′(r)

xj
r
ϕ(x)dnx,

where we have replaced B by a cube Q ⊇ B for the purpose of integration
by parts.

The connection between the norms follows from (14.49). □

The crucial observation due to Strauss6 is that a radial function auto-
matically satisfies a decay estimate:

Lemma 14.23. For f ∈ W 1,p
rad(R

n), 1 ≤ p < ∞, we have the Strauss
inequality

rn−1|f̃(r)|p ≤ p

Sn
∥f∥p−1

p ∥∇f∥p. (14.52)

Proof. By Lemma 14.22 f̃ ∈W 1,p((0,∞), rn−1dr) and hence F (r) := rn−1|f̃(r)|p
is absolutely continuous and integrable. In particular,

F (r)− F (R) = −
∫ R

r
F ′(s)ds

= −(n− 1)

∫ R

r
|f̃(s)|psn−2ds− pRe

∫ R

r
|f̃(s)|p−2f̃(s)∗f̃ ′(s)sn−1ds

and letting R → ∞ shows that limR→∞ F (R) exists. Since F is integrable
it must be zero:

F (r) = −(n− 1)

∫ ∞

r
|f̃(s)|psn−2ds− pRe

∫ ∞

r
|f̃(s)|p−2f̃(s)∗f̃ ′(s)sn−1ds.

6Walter Alexander Strauss (* 1937), American mathematician

http://en.wikipedia.org/wiki/Walter Alexander Strauss
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Hence

F (r) ≤ p

∫ ∞

0
|f̃(s)|p−1|f̃ ′(s)|sn−1ds

≤ p∥f̃∥p−1
Lp((0,∞),rn−1dr)

∥f̃ ′∥Lp((0,∞),rn−1dr)

≤ pS−1
n ∥f∥p−1

p ∥∇f∥p
by Lemma 14.22. □

Corollary 14.24. For f ∈W 1,p
rad(R

n) we have

∥(1− χBr(0))f∥q ≤
C1−p/q

r(n−1)(1/p−1/q)
∥f∥W 1,p , q ≥ p. (14.53)

Consequently W 1,p
rad(R

n) is compactly embedded into Lq(Rn) for q ∈ (p, np
n−p)

if n ≥ max(p, 2).

Proof. By the Strauss inequality (14.52) we have

|f̃(r)| ≤ Cr−(n−1)/p∥f∥W 1,p

and hence for q ≥ p

|f̃(r)|qrn−1 ≤ Cq−pr−(n−1)(q−p)/p∥f∥q−p
W 1,p |f̃(r)|prn−1

Integrating from R to ∞ shows∫ ∞

R
|f̃(r)|qrn−1dr ≤ Cq−pR−(n−1)(q−p)/p∥f∥q−p

W 1,p

∫ ∞

R
|f̃(r)|prn−1dr

and hence

∥(1− χBR(0))f∥qq ≤
Cq−p

R(n−1)(q−p)/p ∥f∥
q−p
W 1,p∥f∥pp ≤

Cq−p

R(n−1)(q−p)/p ∥f∥
q
W 1,p .

Finally Theorem 9.33 gives compactness of the embedding. □

Example 14.2. Note that Examples 9.14 and 9.15 show that the corollary
fails for q = np

n−p and q = p, respectively. ⋄
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Appendix A

Calculus facts

A.1. Differentiation

Let U ⊆ Rn be a domain. Then Ck(U) denotes the set of all real-valued
functions which have continuous partial derivatives of order up to k. The
functions which have partial derivatives of all orders are denoted by C∞(U).
The support of a functions is defined as

supp(f) := {x ∈ U |f(x) ̸= 0} (A.1)

and f is said to be supported in V if supp(f) ⊆ V . The set of Ck functions
with compact support is denoted by Ckc (U).

When handling derivatives of functions of several variables, things sim-
plify considerably once one uses the right notation. The weapon of choice
is usually the multi-index notation of Laurent Schwartz. So, may the
Schwartz be with you:

For f ∈ Ck(U) and α ∈ Nn0 we set

∂αf :=
∂|α|f

∂xα1
1 · · · ∂xαn

n
, |α| := α1 + · · ·+ αn, (A.2)

for |α| ≤ k. Also recall that by the classical theorem of Schwarz the order in
which these derivatives are performed is irrrelevant. In this context α ∈ Nn0 is
called a multi-index and |α| is called its order. Multi-indices are partially
ordered via β ≤ α provided βj ≤ αj for 1 ≤ j ≤ n.

We will also set

xα := xα1
1 · · ·xαn

n , (λx)α = λ|α|xα (A.3)

329
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for x = (x1, . . . , xn) ∈ Rn and λ ∈ R. Furthermore, there are generalizations
for the factorial and the binomial coefficients(

α

β

)
:=

α!

β!(α− β)!
, α! :=

n∏
j=1

(αj !). (A.4)

Note that the binomial coefficients can be computed recursively as usual:(
α+ δ

β

)
=

(
α

β

)
+

(
α

β − δ

)
, |δ| = 1. (A.5)

Also note that
α! ≤ |α|! ≤ n|α|α!. (A.6)

As a simple exercise one can verify

∂βx
α =

{
α!

(α−β)!x
α−β, α ≥ β,

0, else.
(A.7)

Some slightly more sophisticated formulas are collected in the next lemma.

Lemma A.1. With this notation one has

(i) For x, y ∈ Rn we have the multi-binomial theorem

(x+ y)α =
∑
β≤α

(
α

β

)
xβyα−β. (A.8)

(ii) For x = (x1, . . . , xn) ∈ Rn and m ∈ N we have the multinomial
theorem

(x1 + . . .+ xn)
m =

∑
|α|=m

m!

α!
xα. (A.9)

(iii) For f, g ∈ Ck(U) we have the Leibniz rule

∂α(f · g) =
∑
β≤α

(
α

β

)
(∂βf)(∂α−βg), |α| ≤ k. (A.10)

If f ∈ Ck+1(U) we can fix x, y ∈ U and consider the real function
t 7→ f(x + ty) for t ∈ R sufficiently small. One computes the directional
derivatives

dm

dtm
f(x+ ty) =

∑
|α|=m

|α|!
α!

(∂αf(x+ ty)) yα, m ≤ k,

and applying the classical Taylor theorem to g(t) := f(x+ ty) shows:
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Theorem A.2 (Taylor). Let f ∈ Ck+1(U) and x0 ∈ U . Then for every x
in a neighborhood of x0 we have

f(x) =
∑
|α|≤k

∂αf(x0)

α!
(x− x0)

α +Rk(x, x0), (A.11)

where the remainder is given by

Rk(x, x0) :=
∑

|α|=k+1

∂αf((1− t)x0 + t x)

α!
(x− x0)

α (A.12)

for some t = t(x, x0) ∈ [0, 1].

A function f : U → R is called real analytic, if it can be expanded into
an absolutely convergent power series

f(x) =
∑
α∈Nn

0

fα (x− x0)
α (A.13)

in a neighborhood of any point x0 ∈ U . We will write Cω(U) for the set of
real analytic function on a domain U ⊆ Rn. A convenient way to establish
convergence is comparison with a majorant, that is, a real analytic function
F (x) =

∑
α∈Nn

0
Fα (x− x0)

α with |fα| ≤ Fα for all α ∈ Nn0 .

As always, the geometric series will be a favorite choice.
Example A.1. The multidimensional geometric series∑

α∈Nn
0

xα =
n∏
j=1

∞∑
k=1

xkj =
n∏
j=1

1

1− xj

converges absolutely and uniformly on every compact subset of the rectangle
|xj | < 1, 1 ≤ j ≤ n. Moreover, the same is true for the series associated
with the derivatives∑

α∈Nn
0

∂βx
α =

∑
|α|≥|β|

α!

(α− β)!
xα−β =

n∏
j=1

∞∑
k=βj

k!

(k − βj)!
x
k−βj
j

=
n∏
j=1

1

βj !(1− xj)βj+1
= ∂β

∑
α∈Nn

0

xα. ⋄

For every a ∈ Rn we introduce the associated rectangle R(a) := {x ∈
Rn||xj | < |aj |, 1 ≤ j ≤ n}. Then using the multidimensional geometric series
as a majorant immediately gives

Lemma A.3. Suppose |fαaα| ≤M for some a ∈ Rn. Then the series

f(x) :=
∑
α∈Nn

0

fαx
α (A.14)
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converges absolutely and uniformly on every compact subset of the rectangle
R(a). Moreover, the same is true for the series associated with the derivatives
and we have ∑

α∈Nn
0

fα∂βx
α =

∑
|α|≥|β|

fα
α!

(α− β)!
xα−β. (A.15)

In particular, if R(a) is open (i.e. |aj | > 0, 1 ≤ j ≤ n), then f is real
analytic on R(a). In this case f is infinitely differentiable and

∂βf(x) =
∑
α∈Nn

0

fα∂βx
α. (A.16)

Conversely, note that if the sum in (A.14) converges for some x ∈ Rn,
then fαx

α converges to zero and hence is bounded. However, while this
implies that if x is in the domain of convergence of f , so is the entire rectangle
R(x), this does not imply that the domain of convergence (apart from the
question of boundary behavior) is a rectangle.
Example A.2. The series

1

1− (x1 + · · ·+ xn)
=

∞∑
k=0

(x1 + · · ·+ xn)
k =

∞∑
k=0

∑
|α|=k

k!

α!
xα =

∑
α

|α|!
α!

xα

is obviously convergent for |x1|+ · · ·+ |xn| < 1, while the series

1

1− |x|2
=

∞∑
k=0

(x21 + · · ·+ x2n)
k =

∑
α

|α|!
α!

x2α

is obviously convergent for |x| < 1. ⋄

In particular, if f is real analytic we can choose a = (r, . . . , r) for r > 0

sufficiently small to see that we have an estimate of the form |fα| ≤Mr−|α|.
Hence

F (x) =M

n∏
j=1

r

r − xj
or G(x) =

Mr

r − (x1 + · · ·+ xn)

will be majorants (clearly the second function majorizes the first) and the
derivatives ∂αf will be majorized by ∂αF . Consequently, a real analytic
function is smooth and is locally given by its Taylor expansion

f(x) =
∑
α∈Nn

0

∂αf(x0)

α!
(x− x0)

α. (A.17)

Furthermore, the Taylor coefficients at one point uniquely determine f .

Theorem A.4 (Unique continuation property). Suppose f ∈ Cω(U) where
U ⊆ Rn is connected. If (∂αf)(x0) = 0 for one x0 ∈ U and all α ∈ Nn0 , then
f vanishes identically on U .
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Proof. Let V := {x ∈ U |(∂αf)(x) = 0, ∀α ∈ Nn0}. Since x0 ∈ V it is
nonempty. Moreover, if x ∈ V , then the Taylor series vanishes and hence
f vanishes on a neighborhood of x. So V is open. If x ∈ ∂V , then all
derivatives of f at x vanish by continuity implying x ∈ V and hence V is
closed. Since U is connected we have V = U . □

Note that sums and products of real analytic functions are again real
analytic. Also the reciprocal of a nonvanishing real analytic function is real
analytic. And finally, the composition of real analytic functions is again real
analytic. These items are not particularly difficult but nevertheless quite
tedious to check and we refer to [18] for this, and much more!

Problem A.1. Show Leibniz’ rule.

Problem A.2. Fix k ∈ Rn. Show that f(x) := ek·x is real analytic on Rn.

A.2. Integration

The current section collects some required results about integration from
[34] to which we refer for further details and proofs.

When working with integrals one frequently faces the need to interchange
a limit with the integral. The premier tool for justifying this operation is

Theorem A.5 (Dominated convergence; Lebesgue). Let fn be a convergent
sequence of integrable functions on some measurable set U ⊆ Rn and set
f := limn→∞ fn. Suppose there is an integrable function g such that |fn| ≤ g.
Then f is integrable and

lim
n→∞

∫
U
fnd

nx =

∫
U
fdnx. (A.18)

Example A.3. Note that the existence of g is crucial: The functions fn(x) :=
1
2nχ[−n,n](x) on R converge uniformly to 0 but

∫
R fn(x)dx = 1. ⋄

As stated, this result only holds for functions which are integrable in the
sense of Lebesgue. The problem is, that the limit of Riemann integrable
functions is no longer Riemann integrable in general. Of course, from a
technical point of view it is convenient to know that one does not have to
worry about integrability of the limit (and this is one of the main virtues of
the Lebesgue integral). On the other hand, in many situation the limit is
known and the question of integrability of the limit does not even arise. So
in the case where you know that the limit is Riemann integrable, you can
of course apply this result since the Lebesgue integral is an extension of the
Riemann integral. We will only use it in such situations.

Using the dominated convergence theorem we can easily answer the ques-
tion when an integral depends continuously/differentiable on a parameter:
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Lemma A.6. Let X ⊆ R, Y ⊆ Rn, and f : X × Y → C. Suppose y 7→
f(x, y) is integrable for every x and x 7→ f(x, y) is continuous for every y.
Then

F (x) :=

∫
Y
f(x, y) dny (A.19)

is continuous if there is an integrable function g(y) such that |f(x, y)| ≤ g(y).

Proof. If xk → x then f(xk, y) → f(x, y) for every y and hence F (xk) =∫
Y f(xk, y) d

ny → F (x) =
∫
Y f(x, y) d

ny by dominated convergence. □

Lemma A.7. Let X ⊆ R, Y ⊆ Rn, and f : X × Y → C. Suppose y 7→
f(x, y) is integrable for all x and x 7→ f(x, y) is differentiable for almost
every y. Then

F (x) :=

∫
Y
f(x, y) dny (A.20)

is differentiable if there is an integrable function g(y) such that | ∂∂xf(x, y)| ≤
g(y). Moreover, y 7→ ∂

∂xf(x, y) is integrable and

F ′(x) =

∫
Y

∂

∂x
f(x, y) dny (A.21)

in this case.

Proof. Writing

∂

∂x
f(x, y) = lim

n→∞

f(x+ n−1, y)− f(x, y)

n−1

we see that it is measurable. Moreover, by the mean value theorem we have

|f(x+ ε, y)− f(x, y)|
ε

≤ g(y)

and hence dominated convergence implies

lim
ε→0

F (x+ ε)− F (x)

ε
= lim

ε→0

∫
Y

f(x+ ε, y)− f(x, y)

ε
dny

=

∫
Y

∂

∂x
f(x, y) dny

by dominated convergence. □

Another related question is exchanging the order of integration:

Theorem A.8 (Fubini). Let f be mesurable on X1 ×X2 ⊆ Rn × Rm.
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(i) If f ≥ 0, then
∫
f(., x2)d

mx2 and
∫
f(x1, .)d

nx1 are both locally
integrable and∫∫

X1×X2

f(x1, x2)d
n+m(x1, x2) =

∫
X2

(∫
X1

f(x1, x2)d
nx1

)
dmx2

=

∫
X1

(∫
X2

f(x1, x2)d
mx2

)
dnx1. (A.22)

(ii) If f is complex-valued, then f is integrable if and only if either of
the marginal integrals

x2 7→
∫
X1

|f(x1, x2)|dnx1 (A.23)

or
x1 7→

∫
X2

|f(x1, x2)|dmx2 (A.24)

is integrable, in which case they both are, and (A.22) holds.

In particular, if f(x1, x2) is either nonnegative or integrable, then the
order of integration can be interchanged. The case of nonnegative functions
is also called Tonelli’s theorem.1 In the general case the integrability
condition is crucial, as the following example shows.
Example A.4. Let X := [0, 1]× [0, 1] and consider

f(x, y) =
x− y

(x+ y)3
.

Then ∫ 1

0

∫ 1

0
f(x, y)dx dy = −

∫ 1

0

1

(1 + y)2
dy = −1

2

but (by symmetry)∫ 1

0

∫ 1

0
f(x, y)dy dx =

∫ 1

0

1

(1 + x)2
dx =

1

2
.

Consequently f cannot be integrable over X (verify this directly). ⋄

Theorem A.9 (Jensen’s inequality). Let φ : (a, b) → R be convex (a = −∞
or b = ∞ being allowed). Suppose X ⊂ Rn has finite measure |X| <∞ and
f : X → (a, b) is integrable. Then the negative part of φ ◦ f is integrable and

φ
( 1

|X|

∫
X
f dnx

)
≤ 1

|X|

∫
X
(φ ◦ f) dnx. (A.25)

For f ≥ 0 the requirement that f is integrable can be dropped if φ(b) is
understood as limx→b φ(x). Similarly, if φ(x) depends only on the absolute
value of x, finiteness of the right-hand side will imply integrability of f .

1Leonida Tonelli (1885–1946), Italian mathematician

http://en.wikipedia.org/wiki/Leonida Tonelli
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Theorem A.10 (change of variables). Let U, V ⊆ Rn and suppose f ∈
C1(U, V ) is a diffeomorphism and denote by Jf = det(∂f∂x ) the Jacobi deter-
minant of f . Then ∫

U
g(f(x))|Jf (x)|dnx =

∫
V
g(y)dny (A.26)

whenever g is nonnegative or integrable over V .

Example A.5. For example, we can consider polar coordinates T2 :
[0,∞)× [0, 2π) → R2 defined by

T2(ρ, φ) := (ρ cos(φ), ρ sin(φ)).

Then

det
∂T2

∂(ρ, φ)
= det

∣∣∣∣cos(φ) −ρ sin(φ)
sin(φ) ρ cos(φ)

∣∣∣∣ = ρ

and one has ∫
U
f(ρ cos(φ), ρ sin(φ))ρ d(ρ, φ) =

∫
T2(U)

f(x)d2x.

Note that T2 is only bijective when restricted to (0,∞) × [0, 2π). However,
since the set {0} × [0, 2π) is of measure zero, it does not contribute to the
integral on the left. Similarly, its image T2({0} × [0, 2π)) = {0} does not
contribute to the integral on the right. ⋄
Example A.6. We can use the previous example to obtain the transforma-
tion formula for spherical coordinates in Rn by induction. We illustrate
the process for n = 3. To this end let x = (x1, x2, x3) and start with spher-
ical coordinates in R2 (which are just polar coordinates) for the first two
components:

x = (ρ cos(φ), ρ sin(φ), x3), ρ ∈ [0,∞), φ ∈ [0, 2π).

Next use polar coordinates for (ρ, x3):

(ρ, x3) = (r sin(θ), r cos(θ)), r ∈ [0,∞), θ ∈ [0, π].

Note that the range for θ follows since ρ ≥ 0. Moreover, observe that r2 =
ρ2 + x23 = x21 + x22 + x23 = |x|2 as already anticipated by our notation. In
summary,

x = T3(r, φ, θ) := (r sin(θ) cos(φ), r sin(θ) sin(φ), r cos(θ)).

Furthermore, since T3 is the composition with T2 acting on the first two
coordinates with the last unchanged and polar coordinates P acting on the
first and last coordinate, the chain rule implies

det
∂T3

∂(r, φ, θ)
= det

∂T2
∂(ρ, φ, x3)

∣∣∣
ρ=r sin(θ)
x3=r cos(θ)

det
∂P

∂(r, φ, θ)
= r2 sin(θ).
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Hence one has∫
U
f(T3(r, φ, θ))r

2 sin(θ)d(r, φ, θ) =

∫
T3(U)

f(x)d3x.

Again T3 is only bijective on (0,∞)× [0, 2π)× (0, π).
It is left as an exercise to check that the extension to arbitrary dimensions

Tn : [0,∞)× [0, 2π)× [0, π]n−2 → Rn is given by

x = Tn(r, φ, θ1, . . . , θn−2)

with
x1 = r cos(φ) sin(θ1) sin(θ2) sin(θ3) · · · sin(θn−2),
x2 = r sin(φ) sin(θ1) sin(θ2) sin(θ3) · · · sin(θn−2),
x3 = r cos(θ1) sin(θ2) sin(θ3) · · · sin(θn−2),
x4 = r cos(θ2) sin(θ3) · · · sin(θn−2),

...
xn−1 = r cos(θn−3) sin(θn−2),
xn = r cos(θn−2).

The Jacobi determinant is given by

det
∂Tn

∂(r, φ, θ1, . . . , θn−2)
= rn−1 sin(θ1) sin(θ2)

2 · · · sin(θn−2)
n−2. ⋄

We also mention the following rule for integrating radial functions.

Lemma A.11. There is a measure σn−1 on the unit sphere Sn−1 :=
∂B1(0) = {x ∈ Rn| |x| = 1}, which is rotation invariant and satisfies∫

Rn

g(x)dnx =

∫ ∞

0

∫
Sn−1

g(rω)rn−1dσn−1(ω)dr, (A.27)

for every integrable (or positive) function g.
Moreover, the surface area of Sn−1 is given by

Sn := σn−1(Sn−1) = nVn, (A.28)

where Vn := λn(B1(0)) is the volume of the unit ball in Rn, and if g(x) =
g̃(|x|) is radial we have∫

Rn

g(x)dnx = Sn

∫ ∞

0
g̃(r)rn−1dr. (A.29)

Clearly in spherical coordinates the surface measure is given by

dσn−1 = sin(θ1) sin(θ2)
2 · · · sin(θn−2)

n−2dφ dθ1 · · · dθn−2. (A.30)

Example A.7. Let us compute the volume of a ball in Rn:

Vn(r) :=

∫
Rn

χBr(0)d
nx.



338 A. Calculus facts

By the simple scaling transform f(x) = rx we obtain Vn(r) = Vn(1)r
n and

hence it suffices to compute Vn := Vn(1).
To this end we use (Problem A.3)

πn/2 =

∫
Rn

e−|x|2dnx = nVn

∫ ∞

0
e−r

2
rn−1dr =

nVn
2

∫ ∞

0
e−ssn/2−1ds

=
nVn
2

Γ(
n

2
) = VnΓ(

n

2
+ 1),

where Γ is the gamma function (Problem A.4). Hence

Vn =
πn/2

Γ(n2 + 1)
. (A.31)

Since Γ(z + 1) = zΓ(z) (see Problem A.4), the case V1 = 2 shows

Γ(
1

2
) =

√
π (A.32)

from which we conclude the well-known values V2 = π and V3 = 4π
3 . ⋄

Example A.8. The above lemma can be used to determine when a radial
function is integrable. For example, we obtain∫

B1(0)
|x|−γdnx <∞ ⇔ γ < n,

∫
Rn\B1(0)

|x|−γdnx <∞ ⇔ γ > n. ⋄

Next we turn to approximation of f . The idea is to replace the value f(x)
by a suitable average computed from the values in a neighborhood. This is
done by choosing a nonnegative bump function ϕ, whose area is normalized
to 1, and considering the convolution

(ϕ ∗ f)(x) :=
∫
Rn

ϕ(x− y)f(y)dny =

∫
Rn

ϕ(y)f(x− y)dny. (A.33)

For example, if we choose ϕr = |Br(0)|−1χBr(0) to be the characteristic
function of a ball centered at 0, then (ϕr ∗f)(x) will be precisely the average
of the values of f in the ball Br(x). In the general case we can think of
(ϕ ∗ f)(x) as a weighted average. Moreover, if we choose ϕ differentiable, we
can interchange differentiation and integration to conclude that ϕ ∗ f will
also be differentiable. Iterating this argument shows that ϕ ∗ f will have as
many derivatives as ϕ. Finally, if the set over which the average is computed
(i.e., the support of ϕ) shrinks, we expect (ϕ ∗ f)(x) to get closer and closer
to f(x).

Lemma A.12. Let ϕε, ε ∈ (0, 1], be a family of nonnegative integrable
functions satisfying

(i)
∫
Rn ϕε(x)d

nx = 1 for all ε > 0.
(ii) For every ρ > 0 we have limε↓0

∫
|x|≥ρ ϕε(x)d

nx = 0.
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-

6 ϕε

Figure A.1. The Friedrichs mollifier

Then for every bounded continuous function f we have

lim
ε↓0

(ϕε ∗ f)(x) = f(x) (A.34)

locally uniformly. If f is uniformly continuous the limit is even uniform.

Proof. Fix r > 0 and δ > 0. Let M := supx∈Rn |g(x)|. Since f is uniformly
continuous on B̄r+1(0) we can choose a ρ ≤ 1 such that |f(x) − f(y)| ≤ δ
for all x ∈ B̄r(0) and y with |x− y| < ρ. Then

|(ϕε ∗ f)(x)− f(x)| ≤
∫
Rn

ϕε(x− y)|f(y)− f(x)|dny

=

∫
|y−x|<ρ

ϕε(x− y)|f(y)− f(x)|dny +
∫
|y−x|≥ρ

ϕε(x− y)|f(y)− f(x)|dny

≤ δ + 2M

∫
|y|≥ρ

ϕε(y)d
ny.

Hence lim supε↓0 |(ϕε ∗ f)(x)− f(x)| ≤ δ uniformly for x ∈ B̄r(0). Since δ is
arbitrary the claim follows. □

If in the situation of the above lemma ϕε ∈ C∞
c (Rn), then ϕε is called

mollifier and in this case Lemma A.7 shows that ϕε ∗ f ∈ C∞(Rn) with

∂α(ϕ ∗ f) = (∂αϕ) ∗ f. (A.35)

Example A.9. Choosing any nonnegative function ϕ with
∫
Rn ϕd

nx = 1,
the family ϕε(x) = ε−nϕ(xε ) will satisfy the conditions of the previous lemma
and the standard (also Friedrichs) mollifier (Figure A.1) corresponds to

ϕ(x) :=

{
1
c exp(

1
|x|2−1

), |x| < 1,

0, |x| ≥ 1,
c :=

∫
B1(0)

exp(
1

|x|2 − 1
)dnx.

To show that this function is indeed smooth it suffices to show that all right
derivatives of f(r) = exp(1r ) at r = 0 vanish, which can be done using
l’Hôpital’s rule. ⋄
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U
x0

ν0
ψ

Figure A.2. Straightening out the boundary

Finally we come to the Gauss–Green theorem. Here we will need the
case of a surface arising as the boundary of some domain U ⊂ Rn. To this
end we recall that U ⊆ Rn is said to have a C1 boundary if around any point
x0 ∈ ∂U we can find a small neighborhood O(x0) so that, after a possible
permutation of the coordinates, we can write

U ∩O(x0) = {x ∈ O(x0)|xn > γ(x1, . . . , xn−1)} (A.36)

with γ ∈ C1. Similarly we could define Ck or Ck,θ domains. We have

∂U ∩O(x0) = {x ∈ O(x0)|xn = γ(x1, . . . , xn−1)} (A.37)

and the outward pointing unit normal vector of ∂U is defined by

ν :=
1√

1 + (∂1γ)2 + · · ·+ (∂n−1γ)2
(∂1γ, . . . , ∂n−1γ,−1). (A.38)

The surface integral of a vector field u : U → Rn is defined as∫
∂U
u · ν dS :=

∫
U
u(x1, . . . , xn−1, γ) · (∂1γ, . . . , ∂n−1γ,−1)dn−1x. (A.39)

The surface measure dS is obtained by choosing u = ν, that is,

dS =
√

1 + (∂1γ)2 + · · ·+ (∂n−1γ)2d
n−1x. (A.40)

If ∂U cannot be covered by a single neighborhood, the domain has to be
split into smaller pieces such that this is possible and the integral has to be
defined as a sum.

Moreover, we have a change of coordinates y = ψ(x) such that in these
coordinates the boundary is given by (part of) the hyperplane yn = 0. Ex-
plicitly we have ψ ∈ C1

b (U ∩O(x0), V+(y
0)) given by

ψ(x) = (x1, . . . , xn−1, xn − γ(x1, . . . , xn−1)) (A.41)

with inverse ψ−1 ∈ C1
b (V+(y

0), U ∩O(x0)) given by

ψ−1(y) = (y1, . . . , yn−1, yn + γ(y1, . . . , yn−1)). (A.42)

Clearly, ν = (0, . . . , 0,−1) and dS = dn−1y in the new coordinates. This is
known as straightening out the boundary (see Figure A.2).
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Theorem A.13 (Gauss–Green). If U is a bounded C1 domain in Rn and
u ∈ C1(U,Rn) is a vector field, then∫

U
(div u)dnx =

∫
∂U
u · ν dS. (A.43)

Here div u =
∑n

j=1 ∂juj is the divergence of a vector field.

This theorem is also known as the divergence theorem or as Ostro-
gradski formula2. In the one-dimensional case it is just the fundamental
theorem of calculus.
Example A.10. Our main application of the Gauss–Green theorem will be
for balls. Hence let us at least verify the case of the unit ball in R3. By
linearity it suffices to consider the case where the vector field u is parallel
to one of the coordinate axes, say u = (0, 0, u3) such that div u = ∂3u3.
Abbreviating ρ :=

√
x21 + x22 we obtain∫

B1

(div u)d3x =

∫
ρ≤1

∫ √
1−ρ2

−
√

1−ρ2

∂u3
∂x3

(x)dx3 d(x1, x2)

=

∫
ρ≤1

(
u3(x1, x2,

√
1− ρ2)− u3(x1, x2,−

√
1− ρ2)

)
d(x1, x2).

Parametrizing the upper/lower hemisphere S2
± := {x|±x3 > 0, |x| = 1} using

x3 = ±
√
1− ρ2 we obtain dS = 1√

1−ρ2
d(x1, x2). Since ν = x

|x| (remember

that ν needs to point outwards) this gives∫
S2
±

u · ν dS = ±
∫
ρ≤1

u3(x1, x2,±
√

1− ρ2)d(x1, x2)

and verifies the Gauss–Green theorem for the unit ball in R3. Of course the
calculation easily generalizes to Rn. ⋄

Applying the Gauss–Green theorem to a product fg we obtain

Corollary A.14 (Integration by parts). We have∫
U
(∂jf)g d

nx =

∫
∂U
fgνjdS −

∫
U
f(∂jg)d

nx, 1 ≤ j ≤ n, (A.44)

for f, g ∈ C1(U).

Problem* A.3. Show

In :=

∫
Rn

e−|x|2dnx = πn/2.

(Hint: Use Fubini to show In = In1 and compute I2 using polar coordinates.)

2Mikhail Ostrogradsky (1801–1862), Ukrainian mathematician, mechanician and physicist

http://en.wikipedia.org/wiki/Mikhail Ostrogradsky
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Problem* A.4. The gamma function is defined via

Γ(z) :=

∫ ∞

0
xz−1e−xdx, Re(z) > 0. (A.45)

Verify that the integral converges in the indicated half-plane. Use integration
by parts to show

Γ(z + 1) = zΓ(z), Γ(1) = 1. (A.46)

Conclude Γ(n) = (n− 1)! for n ∈ N.

Problem* A.5. Show that Γ(12) =
√
π. Moreover, show

Γ(n+
1

2
) =

(2n)!

4nn!

√
π

(Hint: Use the change of coordinates x = t2 and then use Problem A.3.)

Problem* A.6. Show

α−zΓ(z) =

∫ 1

0
sα−1 log(1/s)z−1ds, Re(z) > 0, α > 0.

Problem A.7. Show∫ ∞

−∞

ezx

a+ ex
dx =

∫ ∞

0

yz−1

a+ y
dy =

πaz−1

sin(zπ)
, 0 < Re(z) < 1, a ∈ C \ (−∞, 0].

(Hint: First reduce it to the case a = 1. Then, use a contour consisting of
the straight lines connecting the points −R, R, R+2πi, −R+2πi. Evaluate
the contour integral using the residue theorem and let R → ∞. Show that
the contributions from the vertical lines vanish in the limit and relate the
integrals along the horizontal lines.)

Problem A.8. Show that the Beta function satisfies

B(u, v) :=

∫ 1

0
tu−1(1− t)v−1dt =

Γ(u)Γ(v)

Γ(u+ v)
, Re(u) > 0, Re(v) > 0.

A few other common forms are

B(u, v) = 2

∫ π/2

0
sin(θ)2u−1 cos(θ)2v−1dθ

=

∫ ∞

0

su−1

(1 + s)u+v
ds = 2−u−v+1

∫ 1

−1
(1 + s)u−1(1− s)v−1ds

= n

∫ 1

0
snu−1(1− sn)v−1ds, n > 0.

Use this to establish Euler’s reflection formula

Γ(z)Γ(1− z) =
π

sin(πz)
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and Legendre’s duplication formula3

Γ(2z) =
22z−1

√
π

Γ(z)Γ(z +
1

2
).

Conclude that the Gamma function has no zeros on C.
(Hint: Start with Γ(u)Γ(v) and make a change of variables x = ts, y =

t(1− s). For the reflection formula evaluate B(z, 1− z) using Problem A.7.
For the duplication formula relate B(z, z) and B(12 , z).)

Problem A.9. Verify the Gauss–Green theorem (by computing both inte-
grals) in the case u(x) = x and U = B1(0) ⊂ Rn.

Problem A.10. Let U be a bounded C1 domain in Rn and set ∂g
∂ν := ν ·∇g.

Verify Green’s first identity∫
U
(f∆g +∇f · ∇g)dnx =

∫
∂U
f
∂g

∂ν
dS

for f ∈ C1(U), g ∈ C2(U) and Green’s second identity∫
U
(f∆g − g∆f)dnx =

∫
∂U

(
f
∂g

∂ν
− g

∂f

∂ν

)
dS

for f, g ∈ C2(U).

Problem A.11. Let f be a locally integrable function and define

−
∫
∂Br(x)

f(y)dS(y) :=
1

nVnrn−1

∫
∂Br(x)

f(y)dS(y),

−
∫
Br(x)

f(y)dny :=
1

Vnrn

∫
Br(x)

f(y)dny.

Suppose f ∈ C2(Rn) and show

∂

∂r
−
∫
∂Br(x)

f(y)dS(y) =
r

n
−
∫
Br(x)

(∆f)(y)dny,

∂

∂r
−
∫
Br(x)

f(y)dny =
n

r

(
−
∫
∂Br(x)

f(y)dS(y)−−
∫
Br(x)

f(y)dny

)
.

Problem A.12 (Leibniz integral rule). Suppose f ∈ C(R) with ∂f
∂x (x, y) ∈

C(R), where R = [a1, b1]×[a2, b2] is some rectangle, and g ∈ C1([a1, b1], [a2, b2]).
Show

d

dx

∫ g(x)

a2

f(x, y)dy = f(x, g(x))g′(x) +

∫ g(x)

a2

∂f

∂x
(x, y)dy.

3Adrien-Marie Legendre (1752–1833), French mathematician

http://en.wikipedia.org/wiki/Adrien-Marie Legendre
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A.3. Fourier series

Given an integrable function f on (−π, π) we can define its Fourier series

F (f)(x) :=
a0
2

+
∑
n∈N

(
an cos(nx) + bn sin(nx)

)
, (A.47)

where the corresponding Fourier coefficients are given by

an :=
1

π

∫ π

−π
cos(nx)f(x)dx, bn :=

1

π

∫ π

−π
sin(nx)f(x)dx (A.48)

for n ∈ N0. At this point (A.47) is just a formal expression and it was (and to
some extend still is) a fundamental question in mathematics to understand
in what sense the above series converges. For example, does it converge at a
given point (e.g. at every point of continuity of f) or when does it converge
uniformly?

For our purpose the complex form

F (f)(x) =
∑
n∈Z

pfne
inx, pfn :=

1

2π

∫ π

−π
e−inyf(y)dy (A.49)

will be more convenient. The connection is given via pf±n = an∓ibn
2 , n ∈ N0

(with the convention b0 = 0).
The key observation is the following orthogonality

1

2π

∫ π

−π
eimyeinydy =

{
1, m = n,

0, m ̸= n,
(A.50)

which shows that if the Fourier series converges uniformly, such that we can
interchange summation and integration, the Fourier coefficients are neces-
sarily given by the above formula.

To investigate convergence of the Fourier series, let us introduce the
associated Fourier polynomial of order n as

Fn(f)(x) :=
n∑

m=−n

pfme
imx. (A.51)

Lemma A.15. The Fourier coefficients of a square integrable function are
square summable and we have Bessel’s inequality∑

n∈Z
| pfn|2 ≤

1

2π

∫ π

−π
|f(y)|2dy. (A.52)

Proof. First of all note that

1

2π

∫ π

−π
|Fn(f)(x)|2dx =

n∑
j,k=−n

pfj pf∗k
2π

∫ π

−π
ei(j−k)xdx =

n∑
m=−n

| pfk|2.
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Furthermore, setting gn := f − Fn(f)∫ π

−π
|f(x)|2dx =

∫ π

−π
|Fn(f)(x) + gn(x)|2dx

=

∫ π

−π
|Fn(f)(x)|2dx+ 2Re

(∫ π

−π
gn(x)Fn(f)(x)

∗dx

)
+

∫ π

−π
|gn(x)|2dx

and using ∫ π

−π
gn(x)e

imxdx = 2π( pfm − pfm) = 0, |m| ≤ n,

shows ∫ π

−π
gn(x)Fn(f)(x)

∗dx = 0,

This shows
n∑
k=1

| pfk|2 +
1

2π

∫ π

−π
|f(x)− Fn(f)(x)|2dx =

1

2π

∫ π

−π
|f(x)|2dx

from which the claim follows. □

Observe that our proof in fact shows that we will have equality if the
Fourier series converges uniformly. This is known as Parseval’s identity4 and
shows that the Fourier transform is unitary when viewed as a map from the
Hilbert space of square integrable functions to the Hilbert space of square
summable sequences. Making this precise requires further notation from
functional analysis as well as from measure theory and will not be addressed
here. For now the inequality will be sufficient to establish pointwise conver-
gence (we refer the curious reader to [34] or classical references like [17, 37]
for more information).

This lemma implies in particular, that the Fourier coefficients of a square
integrable function converge to zero. Since we can approximate integrable
functions by square integrable ones, this result extends to integrable func-
tions:

Corollary A.16 (Riemann–Lebesgue lemma). Suppose f is integrable, then
the Fourier coefficients pfk converge to zero as |k| → ∞.

Proof. Consider fn := min(1, n|f |)f . Then fn is bounded (|fn| ≤ n) and
hence square integrable. Moreover since fn(x) → f(x) pointwise and |fn| ≤
|f |, dominated convergence shows that

| pfn,k − pfk| ≤
∫ π

−π
|fn(y)− f(y)|dy

4Marc-Antoine Parseval (1755–1836), French mathematician

http://en.wikipedia.org/wiki/Marc-Antoine Parseval
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converges to 0 as n→ ∞. Now fix ε > 0 and choose n such that | pfn,k− pfk| ≤
ε
2 for k ∈ Z. Since pfn,k → 0 as |k| → ∞ by Bessel’s inequality we can
find an index K such that | pfn,k| ≤ ε

2 for |k| ≥ K. In summary we get
| pfk| ≤ | pfn,k − pfk|+ | pfn,k| ≤ ε for |k| ≥ K as desired. □

Recall that a periodic function f ∈ Cper[−π, π] is called uniformly Hölder
continuous with exponent γ ∈ (0, 1] if

[f ]γ := sup
x ̸=y∈R

|f(x)− f(y)|
|x− y|γ

(A.53)

is finite (here f is considered as a function on R to ensure that the condition
also holds around the boundary points). We will denote these functions by
C0,γ
per[−π, π]. Clearly, any Hölder continuous function is uniformly continuous

and, in the special case γ = 1, we obtain the Lipschitz continuous func-
tions. Note that for γ = 0 the Hölder condition boils down to boundedness.

Theorem A.17. Suppose
f(x)− f(x0)

x− x0
(A.54)

is integrable (e.g. f is Hölder continuous), then

lim
m,n→∞

n∑
k=−m

pfke
ikx0 = f(x0). (A.55)

Proof. Without loss of generality we can assume x0 = 0 (by shifting x →
x−x0 modulo 2π implying pfk → e−ikx0 pfk) and f(x0) = 0 (by linearity since
the claim is trivial for constant functions). Then by assumption

g(x) :=
f(x)

eix − 1

is integrable and f(x) = (eix − 1)g(x) implies pfk = pgk−1 − pgk and hence
n∑

k=−m

pfk = pg−m−1 − pgn.

Now the claim follows from the Riemann–Lebesgue lemma. □

If we look at symmetric partial sums Fn(f) we can do even better.

Corollary A.18 (Dirichlet–Dini5 criterion). Suppose there is some α such
that

f(x0 + x) + f(x0 − x)− 2α

x
(A.56)

is integrable. Then Fn(f)(x0) → α.

5Ulisse Dini (1845–1918), Italian mathematician and politician

http://en.wikipedia.org/wiki/Ulisse Dini
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Proof. Without loss of generality we can assume x0 = 0. Now observe
(since Dn(−x) = Dn(x)) Sn(f)(0) = α + Sn(g)(0), where g(x) := 1

2(f(x) +
f(−x))− α and apply the previous result. □

A consequence of this result is that continuity is not necessary for con-
vergence. If f has a jump at x0 such that after subtraction of an appropriate
step function, the remainder is Hölder continuous, the above result shows
that the Fourier series converges to f(x0−)+f(x0+)

2 .
On the other hand, if we want summable Fourier coefficients, then con-

tinuity of f is clearly necessary. The space of integrable functions whose
Fourier coefficients are summable is known as the Wiener algebra and an
easy characterization is not known. There are however convenient sufficient
conditions:

Theorem A.19 (Bernstein6). Suppose that f ∈ C0,γ
per[−π, π] is Hölder con-

tinuous of exponent γ > 1
2 , then the Fourier coefficients are summable with∑

k∈Z\{0}

| pfk| ≤ Cγ [f ]γ . (A.57)

Proof. In order to turn the Hölder condition |f(x + δ) − f(x)| ≤ [f ]γδ
γ

into an estimate for the Fourier coefficients, we look at the L2 norm of this
difference such that we can use Parseval’s identity. Now by Problem A.13
the Fourier coefficients of f(x + δ) − f(x) are (eikδ − 1) pfk and to get rid
of this extra factor we restrict k according to 2π

3 ≤ |kδ| < 4π
3 such that

|eikδ − 1|2 = 2− 2 cos(kδ) ≥ 3. Hence, choosing δ := 2π
3 2−m, we obtain∑

2m≤|k|<2m+1

| pfk|2 ≤
1

3

∑
k

|eikδ − 1|2| pfk|2 =
1

6π

∫ π

−π
|f(x+ δ)− f(x)|2dx

≤ 1

3
[f ]2γδ

2γ .

Next we use Cauchy–Schwarz (note that the sum has 2·2m terms) to estimate
the sum over the Fourier coefficients

∑
2m≤|k|<2m+1

| pfk| ≤ 2(m+1)/2

 ∑
2m≤|k|<2m+1

| pfk|2
1/2

≤ 2(m+1)/2

√
3

[f ]γδ
γ

=

√
2

3

(
2π

3

)γ
2(1/2−γ)m[f ]γ .

Summing over m shows (A.57) with Cγ finite provided γ > 1
2 . □

6Sergei Bernstein (1880–1913), Russian mathematician

http://en.wikipedia.org/wiki/Sergei Bernstein
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We can go even further using that for f ∈ C1
per[−π, π] integration by

parts shows
pfn =

1

2πin

∫ π

−π
e−inxf ′(x)dx. (A.58)

So if we assume that f is k times continuously differentiable with the k’th
derivative Hölder continuous of exponent γ > 1

2 , then∑
n∈Z

|n|k| pfn| <∞, f ∈ Ck,γper [−π, π], γ >
1

2
. (A.59)

Finally, note that if f is symmetric, f(x) = f(−x), then all Fourier sine
coefficients will vanish and we can write it as a Fourier cosine series

f(x) =
a0
2

+
∞∑
n=1

an cos(nx), an =
1

π

∫ π

0
cos(nx)f(x)dx. (A.60)

Similarly, if f is skew symmetric, f(x) = −f(−x), then all Fourier cosine
coefficients will vanish and we can write it as a Fourier sine series

f(x) =

∞∑
n=1

bn sin(nx), bn =
1

π

∫ π

0
sin(nx)f(x)dx. (A.61)

When applying the above results it is important to observe that while a
continuous function f ∈ C[0, π] can always extended to a symmetric func-
tion in Cper[−π, π], it can be extended to a skew symmetric function in
Cper[−π, π] if and only if f(0) = f(π) = 0. Indeed, if f ∈ Cper[−π, π] we
have f(0) = −f(0) implying f(0) = 0 and f(π) = f(−π) = −f(π) imply-
ing f(π) = 0. Similarly, if we want to extend a function f ∈ Ck[0, π] to a
symmetric function in f ∈ Ckper[0, π] we need to require that all odd deriva-
tives vanish at 0 and π. If we want to extend a function f ∈ Ck[0, π] to a
skew symmetric function in f ∈ Ckper[0, π] we need to require that all even
derivatives vanish at 0 and π.

Finally, note that if the interval [−π, π] is replaced by an arbitrary in-
terval [−L,L], the formulas change according to

F (f)(x) :=
a0
2

+
∑
n∈N

(
an cos

(nπ
L
x
)
+ bn sin

(nπ
L
x
))
, (A.62)

with

an :=
1

L

∫ L

−L
cos(n(π/L)x)f(x)dx, bn :=

1

L

∫ L

−L
sin(n(π/L)x)f(x)dx

(A.63)
and

F (f)(x) =
∑
n∈Z

pfne
in(π/L)x, pfn :=

1

2L

∫ L

−L
e−in(π/L)yf(y)dy. (A.64)
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Problem A.13. Let f ∈ L1(−π, π) be periodic and a ∈ R, n ∈ Z. Show

g(x) pgk

f(−x) pf−k

f(x)∗ pf∗−k
f(x+ a) eiak pfk
einxf(x) pfk−n

Problem A.14. Show that if f ∈ C0,γ
per[−π, π] is Hölder continuous, then

| pfn| ≤
[f ]γ
2

(
π

|n|

)γ
, n ̸= 0.

(Hint: What changes if you replace e−iny by e−in(y+π/n) in (A.49)? Now
make a change of variables y → y − π/n in the integral.)





Appendix B

Real and functional
analysis

B.1. Differentiable and Hölder continuous functions

The current section collects some required results for Lebesgue space from
[34] to which we refer the reader for further details and proofs.

Given U ⊆ Rn we will denote the complex-valued continuous functions
by C(U). The set of all bounded continuous functions Cb(U) together with
the sup norm

∥f∥∞ := sup
x∈U

|f(x)| (B.1)

is a Banach space (cf. Corollary B.36 from [35]). The space of continuous
functions with compact support Cc(U) ⊆ Cb(U) is in general not dense and
its closure will be denoted by C0(U). If U is open, C0(U) can be interpreted
as the functions in Cb(U) which vanish at the boundary

C0(U) := {f ∈ C(U)|∀ε > 0,∃K ⊆ U compact : |f(x)| < ε, x ∈ U \K}.
(B.2)

Of course Rn could be replaced by any topological space up to this point.
Moreover, for U open the above norm can be augmented to handle dif-

ferentiable functions by considering the space C1
b (U) of all continuously dif-

ferentiable functions for which the following norm

∥f∥1,∞ := ∥f∥∞ +

n∑
j=1

∥∂jf∥∞ (B.3)
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is finite, where ∂j = ∂
∂xj

. Note that ∥∂jf∥ for one j (or all j) is not sufficient
as it is only a seminorm (it vanishes for every constant function). However,
since the sum of seminorms is again a seminorm (Problem B.3) the above
expression defines indeed a norm. It is also not hard to see that C1

b (U) is
complete. In fact, let fm be a Cauchy sequence, then fm(x) converges uni-
formly to some continuous function f(x) and the same is true for the partial
derivatives ∂jfm(x) → gj(x). Moreover, since fm(x) = fm(c, x2, . . . , xn) +∫ x1
c ∂1f

m(t, x2, . . . , xn)dt → f(x) = f(c, x2, . . . , xn) +
∫ x1
c g1(t, x2, . . . , xn)dt

we obtain ∂1f(x) = g1(x). The remaining derivatives follow analogously and
thus fm → f in C1

b (U).
To extend this approach to higher derivatives let Ck(U) be the set of

all complex-valued functions and recall the multi-index notation from Sec-
tion A.1. Also recall that by the classical theorem of Schwarz the order in
which partial derivatives are performed is irrelevant. With this notation the
above considerations can be easily generalized to higher order derivatives:

Theorem B.1. Let U ⊆ Rn be open. The space Ckb (U) of all functions
whose partial derivatives up to order k are bounded and continuous form a
Banach space with norm

∥f∥k,∞ :=
∑
|α|≤k

sup
x∈U

|∂αf(x)|. (B.4)

An important subspace is Ck0 (U) which we define as the closure of Ckc (U):

Ck0 (U) := Ckc (U). (B.5)

Note that the space Ckb (U) could be further refined by requiring the highest
derivatives to be Hölder continuous. Recall that a function f : U → C is
called uniformly Hölder continuous with exponent γ ∈ (0, 1] if

[f ]γ := sup
x ̸=y∈U

|f(x)− f(y)|
|x− y|γ

(B.6)

is finite. Clearly, any Hölder continuous function is uniformly continuous
and, in the special case γ = 1, we obtain the Lipschitz continuous func-
tions. Note that for γ = 0 the Hölder condition boils down to boundedness
and also the case γ > 1 is not very interesting (Problem B.2).
Example B.1. By the mean value theorem every function f ∈ C1

b (U) is Lip-
schitz continuous with [f ]γ ≤ ∥∇f∥∞, where ∇f = (∂1f, . . . , ∂nf) denotes
the gradient. ⋄
Example B.2. The prototypical example of a Hölder continuous function
is of course f(x) = xγ on [0,∞) with γ ∈ (0, 1]. In fact, without loss of
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generality we can assume 0 ≤ x < y and set t = x
y ∈ [0, 1). Then we have

yγ − xγ

(y − x)γ
≤ 1− tγ

(1− t)γ
≤ 1− t

1− t
= 1.

From this one easily gets further examples since the composition of two
Hölder continuous functions is again Hölder continuous (the exponent being
the product). ⋄

It is easy to verify that this is a seminorm and that the corresponding
space is complete.

Theorem B.2. Let U ⊆ Rn be open. The space Ck,γb (U) of all functions
whose partial derivatives up to order k are bounded and Hölder continuous
with exponent γ ∈ (0, 1] form a Banach space with norm

∥f∥k,γ,∞ := ∥f∥k,∞ +
∑
|α|=k

[∂αf ]γ . (B.7)

As before, observe that the closure of Ckc (U) is Ck,γ0 (U) := Ck,γb (U) ∩
Ck0 (U). Moreover, as also already noted before, in the case γ = 0 we get a
norm which is equivalent to ∥f∥k,∞ and we will set Ck,0b (U) := Ckb (U) for
notational convenience later on.

Note that by the mean value theorem all derivatives up to order lower
than k are automatically Lipschitz continuous if U is convex.
Example B.3. So while locally, differentiability is stronger than Lipschitz
continuity, globally the situation depends on the domain: The sign function
is in C1

b (R \ {0}) but it is not in C0,1
b (R \ {0}). In fact it is not even uni-

formly continuous. Also observe that the fact that its derivative is Lipschitz
continuous on R \ {0} does not help. ⋄

Moreover, every Hölder continuous function is uniformly continuous and
hence has a unique extension to the closure U (cf. Theorem B.39 from [35]).
In this sense, the spaces C0,γ

b (U) and C0,γ
b (U) are naturally isomorphic.

Consequently, we can also understand Ck,γb (U) in this fashion since for a
function from Ck,γb (U) all derivatives have a continuous extension to U . For
a function in Ckb (U) this will not work in general and hence we define Ckb (U)

as the functions from Ckb (U) for which all derivatives have a continuous
extensions to U . Note that with this definition Ckb (U) is still a Banach space
(since Cb(U) is a closed subspace of Cb(U)). Finally, since Hölder continuous
functions on a bounded domain are automatically bounded, we can drop the
subscript b in this situation.

Theorem B.3. Suppose U ⊂ Rn is bounded. Then C0,γ2(U) ⊆ C0,γ1(U) ⊆
C(U) for 0 < γ1 < γ2 ≤ 1 with the embeddings being compact.
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Proof. That we have continuous embeddings follows since |x − y|−γ1 =

|x − y|−γ2+(γ2−γ1) ≤ (2r)γ2−γ1 |x − y|−γ2 if U ⊆ Br(0). Moreover, that
the embedding C0,γ1(U) ⊆ C(U) is compact follows from the Arzelà–Ascoli
theorem1 (Theorem B.40 from [35]). To see the remaining claim let fm be a
bounded sequence in C0,γ2(U), explicitly ∥fm∥∞ ≤ C and [fm]γ2 ≤ C. Hence
by the Arzelà–Ascoli theorem we can assume that fm converges uniformly to
some f ∈ C(U). Moreover, taking the limit in |fm(x)− fm(y)| ≤ C|x− y|γ2
we see that we even have f ∈ C0,γ2(U). To see that f is the limit of fm in
C0,γ1(U) we need to show [gm]γ1 → 0, where gm := fm − f . Now observe
that

[gm]γ1 ≤ sup
x ̸=y∈U :|x−y|≥ε

|gm(x)− gm(y)|
|x− y|γ1

+ sup
x ̸=y∈U :|x−y|<ε

|gm(x)− gm(y)|
|x− y|γ1

≤ 2∥gm∥∞ε−γ1 + [gm]γ2ε
γ2−γ1 ≤ 2∥gm∥∞ε−γ1 + 2Cεγ2−γ1 ,

implying lim supm→∞[gm]γ1 ≤ 2Cεγ2−γ1 and since ε > 0 is arbitrary this
establishes the claim. □

As pointed out in the example before, the embedding C1
b (U) ⊆ C0,1

b (U)
is continuous and combining this with the previous result immediately gives

Corollary B.4. Suppose U ⊂ Rn is bounded, k1, k2 ∈ N0, and 0 ≤ γ1, γ2 ≤
1. Then Ck2,γ2(U) ⊆ Ck1,γ1(U) for k1 + γ1 ≤ k2 + γ2 with the embeddings
being compact if the inequality is strict.

Note that in all the above spaces we could replace complex-valued by
Cn-valued functions.

Problem B.1. Show

Ck0 (U) = C∞
c (U) = {f ∈ Ckb (U)|∂αf ∈ C0(U), 0 ≤ |α| ≤ k}.

(Hint: Use mollification and observe that derivatives come for free from
Lemma B.13.)

Problem B.2. Let U ⊆ Rn be open. Suppose f : U → C is Hölder con-
tinuous with exponent γ > 1. Show that f is constant on every connected
component of U .

Problem* B.3. Suppose X is a vector space and ∥.∥j, 1 ≤ j ≤ m, is a
finite family of seminorms. Show that ∥x∥ :=

∑m
j=1 ∥x∥j is a seminorm. It

is a norm if and only if ∥x∥j = 0 for all j implies x = 0.

Problem* B.4. Let U ⊆ Rn. Show that Cb(U) is a Banach space when
equipped with the sup norm. Show that Cc(U) = C0(U). (Hint: The function
mε(z) = sign(z)max(0, |z| − ε) ∈ C(C) might be useful.)

1Cesare Arzelá (1847–1912), Italian mathematician
1Giulio Ascoli (1843–1896), Italian mathematician

https://en.wikipedia.org/wiki/Cesare_Arzel%C3%A0
http://en.wikipedia.org/wiki/Giulio Ascoli
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Problem B.5. Let U ⊆ Rn. Show that the product of two bounded Hölder
continuous functions is again Hölder continuous with

[fg]γ ≤ ∥f∥∞[g]γ + [f ]γ∥g∥∞.

Problem B.6. Let ϕ ∈ L1(Rn) and f ∈ C0,γ
b (Rn). Show

[ϕ ∗ f ]γ ≤ ∥ϕ∥1[f ]γ .

B.2. Lebesgue spaces

The current section collects some required results about Lebesgue spaces
from [34] to which we refer the reader for further details and proofs.

We fix some nonempty open subset U ⊆ Rn and define the Lp norm by

∥f∥p :=
(∫

X
|f(x)|p dnx

)1/p

, 1 ≤ p, (B.8)

and denote by Lp(U) the set of all complex-valued measurable functions for
which ∥f∥p is finite. First of all note that Lp(U) is a vector space, since
|f + g|p ≤ 2pmax(|f |, |g|)p = 2pmax(|f |p, |g|p) ≤ 2p(|f |p + |g|p). Of course
our hope is that Lp(U) is a Banach space. However, there is a small technical
problem (recall that a property is said to hold almost everywhere if the set
where it fails to hold is contained in a set of measure zero):

Lemma B.5. Let f be measurable. Then∫
U
|f(x)|p dnx = 0 (B.9)

if and only if f(x) = 0 almost everywhere with respect to Lebesgue measure.

Thus ∥f∥p = 0 only implies f(x) = 0 for almost every x, but not for all!
Hence ∥.∥p is not a norm on Lp(U). The way out of this misery is to identify
functions which are equal almost everywhere: Let

N (U) := {f |f(x) = 0 almost everywhere}. (B.10)

Then N (U) is a linear subspace of Lp(U) and we can consider the quotient
space

Lp(U) := Lp(U)/N (U). (B.11)
If dµ is the Lebesgue measure on X ⊆ Rn, we simply write Lp(X). Observe
that ∥f∥p is well defined on Lp(U).

Even though the elements of Lp(U) are, strictly speaking, equivalence
classes of functions, we will still treat them as functions for notational con-
venience. However, if we do so it is important to ensure that every statement
made does not depend on the representative in the equivalence classes. In
particular, note that for f ∈ Lp(U) the value f(x) is not well defined (unless
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there is a continuous representative and continuous functions with differ-
ent values are in different equivalence classes, e.g., in the case of Lebesgue
measure).

With this modification we are back in business since Lp(U) turns out to
be a Banach space. Moreover, note that L2(U) is a Hilbert space with scalar
product given by

⟨f, g⟩ :=
∫
X
f(x)∗g(x)dnx. (B.12)

But before that let us also define L∞(U). It should be the set of bounded
measurable functions B(X) together with the sup norm. The only problem is
that if we want to identify functions equal almost everywhere, the supremum
is no longer independent of the representative in the equivalence class. The
solution is the essential supremum

∥f∥∞ := inf{C | |{x ∈ U | |f(x)| > C}| = 0}, (B.13)

where |V | denotes the Lebesgue measure of a set V ⊆ Rn. That is, C is an
essential bound if |f(x)| ≤ C almost everywhere and the essential supremum
is the infimum over all essential bounds.
Example B.4. The essential sup of χQ with respect to Lebesgue measure
is 0. ⋄

As before we set
L∞(U) := B(U)/N (U), (B.14)

where B(U) are the bounded functions and observe that ∥f∥∞ is independent
of the representative from the equivalence class.

If you wonder where the ∞ comes from, have a look at Problem B.8.
Since the support of a function in Lp is also not well defined one uses the

essential support in this case:

supp(f) = X \
⋃

{O|f = 0 almost everywhere on O ⊆ X open}. (B.15)

In other words, x is in the essential support if for every neighborhood the
set of points where f does not vanish has positive measure. Here we use the
same notation as for functions and it should be understood from the context
which one is meant. Note that the essential support is always smaller than
the support (since we get the latter if we require f to vanish everywhere on
O in the above definition).
Example B.5. The support of χQ is Q = R but the essential support with
respect to Lebesgue measure is ∅ since the function is 0 a.e. ⋄

If X is a locally compact Hausdorff space (together with the Borel sigma
algebra), a function is called locally integrable if it is integrable when
restricted to any compact subset K ⊆ U . The set of all (equivalence classes
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of) locally integrable functions will be denoted by L1
loc(U). We will say that

fn → f in L1
loc(U) if this holds on L1(K) for all compact subsets K ⊆ U .

Of course this definition extends to Lp for any 1 ≤ p ≤ ∞.

Theorem B.6 (Hölder’s inequality). Let p and q be dual indices; that is,
1

p
+

1

q
= 1 (B.16)

with 1 ≤ p ≤ ∞. If f ∈ Lp(U) and g ∈ Lq(U), then fg ∈ L1(U) and

∥f g∥1 ≤ ∥f∥p∥g∥q. (B.17)

Moreover, for f ∈ Lp(U) we have

∥f∥p = sup
φ∈C∞

c (U),∥φ∥q=1

∣∣∣∣∫
U
fφ dnx

∣∣∣∣ . (B.18)

Corollary B.7 (Minkowski’s inequality2). Let f, g ∈ Lp(U), 1 ≤ p ≤ ∞.
Then

∥f + g∥p ≤ ∥f∥p + ∥g∥p. (B.19)

Theorem B.8 (Riesz3–Fischer4). The space Lp(U), 1 ≤ p ≤ ∞, is a Banach
space. The space L2(U) is a Hilbert space.

Corollary B.9. If ∥fn − f∥p → 0, 1 ≤ p ≤ ∞, then there is a subse-
quence fnj (of representatives) which converges pointwise almost everywhere
and a nonnegative function G ∈ Lp(U) such that |fnj (x)| ≤ G(x) almost
everywhere.

Theorem B.10. The set Cc(U) of continuous functions with compact sup-
port is dense in Lp(U), 1 ≤ p <∞.

Theorem B.11. Consider Lp(U)and let q be the corresponding dual index,
1
p +

1
q = 1. Then the map g ∈ Lq 7→ ℓg ∈ (Lp)∗ given by

ℓg(f) :=

∫
U
gf dnx (B.20)

is an isometric isomorphism for 1 ≤ p <∞. If p = ∞ it is at least isometric.

Note that we will sometimes also consider the case where the Lebesgue
measure dnx is replaced by some weighted version w(x)dnx, where w is some
nonnegative measurable function. We will write L2(U,w(x)dnx) in this case.
The norm is given by

∥f∥p :=
(∫

X
|f(x)|pw(x)dnx

)1/p

, 1 ≤ p, (B.21)

2Hermann Minkowski (1864–1909), German mathematician
3Frigyes Riesz (1880–1956), Hungarian mathematician
4Ernst Sigismund Fischer (1875–1954), Austrian mathematician

http://en.wikipedia.org/wiki/Hermann Minkowski
http://en.wikipedia.org/wiki/Frigyes Riesz
http://en.wikipedia.org/wiki/Ernst Sigismund Fischer
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Everything said so far carries over verbatim to this case.

Theorem B.12 (Lebesgue differentiation theorem). Let f ∈ Lploc(R
n), 1 ≤

p <∞, then for a.e. x ∈ Rn we have

lim
r↓0

1

|Br(x)|

∫
Br(x)

|f(y)− f(x)|pdny = 0. (B.22)

The points where (B.22) holds are called Lp Lebesgue points of f and
simply Lebesgue points if p = 1.

Note that the balls can be replaced by more general sets. For example
we could use cubes instead of balls (show this).

Lemma B.13. The convolution (A.33) has the following properties:

(i) f(x− .)g(.) is integrable if and only if f(.)g(x− .) is and

(f ∗ g)(x) = (g ∗ f)(x) (B.23)

in this case.
(ii) Suppose ϕ ∈ Ckc (Rn) and f ∈ L1

loc(Rn), then ϕ ∗ f ∈ Ck(Rn) and

∂α(ϕ ∗ f) = (∂αϕ) ∗ f (B.24)

for any partial derivative of order at most k.
(iii) We have supp(f ∗ g) ⊆ supp(f) + supp(g). In particular, if ϕ ∈

Ckc (Rn) and f ∈ L1
c(Rn), then ϕ ∗ f ∈ Ckc (Rn).

(iv) Suppose ϕ ∈ L1(Rn) and f ∈ Lp(Rn), 1 ≤ p ≤ ∞, then their
convolution is in Lp(Rn) and satisfies Young’s inequality

∥ϕ ∗ f∥p ≤ ∥ϕ∥1∥f∥p. (B.25)

(v) Suppose ϕ ≥ 0 with ∥ϕ∥1 = 1 and f ∈ L∞(Rn) real-valued, then

inf
x∈Rn

f(x) ≤ (ϕ ∗ f)(x) ≤ sup
x∈Rn

f(x). (B.26)

Lemma B.14. Let ϕε be an approximate identity. If f ∈ Lp(Rn) with
1 ≤ p <∞, then

lim
ε↓0

ϕε ∗ f = f (B.27)

with the limit taken in Lp. Moreover, the convergence will also be pointwise
a.e. (in particular at every Lebesgue point). In the case p = ∞ the claim
holds for f ∈ C0(Rn).

To formulate our result let U ⊆ Rn, f ∈ Lp(U) and consider the trans-
lation operator

Ta(f)(x) =

{
f(x− a), x− a ∈ U,

0, else,
(B.28)
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for fixed a ∈ Rn. Then one checks ∥Ta∥ = 1 (unless |(U − a) ∩ U | = 0 in
which case Ta ≡ 0) and Taf → f as a→ 0 for 1 ≤ p <∞ (Problem B.15).

Theorem B.15 (Kolmogorov–Riesz–Sudakov). Let U ⊆ Rn be open. A
subset F of Lp(U), 1 ≤ p <∞, is relatively compact if and only if

(i) for every ε > 0 there is some δ > 0 such that ∥Taf − f∥p ≤ ε for
all |a| ≤ δ and f ∈ F .

(ii) for every ε > 0 there is some r > 0 such that ∥(1− χBr(0))f∥p ≤ ε
for all f ∈ F .

Of course the last condition is void if U is bounded.

Our final result is known as the fundamental lemma of the calculus
of variations.

Lemma B.16. Suppose X ⊆ Rn is open and f ∈ L1
loc(X). (i) If f is

real-valued then∫
X
φ(x)f(x)dnx ≥ 0, ∀φ ∈ C∞

c (X), φ ≥ 0, (B.29)

if and only if f(x) ≥ 0 (a.e.). (ii) Moreover,∫
X
φ(x)f(x)dnx = 0, ∀φ ∈ C∞

c (X), φ ≥ 0, (B.30)

if and only if f(x) = 0 (a.e.).

Proof. (i) Choose a compact set K ⊂ X and some ε0 > 0 such that Kε0 :=

K +Bε0(0) ⊆ X. Set f̃ := fχKε0
and let ϕ be the standard mollifier. Then

(ϕε ∗ f̃)(x) = (ϕε ∗ f)(x) ≥ 0 for x ∈ K, ε < ε0 and since ϕε ∗ f̃ → f̃ in
L1(X) we have (ϕε ∗ f̃)(x) → f(x) ≥ 0 for a.e. x ∈ K for an appropriate
subsequence. Since K ⊂ X is arbitrary the first claim follows. (ii) The first
part shows that Re(f) ≥ 0 as well as −Re(f) ≥ 0 and hence Re(f) = 0.
Applying the same argument to Im(f) establishes the claim. □

The following variant is also often useful

Lemma B.17 (du Bois-Reymond5). Suppose X ⊆ Rn is open and connected.
If f ∈ L1

loc(X) with∫
X
f(x)∂jφ(x)d

nx = 0, ∀φ ∈ C∞
c (X), 1 ≤ j ≤ n, (B.31)

then f is constant a.e. on X.

5Paul du Bois-Reymond (1831–1889), German mathematician

http://en.wikipedia.org/wiki/Paul du Bois-Reymond
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Proof. Choose a ball Br ⊂⊂ U and some ε0 > 0 such that Br+ε0 ⊆ U . Set
f̃ := fχBr+ε0

and let ϕ be the standard mollifier. Then by Lemma B.13 (ii)

∂j(ϕε ∗ f̃)(x) = ((∂jϕε) ∗ f̃)(x) = ((∂jϕε) ∗ f)(x) = 0, x ∈ Br, ε ≤ ε0.

Hence (ϕε ∗ f̃)(x) = cε for x ∈ Br and as ε→ 0 there is a subsequence which
converges a.e. on Br. Clearly this limit function must also be constant:
(ϕε ∗ f̃)(x) = cε → f(x) = c for a.e. x ∈ Br. Now write U as a countable
union of open balls whose closure is contained in U . If the corresponding
constants for these balls were not all the same, we could find a partition
into two union of open balls which were disjoint. This contradicts that U is
connected. □

Problem* B.7. Let ∥.∥ be a seminorm on a vector space X. Show that
N := {x ∈ X| ∥x∥ = 0} is a vector space. Show that the quotient space X/N
is a normed space with norm ∥x+N∥ := ∥x∥.

Problem* B.8. Suppose U is bounded. Show that L∞(U) ⊆ Lp(U) and

lim
p→∞

∥f∥p = ∥f∥∞, f ∈ L∞(U).

Problem B.9. Is it true that⋂
1≤p<∞

Lp(0, 1) = L∞(0, 1)?

Problem B.10. Construct a function f ∈ Lp(0, 1) which has a singularity at
every rational number in [0, 1] (such that the essential supremum is infinite
on every open subinterval). (Hint: Start with the function f0(x) = |x|−α
which has a single singularity at 0, then fj(x) = f0(x−xj) has a singularity
at xj.)

Problem B.11. Show that for a continuous function on Rn the support and
the essential support with respect to Lebesgue measure coincide.

Problem* B.12. Show the generalized Hölder’s inequality:

∥f g∥r ≤ ∥f∥p∥g∥q,
1

p
+

1

q
=

1

r
. (B.32)

Here we can allow p, q, r ∈ (0,∞] but of course ∥.∥p will only be a norm for
p ≥ 1.

Problem* B.13. Show the iterated Hölder’s inequality:

∥f1 · · · fm∥r ≤
m∏
j=1

∥fj∥pj ,
1

p1
+ · · ·+ 1

pm
=

1

r
. (B.33)

Again with pj , r ∈ (0,∞] as in the previous problem.
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Problem* B.14. Show that if f ∈ Lp0 ∩ Lp1 for some p0 < p1 then f ∈ Lp

for every p ∈ [p0, p1] and we have the Lyapunov inequality6

∥f∥p ≤ ∥f∥1−θp0 ∥f∥θp1 ,

where 1
p = 1−θ

p0
+ θ

p1
, θ ∈ (0, 1). (Hint: Generalized Hölder inequality from

Problem B.12.)

Problem* B.15. Let f ∈ Lp(U), 1 ≤ p <∞ and show that Taf → f in Lp

as a→ 0. (Hint: Start with f ∈ Cc(U) and use Theorem B.10.)

B.3. Closed operators

The current section collects some required results about closed operators
from [35] to which we refer the reader for further details and proofs.

The graph of an operator A : D(A) ⊆ X → Y between Banach spaces
is

Γ(A) := {(x,Ax)|x ∈ D(A)}. (B.34)
If A is linear, the graph is a subspace of the Banach space X ⊕ Y , which is
just the Cartesian product together with the norm

∥(x, y)∥X⊕Y := ∥x∥X + ∥y∥Y . (B.35)

Note that (xn, yn) → (x, y) if and only if xn → x and yn → y. We call A
has a closed graph if Γ(A) is a closed subset of X ⊕ Y .

We say that A has a closed graph if Γ(A) is a closed subset of X ⊕ Y .

Theorem B.18 (Closed graph). Let A : X → Y be a linear map from a
Banach space X to another Banach space Y . Then A is continuous if and
only if its graph is closed.

Remark: The crucial condition here is that A is defined on all of X!
Operators whose graphs are closed are called closed operators. Warn-

ing: A closed operator will not map closed sets to closed sets in general. In
particular, the concept of a closed operator should not be confused with the
concept of a closed map in topology!

Being closed is the next option you have once an operator turns out to
be unbounded. If A is closed, then xn → x does not guarantee you that
Axn converges (like continuity would), but it at least guarantees that if Axn
converges, it converges to the right thing, namely Ax:

• A bounded (with D(A) = X): xn → x implies Axn → Ax.
• A closed (with D(A) ⊆ X): xn → x, xn ∈ D(A), and Axn → y

implies x ∈ D(A) and y = Ax.

6Aleksandr Lyapunov (1857–1918), Russian mathematician, mechanician and physicist

http://en.wikipedia.org/wiki/Aleksandr Lyapunov
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Please observe that the domain D(A) is an intrinsic part of the definition
of A and that we cannot assume D(A) = X unless A is bounded (which is
precisely the content of the closed graph theorem). Hence, if we want an
unbounded operator to be closed, we have to live with domains. We will
however typically assume that D(A) is dense and set

C (X,Y ) := {A : D(A) ⊆ X → Y |A is densely defined and closed}. (B.36)

One writes B ⊆ A if D(B) ⊆ D(A) and Bx = Ax for x ∈ D(B). In this case
A is called an extension of B.
Example B.6. Two operators having the same prescription but different
domains are different. For example

D(A) = C1[0, 1], Af = f ′

and

D(B) = {f ∈ C1[0, 1]|f(0) = f(1) = 0}, Bf = f ′

are two different operators in X := C[0, 1]. Clearly A is an extension of
B. Moreover, both are closed since fn → f and f ′n → g implies that f is
differentiable and f ′ = g. Note that A is densely defined while B is not. ⋄

Be aware that taking sums or products of unbounded operators is tricky
due to the possible different domains. Indeed, if A and B are two operators
between Banach spaces X and Y , so is A + B defined on D(A + B) :=
D(A) ∩D(B). The problem is that D(A + B) might contain nothing more
than zero. Similarly, if A : D(A) ⊆ X → Y and B : D(B) ⊆ Y → Z, then
the composition BA is defined on D(BA) := {x ∈ D(A)|Ax ∈ D(B)}.
Example B.7. ConsiderX := C[0, 1]. LetM be the the subspace of trigono-
metric polynomials and N be the subspace of piecewise linear functions.
Then both M and N are dense with M ∩N = {0}. ⋄

If an operator is not closed, you can try to take the closure of its graph,
to obtain a closed operator. If A is bounded this always works. However, in
general, the closure of the graph might not be the graph of an operator as
we might pick up points (x, y1), (x, y2) ∈ Γ(A) with y1 ̸= y2. Since Γ(A) is
a subspace, we also have (x, y2) − (x, y1) = (0, y2 − y1) ∈ Γ(A) in this case
and thus Γ(A) is the graph of some operator if and only if

Γ(A) ∩ {(0, y)|y ∈ Y } = {(0, 0)}. (B.37)

If this is the case, A is called closable and the operator A associated with
Γ(A) is called the closure of A. Any linear subset D ⊆ D(A) with the
property that A restricted to D has the same closure, A|D = A, is called a
core for A.
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In particular, A is closable if and only if xn → 0 and Axn → y implies
y = 0. In this case

D(A) = {x ∈ X|∃xn ∈ D(A), y ∈ Y : xn → x and Axn → y},
Ax = y. (B.38)

There is yet another way of defining the closure: Define the graph norm
associated with A by

∥x∥A := ∥x∥X + ∥Ax∥Y , x ∈ D(A). (B.39)

Since we have ∥Ax∥ ≤ ∥x∥A we see that A : D(A) → Y is bounded with
norm at most one. Thus far (D(A), ∥.∥A) is a normed space and it suggests
itself to consider its completion XA. Then one can check that XA can be
regarded as a subset of X if and only if A is closable. In this case the
completion can be identified with D(A) and the closure of A in X coincides
with the extension of A in XA by virtue of continuity. In particular, A is
closed if and only if (D(A), ∥.∥A) is complete.
Example B.8 (Sobolev spaces). LetX := Lp(0, 1), 1 ≤ p <∞, and consider
Af := f ′ on D(A) := C1[0, 1]. Then it is not hard to see that A is not closed
(take a sequence gn of continuous functions which converges in Lp to a non-
continuous function and consider its primitive fn(x) =

∫ x
0 gn(y)dy). It is

however closable. To see this suppose fn → 0 and f ′n → g in Lp. Then
fn(0) = fn(x) −

∫ x
0 f

′
n(y)dy → −

∫ x
0 g(y)dy. But a sequence of constant

functions can only have a constant function as a limit implying g ≡ 0 as
required. The domain of the closure is the Sobolev space W 1,p(0, 1) and
this is one way of defining Sobolev spaces. In particular, W 1,p(0, 1) is a
Banach space when equipped with the graph norm. In this context one
chooses the p-norm for the direct sum X ⊕p X such that the graph norm
reads

∥f∥1,p :=
(
∥f∥pp + ∥f ′∥pp

)1/p
.

⋄
Example B.9. Another example are point evaluations in Lp(0, 1), 1 ≤ p <
∞: Let x0 ∈ [0, 1] and consider ℓx0 : D(ℓx0) → C, f 7→ f(x0) defined on
D(ℓx0) := C[0, 1] ⊆ Lp(0, 1). Then fn(x) := max(0, 1 − n|x − x0|) satisfies
fn → 0 but ℓx0(fn) = 1. In fact, a linear functional is closable if and only if
it is bounded. ⋄

For the closure of sums and products see Problem B.16 and Problem B.17,
respectively.

Given a subset Γ ⊆ X ⊕ Y we can define

Γ−1 := {(y, x)|(x, y) ∈ Γ} ⊆ Y ⊕X. (B.40)
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In particular, applying this to the graph of an operator A, we will obtain
the graph of its inverse (provided A is invertible). Hence we see that an
invertible operator is closed if and only if its inverse is closed. Slightly more
general, we have:

Lemma B.19. Suppose A is closable and A is injective. Then A
−1

= A−1.

Note that A injective does not imply A injective in general.
As a consequence of the closed graph theorem we obtain:

Corollary B.20. Suppose A ∈ C (X,Y ) is injective. Then A−1 defined on
D(A−1) = Ran(A) is closed. Moreover, in this case Ran(A) is closed if and
only if A−1 is bounded.

As in the case of bounded operators we define the resolvent set via

ρ(A) := {α ∈ C|A− α is bijective with a bounded inverse} (B.41)

and call
RA(α) := (A− α)−1, α ∈ ρ(A) (B.42)

the resolvent of A. The complement σ(A) = C \ ρ(A) is called the spec-
trum of A. As in the case of Banach algebras it follows that the resolvent
is analytic and that the resolvent set is open:

Lemma B.21. Let A be a closed operator. Then the resolvent set is open
and if α0 ∈ ρ(A) we have

RA(α) =
∞∑
n=0

(α− α0)
nRA(α0)

n+1, |α− α0| < ∥RA(α0)∥−1. (B.43)

In particular, the resolvent is analytic and

∥(A− α)−1∥ ≥ 1

dist(α, σ(A))
. (B.44)

It is also straightforward to verify the first resolvent identity

RA(α0)−RA(α1) = (α0 − α1)RA(α0)RA(α1)

= (α0 − α1)RA(α1)RA(α0), (B.45)

for α0, α1 ∈ ρ(A).
However, note that for unbounded operators the spectrum will no longer

be bounded in general and both σ(A) = ∅ as well as σ(A) = C are possible.
Example B.10. Consider X := C[0, 1] and A = d

dx with D(A) = C1[0, 1].
We obtain the eigenvalues by solving the ordinary differential equation x′(t) =
αx(t) which gives x(t) = eαt. Hence every α ∈ C is an eigenvalue, that is,
σ(A) = C.
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Now let us modify the domain and look at A0 = d
dx with D(A0) =

{x ∈ C1[0, 1]|x(0) = 0} and X0 := {x ∈ C[0, 1]|x(0) = 0}. Then the
previous eigenfunctions do not satisfy the boundary condition x(0) = 0 and
hence A0 has no eigenvalues. Moreover, the solution of the inhomogeneous
ordinary differential equation x′(t)−αx(t) = y(t) is given by x(t) = x(0)eαt+∫ t
0 e

α(t−s)y(s)ds. Hence RA0(α)y(t) =
∫ t
0 e

α(t−s)y(s)ds is the resolvent of A0.
Consequently σ(A0) = ∅. ⋄

Note that if A is closed, then bijectivity implies boundedness of the
inverse (see Corollary B.20). Moreover, by Lemma B.19 an operator with
nonempty resolvent set must be closed.

Let us also note the following spectral mapping result.

Lemma B.22. Suppose A ∈ C (X) is injective with Ran(A) is dense. Then

σ(A−1) \ {0} = (σ(A) \ {0})−1 (B.46)

and

RA−1(α−1) = −αARA(α) = −α− α2RA(α), α ∈ ρ(A) \ {0}. (B.47)

In addition, for α ̸= 0 we have Ker((A− α))n = Ker((A−1 − α−1)n) as well
as Ran((A− α))n = Ran((A−1 − α−1)n) for any n ∈ N.

Concerning α = 0 note that 0 ∈ σ(A−1) if and only if A is unbounded
and vice versa.

In particular we can apply this lemma to the resolvent in case α0 ∈ ρ(A)
which shows

σ(A) = α0 + (σ(RA(α0)) \ {0})−1 (B.48)

and Ker(RA(α0)−α)n = Ker(A−α0 − 1
α)
n as well as Ran(RA(α0)−α)n =

Ran(A− α0 − 1
α)
n for α ̸= 0 and n ∈ N.

For example, this can be used to apply the Spectral theorem for compact
operators (Theorem 7.7 from [35]) to unbounded operators in case they have
a compact resolvent. To this end note that if we have RA(α) ∈ K (X) for
one α ∈ ρ(A), then this holds in fact for all α ∈ ρ(A) by the first resolvent
identity (B.45) since compact operators form an ideal.

Theorem B.23. Suppose RA(α) ∈ K (X) for one α ∈ ρ(A). Then the
spectrum of A consists only of discrete eigenvalues with finite (geometric
and algebraic) multiplicity.

Problem* B.16. Show that if A, B, and A+B are closable, then A+B ⊆
A+B with equality if A or B is bounded. Moreover, if B is bounded, then
A+B is closable if and only if A is.
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Problem* B.17. Let A : D(A) ⊆ X → Y and B : D(B) ⊆ Y → Z be
closable. If A ∈ L (X,Y ), then BA is closable and BA = BA. Similarly, if
B−1 ∈ L (Z, Y ), then BA is closable and BA = BA.

Problem* B.18. Suppose A is closed and B satisfies D(A) ⊆ D(B):

• Show that 1 +B has a bounded inverse if ∥B∥ < 1.
• Suppose A has a bounded inverse. Then so does A+B if ∥BA−1∥ <
1. In this case we have ∥(A+B)−1∥ ≤ ∥A−1∥

1−∥BA−1∥ .

Problem B.19. Let A be a closed operator. Show that for every α ∈ ρ(A)
the expression ∥f∥α := ∥(A−α)x∥ defines a norm which is equivalent to the
graph norm.

Problem* B.20. Let A be a closed operator. Show (B.45). Moreover,
conclude

dn

dαn
RA(α) = n!RA(α)

n+1,
d

dα
RA(α)

n = nRA(α)
n+1.

B.4. Weak convergence

The current section collects some required results about weak convergence
from [35] to which we refer the reader for further details and proofs.

LetX be a Banach space andX∗, X∗∗ its dual, bidual space, respectively.
Recall that point evaluation defined as J(x)(ℓ) := ℓ(x) give an isometric map
J : X → X∗∗. Then X is called reflexive is this map is surjective.

If ℓ(xn) → ℓ(x) for every ℓ ∈ X∗ we say that xn converges weakly to
x and write

w-lim
n→∞

xn = x or xn ⇀ x. (B.49)

Clearly, xn → x implies xn ⇀ x and hence this notion of convergence is
indeed weaker. Moreover, the weak limit is unique, since ℓ(xn) → ℓ(x) and
ℓ(xn) → ℓ(x̃) imply ℓ(x− x̃) = 0. A sequence xn is called a weak Cauchy
sequence if ℓ(xn) is Cauchy (i.e. converges) for every ℓ ∈ X∗.

Lemma B.24. Let X be a Banach space.

(i) xn ⇀ x, yn ⇀ y and αn → α implies xn + yn ⇀ x + y and
αnxn ⇀ αx.

(ii) xn ⇀ x implies ∥x∥ ≤ lim inf ∥xn∥.
(iii) Every weak Cauchy sequence xn is bounded: ∥xn∥ ≤ C.
(iv) If X is reflexive, then every weak Cauchy sequence converges weakly.
(v) A sequence xn is Cauchy if and only if ℓ(xn) is Cauchy, uniformly

for ℓ ∈ X∗ with ∥ℓ∥ = 1.
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One of the most important results is analysis is the Heine–Borel theorem
which states that closed bounded sets in Rn are compact. In the case of
Banach spaces, this remains true if and only if the Banach space is finite
dimensional (cf. Theorem 4.31 from [35]). In the infinite dimensional case
one has to replace norm convergence by weak convergence:

Theorem B.25 (Šmulian7). Let X be a reflexive Banach space. Then every
bounded sequence has a weakly convergent subsequence.

It is also useful to observe that compact operators will turn weakly con-
vergent into (norm) convergent sequences.

Theorem B.26. Let A ∈ K (X,Y ) be compact. Then xn ⇀ x implies
Axn → Ax. If X is reflexive the converse is also true.

Problem* B.21. Let X be a normed space. Show that the following condi-
tions are equivalent.

(i) If ∥x+ y∥ = ∥x∥+ ∥y∥ then y = αx for some α ≥ 0 or x = 0.
(ii) If ∥x∥ = ∥y∥ = 1 and x ̸= y then ∥λx + (1 − λ)y∥ < 1 for all

0 < λ < 1.
(iii) If ∥x∥ = ∥y∥ = 1 and x ̸= y then 1

2∥x+ y∥ < 1.

(iv) The function x 7→ ∥x∥2 is strictly convex.

A norm satisfying one of them is called strictly convex.

B.5. The Bochner integral

The current section collects some required results about the Bochner integral
from [34] to which we refer the reader for further details and proofs.

In this section we want to recall how to extend the Lebesgue integral to
the case of functions f : U ⊆ Rn → Y with values in a normed space Y .
This extension is known as Bochner integral.8 Since a normed space has
no order we cannot use monotonicity and hence are restricted to finite values
for the integral. Other than that, we only need some small adaptions.

The idea is simple: Equip Y with the Borel σ-algebra. A measurable
function s : U → Y is call simple if it takes only finitely many values

s =

p∑
j=1

αj χAj , Ran(s) =: {αj}pj=1, Aj := s−1(αj). (B.50)

7Vitold Shmulyan (1914–1944), Soviet mathematician
8Salomon Bochner (1899–1982), Austrian mathematician

http://en.wikipedia.org/wiki/Vitold Shmulyan
http://en.wikipedia.org/wiki/Salomon Bochner


368 B. Real and functional analysis

We call s integrable if the Lebesgue measure |Aj | is finite unless αj = 0. In
this case the integral can be defined via∫

s(x)dnx :=

p∑
j=1

αj |Aj |. (B.51)

Then a measurable function f : U → Y is call integrable if there is a
sequence of integrable functions sn such that

lim
n→∞

∫
U
∥f(x)− sn(x)∥dnx = 0. (B.52)

In this case we can define the Bochner integral of f as∫
u
f(x)dnx := lim

n→∞

∫
U
sn(x)d

nx = 0. (B.53)

Functions f : X → Y which are the pointwise limit of simple functions are
also called strongly measurable and we have:

Lemma B.27 (Bochner). A function f : X → Y is integrable if and only if
it is strongly measurable and ∥f∥ is integrable.

The Lebesgue spaces Lp(U, Y ) can be defined as usual and of course they
are complete:

Theorem B.28 (Riesz–Fischer). The space Lp(U, Y ), 1 ≤ p ≤ ∞, is a
Banach space. The space L2(U, Y ) is a Hilbert space.

Theorem B.29 (Minkowski’s integral inequality). Suppose, U ⊆ Rm and
V ⊆ Rn open, Y a Banach space, and f : U × V → Y is strongly µ ⊗ ν
measurable. Let 1 ≤ p ≤ ∞. Then∥∥∥∥∫

V
f(., y)dny

∥∥∥∥
p

≤
∫
V
∥f(., y)∥pdny, (B.54)

where the p-norm is computed with respect to Lp(U, Y ). In particular, this
says that f(x, .) is integrable for a.e x ∈ U and

∫
V f(., y)d

ny ∈ Lp(U, Y ) if
the integral on the right is finite.

Problem B.22. Let U ⊆ Rn be a domain and I ⊆ R an interval. Show that
for a strongly measurable function f and 1 ≤ p, r <∞ we have

∥f∥Lr(I,Lp(U)) = sup
∥g∥

Lr′ (I,Lp′ (U))
=1

∫
I

∫
U
|f(t, x)||g(t, x)|dnx dt,

where p′, r′ are the corresponding dual indices. Moreover, it suffices to take
the sup over functions which have support in a compact rectangle.
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Glossary of notation

arg(z) . . . argument of z ∈ C; arg(z) ∈ (−π, π], arg(0) = 0
Br(x) . . . open ball of radius r around x
C . . . the set of complex numbers
C(U) . . . set of continuous functions from U to C
C0(U) . . . set of continuous functions vanishing on the

boundary ∂U
Ck(U) . . . set of k times continuously differentiable functions
C∞
c (U) . . . set of compactly supported smooth functions

C(U, Y ) . . . set of continuous functions from U to Y
Cr(U, Y ) . . . set of r times continuously differentiable functions
C0,γ(U) . . . Hölder continuous functions of exponent γ
C1;2(UT ) . . . functions with different degree of differentiability, 52
χA(.) . . . characteristic function of the set A
δn,m . . . Kronecker delta
det . . . determinant
dim . . . dimension of a linear space
div . . . divergence of a vector filed
diam(U) = sup(x,y)∈U2 d(x, y) diameter of a set
dist(U, V ) = inf(x,y)∈U×V d(x, y) distance of two sets
e . . . Napier’s constant, ez = exp(z)
GL(n) . . . general linear group in n dimensions
Γ(z) . . . gamma function
Γ(f1, . . . , fn) . . . Gram determinant,
H . . . a Hilbert space
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372 Glossary of notation

i . . . complex unity, i2 = −1
Im(.) . . . imaginary part of a complex number
inf . . . infimum
Jf (x) = det df(x) Jacobi determinant of f at x
max . . . maximum
N . . . the set of positive integers
N0 = N ∪ {0}
∇f = (∂1f, . . . , ∂mf) gradient in Rn
ν(x0) . . . outward pointing unit normal vector, 340
O(.) . . . Landau symbol, f = O(g) iff lim supx→x0 |f(x)/g(x)| <∞
o(.) . . . Landau symbol, f = o(g) iff limx→x0 |f(x)/g(x)| = 0
Q . . . the set of rational numbers
R . . . the set of real numbers
Re(.) . . . real part of a complex number
Sn−1 = {x ∈ Rn| |x| = 1} unit sphere in Rn
sign(z) = z/|z| for z ̸= 0 and 1 for z = 0; complex sign function
sup . . . supremum
supp(f) . . . support of a function f , 329
span(M) . . . set of finite linear combinations from M
Z . . . the set of integers
I . . . identity operator√
z . . . square root of z with branch cut along (−∞, 0)

z∗ . . . complex conjugation
pf = Ff , Fourier coefficients/transform of f
qf = F−1f , inverse Fourier transform of f
|x| =

√∑n
j=1 |xj |2 Euclidean norm in Rn or Cn

|A| . . . Lebesgue measure of a Borel set A
∥.∥ . . . norm
∥.∥p . . . norm in the Banach space Lp

⟨., ..⟩ . . . scalar product in H
⊕ . . . direct/orthogonal sum of vector spaces or operators
∪· . . . union of disjoint sets
⌊x⌋ = max{n ∈ Z|n ≤ x}, floor function
⌈x⌉ = min{n ∈ Z|n ≥ x}, ceiling function
∂α . . . partial derivative in multi-index notation
∂xF (x, y) . . . partial derivative with respect to x
∂U = U \ U◦ boundary of the set U
U . . . closure of the set U
U◦ . . . interior of the set U
V ⊂⊂ U . . .V is relatively compact with V ⊂ U
M⊥ . . . orthogonal complement
(λ1, λ2) = {λ ∈ R |λ1 < λ < λ2}, open interval
[λ1, λ2] = {λ ∈ R |λ1 ≤ λ ≤ λ2}, closed interval
xn → x . . . norm convergence



Index

a priori bound, 54, 122
absolutely continuous, 190
Airy equation, 99
Airy function, 96
analytic, 285
angular frequency, 90

ball, 103
barrier function, 134
beam equation, 70, 89, 98
Bessel equation, 74
Bessel function, 72

modified, 148
Bessel potential, 148
Bessel’s inequality, 344
Beta function, 342
binomial coefficients, 330
Black–Scholes equation, 85
blowup, 14
Bochner integral, 367, 368
boundary, 103
boundary condition, 60

Dirichlet, 47
Neumann, 58
periodic, 58
Robin, 57

boundary value problem, 61
bounded mean oscillation, 218
bounded variation, 201
Burgers’ equation, 13

vicious, 152

cable equation, 59

calculus of variations
direct method, 295

Calderón–Zygmund kernel, 121
Cauchy sequence

weak, 366
Cauchy–Riemann equations, 34
Chafee–Infante problem, 289
chain rule, 196
change of variables, 196
characteristic surface, 34, 44
closure, 103
coercive

weakly, 295
commutes, 259
comparison principle, 54, 162
conservation law, 11
contraction semigroup, 265
convection-diffusion equation, 59
convergence

weak, 366
convolution, 146, 338
core, 362

d’Alembert operator, 165
d’Alembert’s formula, 5, 27, 45, 66
delay differential equation, 270
derivative

Fréchet, 291
Gâteaux, 292
variational, 292

differential Harnack inequality, 112
diffusion equation, 47
Dirichlet boundary conditions, 47
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Dirichlet principle, 128, 237
Dirichlet problem, 122
dispersion, 91
dispersion relation, 90
dissipation, 52, 91
dissipative, 267
distance, 103
divergence, 341
divergence form, 137
divergence theorem, 341
domain, 103
dominated convergence theorem, 333
double layer potential, 123
double Riesz transform, 121
duality set, 266
Duhamel formula, 250, 256
Duhamel principle

heat equation, 57, 83, 150
wave equation, 69, 87, 167

eigenfunction, 61
eigenvalue, 61
eikonal equation, 21, 45
elliptic, 24, 28, 38
energy, 52, 68, 159, 174
epigraph, 300
error function, 101
essential support, 356
essential supremum, 356
Euler’s homogeneity relation, 11
Euler’s reflection formula, 342
Euler–Lagrange equation, 300
Euler–Poisson–Darboux equation, 171
exponential type, 88
extension, 362
extension property, 203
exterior ball condition, 134
exterior cone condition, 136

factorial, 330
Fermi–Pasta–Ulam–Tsingou

experiment, 97
Fick’s law, 47
finite element method, 237
finite propagation speed, 68
first resolvent identity, 364
Fisher–Kolmogorov–Petrovsky–

Piskunov equation, 164, 288
flux function, 11
form domain, 224
Fourier series, 344

cosine, 348

sine, 65, 348
Fourier sine series, 50
Fourier transform, 80, 143
Fourier’s law, 47
Fourier–Bessel series, 73
Fréchet derivative, 291
Fredholm alternative, 235
Fresnel integral, 98
Friedrichs extension, 224
Friedrichs mollifier, 339
Fubini theorem, 334
fundamental lemma of the calculus of

variations, 359
fundamental solution, 115

heat equation, 82, 150
Helmholtz equation, 120
Klein–Gordon equation, 89, 170
Laplace equation, 115
wave equation, 166, 169

fundamental theorem of calculus, 247

Gâteaux derivative, 292
Galerkin method, 237, 276
gamma function, 342
Gaussian, 144
Gevrey class, 40
gradient, 6
graph, 361
graph norm, 363
Green function, 123
Green’s first identity, 343
Green’s second identity, 343
group

strongly continuous, 251
growth bound, 252
Gårding inequality, 233

Hamilton–Jacobi equation, 21
harmonic, 105
heat ball, 153
heat equation, 26, 36, 47, 269
heat kernel, 51, 153
heat polynomials, 37
Helmholtz equation, 26, 147, 229
Hermite polynomial, 81
Hölder continuous, 346, 352
Hölder’s inequality, 357

generalized, 360
Hopf–Cole transformation, 151
Huygens’ principle, 88, 170
hyperbolic, 25, 28, 38
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ill-posed, 46
infinite propagation speed, 55
initial condition, 4
integrable

Bochner integral, 368
integral, 246
integration by parts, 208, 341
interior ball condition, 140
inverse scattering transform, 97

Jacobi operator, 250, 284
Jacobi theta function, 51
Jacobi’s formula, 16
Japanese bracket, 183
Jensen’s inequality, 335

Kirchhoff’s formula, 166
Klein–Gordon equation, 26, 89, 170
Korteweg–de Vries equation, 91

Landau inequality, 259
Landau symbols, 291
Laplace equation, 26, 41
Lax–Milgram theorem, 231
Lebesgue

point, 358
Legendre’s duplication formula, 343
Leibniz integral rule, 343
Leibniz rule, 330
Leibniz’ rule, 203
lemma

Riemann-Lebesgue, 182
Lewy’s example, 39
Lie groups, 101
Liouville equation, 10
Lipschitz continuous, 346, 352
locally

integrable, 356
Lommel equation, 74
lower semicontinuous, 300

sequentially, 295
Lyapunov inequality, 361

majorant, 331
maximum principle, 53, 138, 157, 161,

223, 234
strong, 141, 156, 163, 229

Maxwell’s equations, 171
mean value property, 105, 155
measurable

strongly, 368
method of descent, 168
method of stationary phase, 94

mild solution, 257
minimum principle, 54
Minkowski inequality, 357

integral form, 368
mollifier, 339
Morawetz identity, 310
Morrey inequality, 184
multi-index, 329

order, 329

Neumann boundary conditions, 58
Neumann problem, 125
Newton potential, 116
Newton’s law of cooling, 49
nodal domains, 226
non-characteristic condition, 7, 24, 33,

42
nonlinear Schrödinger equation, 284,

305
norm

strictly convex, 367
normal vector, 7

operator
closable, 362
closed, 361
closure, 362

order, 3
oscillatory integral, 91
Ostrogradski formula, 341
outward pointing unit normal vector,

340

parabolic, 25, 28, 38
parabolic boundary, 53
parabolic cylinder functions, 101
parallelogram property, 88
periodic boundary conditions, 58
persistence of regularity, 307
Plancherel identity, 145
plane waves, 90
Poincaré inequality, 59, 217
Poisson equation, 115, 179, 221
Poisson integral, 76, 123
Poisson kernel, 76, 123
Poisson problem, 297
Poisson summation formula, 82
Poisson’s formula, 169
Pokhozhaev identity, 323
polar coordinates, 336
product rule, 196, 248, 250

quasiconvex, 296
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Rankine–Hugoniot condition, 18
rarefaction wave, 19
Rayleigh–Ritz method, 226
reaction-diffusion equation, 60, 285, 287
real analytic, 31, 109, 331
reflexive, 366
regular, 135
regulated function, 246
remainder, 331
resolvent, 364
resolvent identity

first, 364
resolvent operator, 227
resolvent set, 364
retarded potential, 168
Riemann–Lebesgue lemma, 345
Robin boundary conditions, 57

Schrödinger equation, 99, 149, 268, 305
Schrödinger operator, 237, 238
Schwartz space, 144
semigroup

differentiable, 254
generator, 252
strongly continuous, 251
uniform, 248

separation of variables, 48
shock, 18
shock wave, 14
similarity solutions, 101
single layer potential, 123
sinusodial waves, 90
Sobolev space, 183, 191, 363

radial, 323
soliton resolution conjecture, 97
solitons, 97
spectral bound, 261
spectrum, 364
spherical coordinates, 336
spherical means, 171
stationary phase points, 92
step function, 246
Stokes system, 46
Stokes’ rule, 87, 165
Strauss inequality, 325
strictly convex, 367
strong solution, 222, 255
strongly continuous semigroups, 62
strongly measurable, 368
Sturm–Liouville problem, 61, 235
subharmonic, 113

weakly, 222

submean property, 113
subsolution, 53

weak, 233
superharmonic, 113

weakly, 222
superposition principle, 49
supersolution, 53
support, 329

function, 356
symmetry, 100

telegraph equation, 70, 89, 279
test function, 16
theoem

Morrey, 213
theorem

Bernstein, 347
Cauchy–Kowalevsky, 33
change of variables, 336
closed graph, 361
Courant nodal domain, 227
Dirichlet–Dini, 346
divergence, 341
dominated convergence, 333
du Bois-Reymond, 359
Feller–Miyadera–Phillips, 262
Fourier inversion, 145
Friedrichs, 194
Fubini, 334
Fulks, 155
fundamental thm. of calculus, 247
Gauss–Green, 208, 341
Gauss–Koebe, 106
Hölder, 117
Harnack inequality, 110
Harnack principle, 111
Hille–Yosida, 265
Holmgren, 34
Hopf, 139
integration by parts, 208, 341
Jacobi, 21
Kirchhoff, 166
Kolmogorov–Riesz–Sudakov, 359
Lax–Milgram, 231
Lebesgue, 333
Lions, 220
Liouville, 109
Lumer–Phillips, 267
Malgrange–Ehrenpreis, 39
maximum principle, 53, 138, 157, 161
mean value, 245
method of characteristics, 8, 12
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method of stationary phase, 94
Meyers–Serrin, 194
multi-binomial, 330
multinomial, 330
Oleinik, 139
Ostrogradski, 341
Paley–Wiener, 88
Perron, 133, 134
Plancherel, 181
Poincaré, 217
Poisson, 169
Rademacher, 215
Rellich–Kondrachov, 216
removable singularity, 137
Riesz–Fischer, 357, 368
Šmulian, 367
Sobolev embedding, 184
Stone, 268
Strauss, 325
strong maximum principle, 107, 141,

156, 163
Taylor, 331
Tonelli, 335
unique continuation, 332
van der Corput, 92

total variation, 201
trace formula, 63
translation operator, 358
transport equation, 3
Tricomi equation, 27

uniformly elliptic, 137
unique continuation principle, 110
unit sphere, 337

variational derivative, 129, 292
virial identity, 310

wave equation, 26, 37, 44, 64, 86, 165
wave number, 90
weak

derivative, 185, 189
weak convergence, 366
weak derivatives, 180
weak solution, 17, 222
weakly coercive, 295
weakly harmonic, 112
Weber’s equation, 101
Weierstrass approximation theorem, 86
well-posed, 53, 122
Weyl’s lemma, 112

Whittaker–Shannon interpolation
formula:, 82

Wiener algebra, 146, 347

Young inequality, 358
Young’s inequality, 146, 219
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