PS Topologie und Funktionalanalysis
Luca Lombardini und Gerald Teschl
WS2025/26

Note: References refer to the lecture notes.

1. Suppose Y7 |cn| < co. Show that

u(t,x) == Z cpe— (Tt sin(nmz),

n=1

is continuous for (¢,x) € [0,00) x [0,1] and solves the heat equation for
(t,x) € (0,00) x [0,1]. (Hint: Weierstrass M-test. When can you inter-
change the order of summation and differentiation?)

. Show that for n,m € N we have

1, n=m,

1
2/ sin(nmz) sin(mnz)dr = {
0 0, n#m.

Conclude that the Fourier sine coefficients are given by
1
Qo = 2/ sin(nmra)ug(z)dz
0

provided the sum in (%) converges uniformly. Conclude that in this case
the solution can be expressed as

1
ut,z) = / K(t o, huoly)dy, ¢ >0,
0

where
K(t,z,y) =2 Z e (mn)’t sin(nmz) sin(nmy)
n=1
1 ,z—y . r+y .
= 5(19( 5 Jimt) — ﬂ(T,mt)).
Here
Iz, 7) = Z imn®TH2ming _ 4 9 Z ™7 cos(2mnz), Im(r) > 0,

nez neN
is the Jacobi theta function.
. Show that [[|f[| — [lg[ll < [If — gl

. Let X be a Banach space. Show that the norm, vector addition, and
multiplication by scalars are continuous. That is, if f,, — f, g» — ¢, and
o — v, then an” — Hf”v fn+ 90— f+g,and a,g, — ag.
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5.

10.

11.

12.

13.

14.

While /1 (N) is separable, it still has room for an uncountable set of linearly
independent vectors. Show this by considering vectors of the form

a® = (1,a,0?,...), a € (0,1).

(Hint: Recall the Vandermonde determinant.)

. Prove Young’s inequality

al/Pﬁl/‘Z§1a+157 1+1=1, o, =0.
g poq

Show that equality occurs precisely if o = §. (Hint: Take logarithms on
both sides.)

. Show that ¢>°(N) is a Banach space.

. Is £1(N) a closed subspace of £>°(N) (with respect to the ||.||s norm)? If

not, what is its closure?

. Consider ¢! (N). Show that |al| := supyey | Z§=1 aj| is a norm. Is /1(N)

complete with this norm?

Show that ¢°°(N) is not separable. (Hint: Consider sequences which take
only the value one and zero. How many are there? What is the distance
between two such sequences?)

Let X be a normed space. Show that the following conditions are equiva-
lent.

(i

(ii
(iii
(iv

A norm satisfying one of them is called strictly convex.

If |z + y|| = ||z]| + ||y|| then y = ax for some o > 0 or x = 0.
If ||z|| = ||yl =1 and  # y then [[Az+(1-N)y| < 1forall0 < X < 1.
If o]l = ) = 1 and 2 # y then Yz + g < 1.

\_/\/\/\/

The function x — ||z||? is strictly convex.

Consider X = C([—1,1]). Which of the following subsets are subspaces of
X7 Which of them are closed?

(i) monotone functions

(ii) even functions

(iii) polynomials

(v) continuous piecewise linear functions

(vi) C*([-1,1])
(vii) {f € C([ ,1]) | f(e) = fo} for some fixed ¢ € [-1,1] and fy € R

Let I be a compact interval. Show that the set Y := {f € C(I,R) | f(x) >
0} is open in X := C(I,R). Compute its closure.

)
)
)
(iv) polynomials of degree at most k for some fixed k € Ny
)
i) C
)

Compute the closure of the following subsets of ¢2(N): (i) By := {a €

2(N) | >jenlag] <1} (i) B :={a € 2(N) | > jen laj| < oo}
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15.

16.

17.

18.

19.

20.

21.
22.

23.

Show that, in a Hilbert space,

ST =mIPHD DD HIP=n > 12

1<j<k<n 1<j<n 1<j<n
for every n € N. The case n = 2 is the parallelogram law.

Show that the maximum norm on C[0, 1] does not satisfy the parallelogram
law.

Let X and Y be real normed spaces. Show that an additive (i.e. T(z+y) =
T(z) + T(y)) continuous map T : X — Y is linear. What about complex
spaces?

Suppose 9 is a complex vector space. Let s(f,g) be a sesquilinear form
on 9 and q(f) := s(f, f) the associated quadratic form. Prove the par-
allelogram law

q(f +9) +a(f —9) =2q(f) +24(9)

and the polarization identity

(q(f +9) —q(f —g) +iq(f —ig) —iq(f +ig)).

> =

s(f,9) =

Show that s(f, g) is symmetric if and only if ¢(f) is real-valued.

Note, that if 9 is a real vector space, then the parallelogram law is un-
changed but the polarization identity in the form s(f,g) = i(q(f +9) —
q(f — g)) will only hold if s(f,g) is symmetric.

Show that the integral defined in Example 1.15 satisfies

/:f (¥)de = / s (w)da + /d " ), / df(:c)da:

How should |f| be defined here?
Is it possible to define sin(f) for f € L*(I)? If yes, how should this be
done? What about exp(f)?

< (1w

Show that in a metric space X a totally bounded set U is bounded.

Find a compact subset of £°°(N) which does not satisfy (ii) from Theo-
rem 1.12.

Which of the following families are relatively compact in C|0, 1]?
(i) F:={feC0.1] ||l flloc <1}

(i) Fo={feC01]] [ <1}
(iii) Fo={f € COA][[Ifllec <L [If"]l2 <1}
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24. Consider X = C" and let A € £(X) be a matrix. Equip X with the norm
(show that this is a norm)

l2lloc = max |z;|

and compute the operator norm || A|| with respect to this norm in terms
of the matrix entries. Do the same with respect to the norm

Jaly = > |ayl.

25. Let X := C[0,1]. Investigate the operator A : X — X, f(z) — « f(x).
Show that this is a bounded linear operator and compute its norm. What
is the closure of Ran(A4)?

26. Show that the Fredholm integral operator
1
(KN = [ Kay)iwi
0
where K (z,y) € C([0,1] %[0

(0,1
operator both in X := C[0,1] (max norm) and X
the norm in the X = C[0, 1] case is given by

]), defined on ®(K) := C[0, 1], is a bounded
:= L?(0,1). Show that

1
IK] = max / K (2, y)|dy.
z€[0,1] Jo

27. Let A € £(X) be a bijection. Show

A7t = inf Afl.
|47t = e A

28. Prove Lemma 1.19. (Hint: Holder’s inequality in C™ and note that equality
is attained.)

29. Let X, Y be normed spaces and suppose A € £(X,Y). Show that Ker(A)
is closed. Suppose M C Ker(A) is a closed subspace. Show that the
induced map A : X /M =Y, [z] = Ax is a well-defined operator satisfying
||A|| = ||Al| and Ker(;l) = Ker(A)/M, Ran(;l) = Ran(A4). In particular,
A is injective for M = Ker(A).

30. Given some vectors f1,..., f, we define their Gram determinant as

F(f17 ) fn) :=det (<fj7 fk>)1§j,k§n :

Show that the Gram determinant is nonzero if and only if the vectors are
linearly independent. Moreover, show that in this case

. 7F(f1a"'afnvg)
dist(g,span{fi,..., fa})? = T )

and .
C(f1,- ) < LI
j=1
with equality if the vectors are orthogonal. (Hint: First establishI'(f1,..., f;+

afiyeooyfn) = T(f1,..., fn) for j # k and use it to investigate how T’
changes when you apply the Gram—Schmidt procedure?)
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31.

32.

33.
34.

35.

36.

37.

38.

Let {u;} be some orthonormal basis. Show that a bounded linear operator
A is uniquely determined by its matrix elements Aj; = (u;, Aug) with
respect to this basis.

Let I = (a,b) be some interval and consider the scalar product

b
(f.g) = / F(2)* (@) w(z)da

associated with some positive weight function w(z). Let Pj(z) = 27 +
ﬁjﬂ*l +;27 ~24 ... be the corresponding monic orthogonal polynomials
obtained by applying the Gram—Schmidt procedure (without normaliza-
tion) to the monomials:

af, i=7j,

0, otherwise.

b
/ Pi(z)Pj(z)w(x)ds = {

Let Pj(z) := ozj_lpj(x) be the corresponding orthonormal polynomials
and show that they satisfy the three term recurrence relation

a;jPj1(x) + bjPj(x) + aj_1 Pj_1(z) = 2 Pj(x),
or equivalently
Pj1(x) = (z — b;) Py(x) — a3 Pj 1 (),

where
b - b
a; ::/ xPjy1(z)Pj(x)w(z)dx, b ::/ 2 Pj(z)*w(z)dz.

Here we set P_1(x) = P_;(z) = 0 for notational convenience (in particular
we also have By =79 =1 = 0).

Consider M := {f € L?(0,1)| fol f(z)dz =0} C L%(0,1). Compute M~.

Consider the subspace M, := {f € C[-1,1]|f(z) = f(—=z)} of all even
continuous functions in L?(—1,1). Is M, closed? What is Py~ and M-?
Compute dist(exp(x), M.).

Show that £(a) = Z;‘;l %4-2# defines a bounded linear functional on

X := (*(N). Compute its norm.

Let $1, $H2 be Hilbert spaces and let v € $1, v € 2. Show that the
operator

Af = <’LL, f>”U

is bounded and compute its norm. Compute the adjoint of A.

Let $ be a Hilbert space and {fj}?:l C $ some vectors. Show that
A:C" -9, a— Z?:l a; fj is bounded and compute A*.

Let $1, H2 be Hilbert spaces and suppose A € £($1,$2) has a bounded
inverse A7 € £($2,91). Show (A~1)* = (4*)~L.
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39.

40.

41.
42.

43.

44.

45.

46.

Let $ be a Hilbert space and s : $H% — C a bounded coercive sesquilinear
form. Show that the solution of

s(h, f) = (h,g),  VheS. (*)

is also the unique minimizer of
1
his Re(is(h, h) — <h,g>)

if s is nonnegative with s(w,w) > e|lw||? for all w € $.

Consider A € £($) and denote the set of fixed points by Fix(A) :=
Ker(A-T) = {f € H|Af = f}. Show Fix(A) = Fix(A*) provided || 4| < 1.

Use this to establish the mean ergodic theorem for A € £($) with || 4| < 1:

1
lim —
n—o00 N

> Af = P,
j=1

Jj=

where Pgix denotes the orthogonal projection onto Fix(A). (Hint: To see
Fix(A) = Fix(A4*) think about when you have equality in the Cauchy—
Schwarz inequality. To compute the limit consider the cases f € Fix(A)
and f € Ran(A4 —1I). Also Ker(A*) = Ran(A)+ might be useful.)

Is the left shift (aj,as,as,...) > (a2,as,...) compact in £2(N)?

Is the multiplication operator M; : C*[0,1] — €0, 1] with M, f(t) = tf(t)
compact for £k = 0,17 (Hint: Problem [23| and Example 3.2.)

Show that the adjoint of the Fredholm integral operator K on L?(a,b)
from Lemma 3.4 is the integral operator with kernel K (y, x)*:

b
(K1) = [ Ko fw)dy.
(Hint: Fubini.)
Find the eigenvalues and eigenfunctions of the integral operator K €

£(L%(0,1)) given by

<Kf“$)‘iA u(@)o(y) £ (9)dy.

where u,v € C([0,1]) are some given continuous functions.

Find the eigenvalues and eigenfunctions of the integral operator K €
£(L?(0,1)) given by

(Kﬂ@%:2é(hw—w—y+nﬂw@.

Show that the inverse (A —z)~! (provided it exists and is densely defined)
of a symmetric operator A is again symmetric for z € R.

Show that a densely defined bounded operator is symmetric if and only if
its extension, according to Theorem 1.16, is.

(Hint: g € D((A—2)~!) if and only if g = (A — 2) f for some f € D(A).)
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47.

48.

49.

50.

ol.

52.

53.

o4.

95.

56.

o7.

8.

The finite union of nowhere dense sets is nowhere dense and the finite
intersections of sets with dense interior has dense interior.

Let X be a topological space. Prove that the meager sets form a o-ideal.
Moreover, prove that every superset of a fat set is fat.

Consider X := C[-1,1]. Show that M := {z € X|z(-t) = z(t)} is

meager.

Consider f = xg on [0,1]. Show that there cannot be a sequence of
continuous functions f, € C[0,1] which converges to f pointwise. (Hint:
Apply Baire’s theorem with F, := {t € [0,1]||fu(t) — fn(t)] < 1 ¥Vm >
n}.)

Let X be a Banach space and Y, Z normed spaces. Show that a bilinear
map B : X xY — Z is bounded, ||B(z,y)|| < Cllz||||ly||, if and only if it
is separately continuous with respect to both arguments. (Hint: Uniform
boundedness principle.)

Consider a Schauder basis as in (1.31). Show that the coordinate func-
tionals ay, are continuous. (Hint: Denote the set of all possible sequences
of Schauder coefficients a = (a,)Y_; by A and equip it with the norm
el := sup, || >-4_; aruk|. By construction the operator 4 : A — X,
a — >, apuy has norm one. Now show that A is complete and apply the
inverse mapping theorem.)

Show that the operator
D(4)i={ae F(N)ja; € PN}, (Aa), = jaj,
is a closed operator in X := ¢P(N).

Suppose A: X — Y and B : Y — Z are linear operators between Banach
spaces X,Y,Z. Show that A is bounded if BA and B are bounded with
B injective.

Let X := C® equipped with the norm |(z,v,2)|1 = |z| + |y| + |2| and
Y = {(z,y,2) € X|zr+y =0, 2 =0}. Find at least two extensions of
Uz,y,2) == x from Y to X which preserve the norm. What if we take
Y ={(z,y,2) € X|z+y=0}7?

Consider X := C[0,1] and let fy(z) := 1 — 2z. Find at least two linear
functionals with norm one such that ¢(fy) = 1.

Show that the extension from Corollary 4.13 is unique if X* is strictly
convex. (Hint: Problem [11])

Let X be some normed space. Show that

[#]| = sup  |¢(z)],
tev, Jlel=1

where V' C X™ is some dense subspace. Show that equality is attained if
V=X
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59. Show that every [ € P(N)*, 1 < p < 00, can be written as

60.

l(a) = lp(a) := ijaj

JEN

with some unique b € £9(N). (Hint: To see b € £9(N) consider a’¥ defined
such that a := |b;|7/b; for j < n with b; # 0 and b7 := 0 else. Now look
at [[(a™)| < [|t]lla"5-)

Let X be a Banach space. Show that a subset U C X is bounded if
and only if /(U) C C is bounded for every ¢ € X*. (Hint: Uniform
boundedness principle.)



