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Abstract

The main aim of the present work is to arrive at a mathematical theory close to the historically
original conception of generalized functions, i.e. set-theoretical functions defined on, and with
values in, a suitable ring of scalars and sharing a number of fundamental properties with smooth
functions, in particular with respect to composition and nonlinear operations. This is how they
are still used in informal calculations in physics. We introduce a category of generalized func-
tions as smooth set-theoretical maps on (multidimensional) points of a ring of scalars containing
infinitesimals and infinities. This category extends Schwartz distributions. The calculus of these
generalized functions is closely related to classical analysis, with point values, composition, non-
linear operations and the generalization of several classical theorems of calculus. Finally, we
extend this category of generalized functions to a Grothendieck topos of sheaves over a concrete
site. This topos hence provides a suitable framework for the study of spaces and functions with
singularities. In this first paper, we present the basic theory; subsequent ones will be devoted to
the resulting theory of ODE and PDE.
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1. Introduction: foundations of generalized functions as
set-theoretical maps

The aim of the present work is to lay the foundations for a new approach to the theory
of generalized functions, so-called generalized smooth functions (GSF). In developing
such a theory, various objectives can be pursued, and our motivations mainly come from
applications in mathematical physics and nonlinear singular differential equations, where
the need for such a nonlinear theory is well-known (see, e.g., [48] [109] 511 [17, [7, 90, [80L
11l 47] for applications in mathematical physics, [10T], 100} 52} 27], 49} [17] for differential
equations, and references therein).

In particular, our aim is to arrive at a mathematical theory close to the historically
original conception of generalized function, [20] [72] [59]: in essence, the idea of authors
such as Dirac, Cauchy, Poisson, Kirchhoff, Helmholtz, Kelvin and Heaviside (who infor-
mally worked with “numbers” which also comprise infinitesimals and infinite scalars) was
to view generalized functions as certain types of smooth set-theoretical maps obtained
from ordinary smooth maps by introducing a dependence on suitable infinitesimal or
infinite parameters. We call this idea the Cauchy—Dirac approach to generalized func-
tions. For example, the density of a Cauchy—Lorentz distribution with an infinitesimal
scale parameter was used by Cauchy to obtain classical properties which nowadays are
attributed to the Dirac delta, [59]. More generally, in the GSF approach, generalized
functions are seen as set-theoretical functions defined on, and attaining values in, a suit-
able non-Archimedean ring of scalars containing infinitesimals and infinities, as well as
sharing essential properties of ordinary smooth functions. In the present work, we will
develop this point of view, and prove that it generalizes the mentioned Cauchy—Dirac
approach. In our view, the main benefits of this theory lie in a clarification of a number
of foundational issues in the theory of generalized functions, namely:

(i) GSF include all Schwartz distributions (see Thm. and Colombeau generalized
functions (see [43]).
(ii) They allow nonlinear operations on generalized functions (Sec. [3) and to compose
them unrestrictedly (Thm. [28).
(iii) GSF are simpler than standard approaches as they allow us to treat generalized
functions more closely to classical smooth functions. In particular, they allow us
to prove a number of analogues of fundamental theorems of classical analysis: e.g.,
mean value theorem, intermediate value theorem, extreme value theorem, Taylor’s
theorem (see Sec. [7)), local and global inverse function theorem, [42], integrals via
primitives (Sec. @, multidimensional integrals (Sec. , theory of compactly sup-

(5]



P. Giordano, M. Kunzinger and H. Vernaeve

ported functions, [41]. Therefore, this approach to generalized functions results in
a flexible and rich framework which allows both the formalization of calculations
appearing in physics and the development of new applications in mathematics and
mathematical physics.

Several results of the classical theory of calculus of variations can be developed
for GSF: the fundamental lemma, second variation and minimizers, higher order
Euler—Lagrange equations, D’Alembert principle in differential form, a weak form
of the Pontryagin maximum principle, necessary Legendre condition, Jacobi fields,
conjugate points and Jacobi’s theorem, Noether’s theorem (see [74] 28]).

The closure with respect to composition leads to a solution concept of differential
equations close to the classical one. In the second and third article of this series,
we will introduce a non-Archimedean version of the Banach fixed point theorem
that is well-suited for spaces of GSF, a Picard-Lindel6f theorem for both ODE and
PDE, results about the maximal set of existence, Gronwall theorem, flux properties,
continuous dependence on initial conditions, full compatibility with classical smooth
solutions, etc. (see |76} [44]).

Moreover, we think that a satisfactory theory of generalized functions as used in mathe-

matical physics should also provide an extension to function spaces, possibly in a Carte-

sian closed category or, better, in a topos. The use of a Cartesian closed category as a

useful framework for mathematics and mathematical physics can be motivated in several

ways:

(i)

(i)

It is well-known that a nontrivial problem of the category Man of smooth manifolds
is the absence of closure properties with respect to interesting categorical operations
such as the construction of function spaces Man(M, N), subspaces, equalizers, etc.
(see |6} [9, 14, B0, 137, 38, 67, [7T), 611 [73], BT, 106, (107, 108]). The search for a Cartesian
closed category embedding Man is the most widespread approach to solving this
problem.

In physics, the necessity to use infinite-dimensional spaces frequently appears. A clas-
sical example is the space Man(M, N) of all smooth mappings between two smooth
manifolds M and N, or some of its subspaces, e.g. the space of all the diffeomor-
phisms of a smooth manifold. Typically, we are interested in infinite-dimensional Lie
groups, because they appear, e.g., in the study of both compressible and incompress-
ible fluids, in magnetohydrodynamics, in plasma-dynamics or in electrodynamics (see
e.g. [2] and references therein). It is also well-established (see e.g. [30, 37, 34]) that
Cartesian closedness is a desirable condition in the calculus of variations.

The convenient setting, [T}, [30], is the most advanced theory of smooth spaces ex-
tending the theory of Banach manifolds. Some applications of this notion to classical
field theory can be found in [I]. In addition, several other approaches to a new no-
tion of smooth space have been motivated by problems of physics. For example,
the notion of diffeological space has been used in [106], 107, [I08], starting also from
a variant of [I4], to study quantization of coadjoint orbits in infinite-dimensional
groups of diffeomorphisms. Diffeological spaces form a Cartesian closed, complete,
co-complete quasi-topos, [67, 6], 63].



A Grothendieck topos of generalized functions I 7

For these reasons, we close this work by embedding our category of generalized functions
into a Grothendieck topos (see Sec. .

Finally, a theory of generalized functions for mathematical physics frequently appears
coupled with a theory of actual infinitesimals and infinities (see e.g. |53} [63], [62], [49]). This
is natural, since informal descriptions of these functions used in many calculations in
physics employ a language including infinitesimals or infinities. Historically, it has turned
out that approaches requiring a substantial background knowledge in mathematical logic
are only reluctantly accepted by some physicists and mathematicians. Therefore, even if
sometimes they appear less powerful, theories that do not need such knowledge (|35} [103]
15]) are more easily accepted. In the following section, we introduce the non-Archimedean
ring of scalars in a very natural way, without requiring any notions from mathematical
logic or ultrafilter set theory.

The structure of the paper is as follows: we first introduce the new ring of scalars and
its natural topology in Sec. 2} in Sec. [J] we define the notion of GSF and prove that GSF
are always continuous; we present the embedding of Schwartz distributions and prove the
closure of GSF with respect to composition (e.g. we study and graphically represent §od);
in Sec. @ we study the differential calculus, the (1-dimensional) integral calculus, and
several related classical theorems. In Sec. [8] we introduce multidimensional integration,
with related convergence theorems. Sheaf properties for GSF defined on different types
of domains are proved in Sec. [0} they e.g. allow one to glue GSF defined on infinitesimal
domains to get a global GSF defined on a finite or even on an unbounded domain. Finally,
in Sec. [I0] we construct the Grothendieck topos of generalized functions, including a full
introduction of all the necessary preliminaries. Throughout the paper, several theorems
will treat the connections of notions related to GSF to the corresponding classical notions,
in case the latter can at least be formulated. Even if other papers about GSF already
appeared in the literature (see [43| [42], [74]), this is the first one where all these basic
results (and several others) are presented with the related proofs.

The paper is completely self-contained: only a basic knowledge of Schwartz distribu-
tion theory and the concepts of category, functor and natural transformation are needed.

2. The ring of scalars and its topologies

Exactly as real numbers can be seen as equivalence classes of sequences (¢n)nen of ra-
tionals @ it is very natural to consider a non-Archimedean extension of R defined by a
quotient ring R/~, where R C R!. Here R is a subalgebra of nets (z.).c; € R defined
on a directed set (I, <), and with pointwise algebraic operations. For simplicity and for
historical reasons, instead of I = N, we consider I := (0, 1], corresponding to ¢ — 0T,
e € I, but any other directed set can be used instead of I. In this work, we will denote
e-dependent nets simply by (z.) := (z¢)cer, and the corresponding equivalence class sim-
ply by [zc] := [(zc)]~ € R/~. We aim at constructing the quotient ring R := R/~ so
that it contains infinitesimals and infinities. The following observation points to a natural

(*) In the naturals N = {0, 1,2,...} we include zero.
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way of achieving this goal. Let us assume that [z.] =0 € R and [J] € R is generated by
an infinite net (J.), i.e. such that lim,_,g+ |J;| = +00. Then we would have

2] - [J.] =0-[J.] =0

= [2e - Je]. (2.1)
Finally, let us assume that
Viw] €eR: [w.] =0 = lim w. = 0. (2.2)
e—0t
Under these assumptions, (2.1]) yields lim,_ o+ zc - Jo = 0, and hence
Jeg € I Ve € (0,0 : |2ze| < |JT. (2.3)

Consequently, the nets (z.) representing 0, i.e. such that (z:) ~ 0, must be dominated
by the reciprocals of every infinite number [J] € R. It is not hard to prove that if every
infinite net (J;) is in the subalgebra R, then implies that the equivalence relation
~ must be trivial:

Jeg € I Ve € (0,e0] : 2. = 0. (2.4)

This situation corresponds to the Schmieden-Laugwitz model, [99].

If we do not want to have the trivial model , we can hence either negate the
natural property (this is the case of nonstandard analysis; see [18] for more details)
or to restrict the class of all the nets (J.) generating infinite numbers in R. Since we want
to start from a subalgebra R C R, a first natural idea is to consider the following class
of infinite nets:

Z:={(e")]a€cRso}. (2.5)

and hence to consider the subalgebra R C R containing nets (b.) € R/ bounded by some
(J.) € Z. This idea is generalized in the following definition, where we take exactly (2.3))
as the widest possible definition of (z.) ~ 0:

DEFINITION 1. Let p = (p.) € (0,1]f be a net such that (p.) — 0 as e — 0% (in the
following, such a net will be called a gauge). Then:

(i) Z(p) :={(p-*) | @ € Rso} is called the asymptotic gauge generated by p.
(ii) If P(¢) is a property of € € I, we use the notation Ve : P(g) to denote I € I Ve €

(0,£0] : P(g). We can read V¢ as “for e small”.
(iii) We say that a net (z.) € R is p-moderate, and we write (z.) € R, if

3(J.)eZ(p): xc =0(J.) ase — 0T,
ie., if
IN e NV |z | < p .
(iv) Let (z.), (yc) € R!. Then we say that (x.) ~, (y.) if
V() €Z(p): wc=y. +O(J- ) as e — 0T,
that is, if
Yn e NVe: |z, —y.| < po.
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This is a congruence relation on the ring R, of moderate nets with respect to point-
wise operations, and we can hence define

‘R:= Rp/~p;

which we call the Robinson—Colombeau ring of generalized numbers, [92] [15].

(v) In particular, if the gauge p = (p.) is nondecreasing, then we say that p is a mono-
tonic gauge. Clearly, considering a monotonic gauge narrows the class of moderate
nets: e.g. if lim._,1/, #. = +oo for all & € N-o, then (2.) ¢ R, for any monotonic
gauge p.

In the following, p will always denote a net as in Def. [I} even if we will sometimes
omit the dependence on the infinitesimal p, when this is clear from the context. We will
see below that we can choose p e.g. depending on the class of differential equations we
need to solve for the generalized functions we are going to introduce.

We can also define an order relation on R by writing [x.] < [y.] if there exists (z.) € R’
such that (z.) ~, 0 (we then say that (z.) is p-negligible) and z. < y. + z. for € small.
Equivalently, « < y if and only if there exist representatives [z.] = z and [y.] = y such
that x. < y. for all €. The following result follows directly from the previous definitions:

THEOREM 2. 'R is a partially ordered ring. The real numbers r € R are embedded in R
by viewing them as constant nets [r] € *R.

Although the order < is not total, we still have the possibility to define the infi-
mum [z:] A [ye] := [min(z.,y.)], and analogously the supremum function [z.] V [y.] :=
[max(z.,y.)] and the absolute value |[z.]| := [Jz.|] € “R. Henceforth, we will also use the
customary notation * R* for the set of invertible generalized numbers.

As in every non-Archimedean ring, we have the following

DEFINITION 3. Let z € 'R be a generalized number. Then:

(i) z is infinitesimal if |x| < r for all r € Rso. If © = [z.], this is equivalent to
lim,_,o+ . = 0. We write z &~ y if z —y is infinitesimal, and D, := {h € R | h = 0}
for the set of all infinitesimals.

(i) x is infinite if |z| > r for all r € Rso. If & = [x¢], this is equivalent to lim. g+ |z:| =
+o0.

(iil) x is finite if |z| < r for some r € Rs.

For example, setting dp := [p.] € ’R, we see that dp" € ’R, n € Nsg, is an invertible
infinitesimal, whose reciprocal is dp~™" = [pZ"], which is necessarily a positive infinite
number. Of course, in the ring * R there exist generalized numbers which are not in any
of the three classes of Def. 3] like e.g. 2. = 1 sin(l).

€ £

DEFINITION 4.

(i) If P{(xc)} is a property of (z.) € R}, then we also use the abbreviations:
Vlze] € X @ P{(zc)} = V() €R}: [z.]€ X = P{(z.)},
] € X0 P{(ze)} = F(z) €R}: [z] € X, P{(zc)}.
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For example, if X = {z} C’R", then V[z.] = 2 : P{(x.)} means that the property
holds for all representatives of z, and J[z.] = = : P{(z.)} means that the same

property holds for some representative of x. N
(ii) Our notations for intervals are: [a,b] := {z € 'R | a < z < b}, [a,b]r == [a,0] NR,
and analogously for segments [z,y] := {x +7 - (y —z) | r € [0,1]} C ’R™ and

[l‘,y]Rn = ['737y] nR™

(iii) For subsets J, K C I we write K C J if 0 is an accumulation point of K and K C .J
(we read it as: K is co-final in J). For any J Cq I, the constructions introduced so
far can be repeated with nets (z¢).cs. We indicate this by using the symbol ”§”|J.
IfK CylJ,z e ”§”|J and 7/ € ”§"|K, then z’ is called a subpoint of x, denoted as
x' C x, if there exist representatives (x:)ccy, (2L)cck of x, 2’ such that z. = z.
for all e € K. In this case we write ' = x|k, dom(2’) := K, and the restriction
(=)|k : “R™ — ’R"| is a well-defined operation. In general, for X C ’R™ we set
X|; := {z|; € "R"|; | # € X}. Finally, note that

(-Ve: Pla}) <= 3T ColIVeeJ: —Pla}.
2.1. Topologies on ’R™. On the “R-module "R™ we can consider the natural extension

of the Euclidean norm, i.e. |[z.]| := [|z.|] € "R, where [z.] € "R™. Even if this generalized
norm takes values in R, it shares some essential properties with classical norms:

lz| =2V (-=),

lz| > 0,

|| =0=2 =0,
ly -z =yl - |af,

lz 4yl < lz| + |yl
2] = lyl| < |z —yl.

It is therefore natural to consider on "R" topologies generated by balls defined by this
generalized norm and a set of radii:

DEFINITION 5. We say that R is a set of radii if:

(i) RC” FNQEO is a nonempty subset of positive invertible generalized numbers.
(ii) For all r,s € R the infimum r A s € R.
(iii) k-r € R for all r € R and all k € Rxo.

Moreover, if R is a set of radii and z, y € ”ﬁ, then:

(iv) We write z <qw y if Ir e R: r <y —x.

(v) BR(x) :={y € "R" | |y — x| <s 7} for any r € R.

(vi) Bj(z) :={y € R" | |y — x| < p}, for any p € R>o, denotes an ordinary Euclidean
ball in R™.

For example, ’R% and R are sets of radii.
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LEMMA 6. Let R be a set of radii and x,y,z € ’R. Then:

(i) = (z <n z).
(ii) z <y and y <,z z imply < 2.
(iii) Vre R: 0 <m r.

Proof. x <, x would imply r < 0 for some r E%Q”ﬁgo. But then r—1r =1 <0.
Ifrgy—xandsgz—yforr,sef)%, then 2(r As) <r+s<z-—u.
In fact, we have 0 <, 7 if and only if s < r for some s € R. =

The relation <o has better topological properties as compared to the usual strict
order relation x < y and x # y (a relation that we will therefore never use) because of
the following result:

THEOREM 7. The set of balls {BR(z) | r € R, = € ’R"} generated by a set of radii R is
a base for a topology on "R™.

Proof. Tt suffices to consider z € BX(z) N BX(y) and to prove that BY(z) € BX(z) N
B%(y) for some v € R. The proof is essentially a reformulation of the classical proof in
metric spaces. In fact, we have 7 <r — |z — z| and 5 < s — |y — 2| for some 7,5 € R. Set
v:=7A§ € R. The inequality |w — z| <gz v implies ¢ < v — |w — 2| for some o € R.
Therefore, lw—z| < |w—z|+|z—2z| < v—0o+r—7 and thereby 0 < 7+o—v < r—|w—2z],
i.e. |[w — x| < r. This proves that BX(z) C BX(z), and the other inclusion follows
analogously. m

Henceforth, we will only consider the sets of radii "N*;O and Rsg. The topology gen-
erated in the former case is called sharp topology, whereas the latter is called Fermat
topology. We will call sharply open set any open set in the sharp topology, and large open
set any open set in the Fermat topology; clearly, the latter is coarser than the former.
Let us note explicitly that taking an infinitesimal radius r € ﬂ§§0 we can consider in-
finitesimal neighborhoods of z € * R" in the sharp topology. Of course, this is not possible
in the Fermat topology. The existence of infinitesimal neighborhoods implies that the
sharp topology induces the discrete topology on R (see [40]). The necessity to consider
infinitesimal neighborhoods occurs in any theory containing continuous generalized func-
tions which have infinite derivatives. Indeed, from the mean value theorem Thm. [49(i)
below, we have f(z) — f(zo) = f'(c) - (x — xo) for some ¢ € [z,xo]. Therefore, we have
f(z) € B,(f(x0)), for a given r € "R, if and only if |z — ¢ - |f'(¢)| < r, which yields an
infinitesimal neighborhood of z in case f/(c) is infinite; see [40} [41] for precise statements
and proofs corresponding to this intuition. By an innocuous abuse of language we write
x < y instead of z </,R* y and = <g y instead of x <g., y. For example, R>0 = R>0

We will simply write B, ( ) to denote an open ball in the sharp topology and BE (x) for an
open ball in the Fermat topology. Proceeding by contradiction, it is not difficult to prove
that the sharp topology on ’R" is Hausdorff and that the set Dy, of all infinitesimals
is a clopen set; moreover, as will be proved more generally in [76], this topology is also
Cauchy complete.

The following result is useful in dealing with positive and invertible generalized num-
bers.
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LEMMA 8. Let x € ’R. Then the following are equivalent:

(i) = is invertible and x > 0, i.e. x > 0.
(ii) For each representative (zc) € R, of x we have Y0 : z. > 0.
(iii) For each representative (z.) € R, of x we have Im € N Y0¢: z. > pm.
(iv) There exists a representative (x.) € R, of x such that Im € N Ve : z. > p™.

Proof. [(1)={(ii); Since z is positive, we can find a representative [z.] = x such that
ze > 0 for all e. But x is also invertible, so for all € we can also write z.y. = 1 + z.,
where (2.) ~, 0 is a negligible net. By contradiction, assume that z., <0 for each k € N,
where (gx)gen — 01. Then z., = 0 and hence x., v, =0 =1+ 2., — 1 for k — +o0,
which is a contradiction.

(ii)={(iii)f Assume that there exists a representative [z.] = x such that z., < p’;k for
each k € N, where (ex)ren — 0T monotonically. We then define a p-moderate net by
Te := 01if € = ¢ and . := x. otherwise. For each n € N, if k is sufficiently big, we
have |z, — #.,| < pF, < pf . This implies that (z.) ~, (&:). Therefore (&) is another
representative of x, which contradicts by construction.

By assumption, lim,_,q+ p. = 07. This and yield that x. > p* > 0 for
e small, say for ¢ < gg. Therefore, 0 < y. := 2! < p7™ for € < gy (and y. arbitrarily
defined elsewhere) is p-moderate and hence it is a representative of the inverse of x.

Finally, implies for logical reasons, and implies |(i)| because p. > 0. =

2.2. Open, closed and bounded sets generated by nets. A natural way to obtain
sharply open, closed and bounded sets in R is by using a net (A¢) of subsets A. C R™.
We have two ways of extending the membership relation z. € A, to generalized points
[z.] € "R™ (cf. [86] 43]):

DEFINITION 9. Let (A¢) be a net of subsets of R”. Then:

(i) [Ae] := {[zc] € “R™ | VO : z. € A.} is called the internal set generated by the net
(Ag).

(i1) Let (x.) be a net of points of R™. Then we say that z. €. A., and we read it as (z.)
strongly belongs to (Ae) if:

(a) Ve: z. € A..
(b) If (2L) ~, (xc), then also . € A, for e small.

Moreover, we set (A.) := {[z.] € "R™ | z. €. A.}, and we call it the strongly internal
set generated by the net (A.).

(iii) We say that the internal set K = [A.] is sharply bounded if there exists M € "Rsg
such that K C By(0).

(iv) Finally, we say that the (A.) is a sharply bounded net if there exists N € R such
that Ve Vo € A, : |z| < pZ 7.

Therefore, © € [A.] if there exists a representative [z.] = z such that x. € A, for
€ small, whereas this membership is independent from the chosen representative in case
of strongly internal sets. An internal set generated by a constant net A, = A C R™ will
simply be denoted by [A].
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The following theorem (cf. [86] [43] for the case p. = ¢) shows that internal and
strongly internal sets have dual topological properties:

THEOREM 10. Fore € I, let A, CR™ and let x. € R™. Then:

(i) [xc] € [AL] if and only if Vg € Rso YO¢ : d(z., Ac) < pd. Therefore [x.] € [A.] if and
only if [d(z., A.)] = 0 € R.

(ii) [z.] € (A:) if and only if 3¢ € Rug Ve 1 d(z., AS) > p?, where AS := R"\ A..
Therefore, if (d(zc, AS)) € Ry, then [z.] € (AL) if and only if [d(z., AZ)] > 0.

(iii) [A¢] is sharply closed.

(iv) (A.) is sharply open.

(v) [Ac] = [cl(AL)], where cl(S) is the closure of S C R™.

(vi) (Ac) = (int(Ac)), where int(S) is the interior of S C R™.

Proof. [(i)]=: We have 2. € A, for some representative [z] = [z.] € [A.]. But d(z., A.) <
|ze — x| + d(xL, A.), from which the conclusion follows.

.¢' Since the net (infyeca, |z — al) is p-negligible, we can find a decreasing sequence
(er)ken 4 0 such that inf,c 4, |z —a] < p for € < ei. Hence, for each € € (ex41,cx|r We
can find 2. € A. such that |z. — 2’| < p¥. Therefore, (1) is another representative of
[z.] and 2. € A, for e < eq.

Let [z.] € (A.) and suppose to the contrary that there exists a sequence &j | 0
such that d(z.,, A, ) < p¥_for all k € N. For each k, pick some z}, € AS, with |z}, —z.,| <
2p% and choose (2) ~, () such that o = zj for all k. Then 2, ¢ A., for all k,
contradicting z. €. A.. Conversely, let d(x., AS) > p? for € small. Then in particular
z. € A.. Also, if (z1) ~, () then d(z, AZ) > (1/2)pg for € small, so 2. € A.. Thus,
[z.] € (Al). N

(iii)f Let = = [z.] € “R™ \ [A]. Then |(i)| yields d(z.,, Ac,) > pg, for some ¢ € Rso
and some sequence (ex)ren 4 0. Set 7 := 5dp?; then y € B,(v) implies that for bome
representative [y.] = y we have d(ygk,Agk) > d(@e,, Aey,) — |Te, — Ye | > pL — 308,
Therefore |(i)| gives y ¢ [A]. This proves that /R \ [Ac] is sharply open.

implies that [x.] € (A.) if and only if [x.] is in the interior of (A.) with
respect to the sharp topology.

Directly from |(i)| and |(ii)| =

For example, it is not hard to show that the closure in the sharp topology of a ball of
center ¢ = [c.] and radius r = [r.] > 0 is

By(e) ={z € ’R*[ |z — | <7} = [BE.(co))- (2.6)

In fact, it suffices to prove these equalities for ¢ = 0, because the translation z — x — ¢
is sharply continuous. If (x,) is a sequence in {z | |z| < r} that converges to g, then
|zo| < |2 — @n| + |2n| < |To — 2| + r. Letting n — +o00, this shows that {z | |z| < r} is
closed. Conversely, if |z| < r, to prove that z is an adherent point of B,.(0), we need to
show that

Vs € “Rsg 3% € B,(0) N By(x).

Take k € N such that 2dp* < min(r,s), and representatives [x.] = = and [r.] = r such
that |x.| < r. for small e. The point Z. := z. if |v.| < r. — p¥ and 7. = 2. — éilp?
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otherwise satisfies the desired conditions. This proves the first equality in (2.6). The proof
that B,.(0) 2 [BE (0)] is easy. Vice versa, if || < r. +z. for some representatives [Z.] = =

and [z;] = 0, then setting z. := Z. if |Z.| < r. and z. := %rs otherwise gives another
representative of = that shows that 2 € [BE (0)].
From (2.6) and Thm. (10, it hence also follows that

Br(c) = (B, (cc))- (2.7)
In a similar way, it can be shown that for every x,y €’ ﬁ,
y>reoye{ze’R|z>uz}. (2.8)

Some relations between internal and strongly internal sets that we will use below are
listed in the following

LEMMA 11. Let (2.) be a net of subsets in R™ for all €, and (B:) a sharply bounded net
such that [B:] C (Q.). Then:

(i) Y% : B. C Q..

(ii) If each B is closed, then 3S € N V[z.] € [Bc] Y& : d(ze, Q) > p2.
(iii) If r = [rc] € "R, b= [b.] € "R™ and B,(b) C int([B.]), then V¢ : By (b.) C B..
(iv) Ifx € (A.) C [Be], then V[z.] = 2 Ve : z. € B..

(v) If (C¢) is also sharply bounded and [B:] C int([C.]), then there exists S € N such

that:

(a) Ve Bls(Be) € C-.
(b) Bays (B C C.

Here, in general
BY(B) = {x | d(x, B) <} = | ] BI(®)
beB
(in *R™, we also set d(z, B) := [d(z., B.)] € 'R).
(vi) If each Be is closed, then there exists a sharply bounded net (BXF) of closed sets such
that [BX] C (Q.) is a sharp neighborhood of [B:].

Proof. To prove let us assume, by contradiction, that we can find sequences ()
and () such that e | 0 and xp € Be, \ Q.. Defining z. := z, for ¢ = g, and
x. € B. otherwise, we see that z := [z.] is moderate since (B.) is sharply bounded.
Hence z € [B.], but z., ¢ Q, by construction, hence z ¢ (Q.) by Def. 0] which is
impossible because [B.] C (€.).

Assume that holds for all € < gq. If B; is closed, then B. € R™ because (B.) is
sharply bounded. We can therefore find a point z. € B, such that d(Z., Q%) = d(B., Qf).
At T := [Z.] € [B¢] property of Thm. [10] yields the existence of some S € N such
that d(Z.,Q¢) > p2 for £ small. From this the conclusion follows because d(z.,Q¢) >
d(Be,QS) = d(Z., Q%) if z. € B, for e small. If [2]] = [z.] is any other representative,
then claim |(ii)| still holds because d(z., z.) is negligible.

By contradiction, assume that for some J Co I we can find x. € By (b.) \ B
for all € € J. Therefore, z := [(2.)..,]| € B, B,.(b)|s. But the assumption B, (b) C int([Be])
yields B,.(b) C [B.] =: B and hence = € B|;, which is impossible.
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Directly from the previous result and Thm.

We prove by contradiction that there exists S € N satisfying @ we will then
show that this S also works for @ So, assume that for all s € N there exists Js Co I
and x4 € B;:g (B:) \ C: for all € € J;. We can hence find €, € Js such that g5 < % and
Tse, € ngs (Be.) \ C¢,. Choosing recursively these €5, we can assume that €541 < €5, S0
that (e5)s 4 0. Set J := {es € Js | s € Nso} Co I. For each € € J, we can set zc 1= T,
for the unique s € Ny such that € = ¢4, so that = € ”§|J. Foralle =¢, € J, if € < g4,
then p > s because (g5)s is strictly decreasing. Therefore

Te = Te, € B;:gp (Bap) \ Cap c Bg; (Ba) \ C.

because p > s and € = ¢,. This proves that (d(xc, B:)).c; ~, 0 and hence that z :=
[(2e).cs] € Bl C int(C)|;. Therefore, B,(z) C int(C|;) for some r € ’Rso| . Using|(iii)
we get B (z.) C C. for ¢ € J sufficiently small, and hence z. € C¢, a contradiction.
Now assume that S € N satisfies @ Then for all x € By,s(B), we have x € Bg,s(b) for
some b = [b.] € B. Therefore, for all [z.] = x and ¢ small, we have 2. € B (b.) C C.

using |(a)|
To prove this property, it suffices to consider an M € "Rsq such that [B.] €
B (0) and to define

B = {x € B%, (0) | d(z,Q¢) > pf*'} € R,
where S € N comes from |(ii)| =

Let X = (A.) be a strongly internal set, 2,y € X and both K, K¢ Cy I. Set e :=
[lke] € ”ﬁ, where 1. := life € K and 1k, := 0 otherwise. Then z := x-ex +y-egc € X
and z|g C z, z|ge C y (we then say that X is closed with respect to interleaving;
this property holds also for internal sets, see [86]). The same property does not hold if
x € By(c)\ Bs(d) and y € B,(d) \ By(c), so that B,.(c) U By(d) is sharply open but is not
strongly internal. The same kind of example can be repeated e.g. considering arbitrary
unions of pairwise disjoint balls.

To obtain large open sets starting from a net of subsets A, C R™, we can consider the
analogue of (A.) but using the radii of the Fermat topology:

DEFINITION 12. Let (A.) be a net of subsets of R™ and let (x.), (z.) be nets of points
of R™.
(i) We write (z.) ~p (zL) to denote the property |z — 2’| < r for all » € R, ie.

lim, g+ |xze — 2| = 0.

(ii) We say that z. €p A., and we read it as (z¢) strongly belongs to (Ac) in the Fermat
topology, if:
(a) Ye: z. € A..
(b) If (zL) ~r (x.), then also z. € A, for £ small.

Moreover, we set (A.)p := {[zc] € "R" | z. €p A.}, and we call it the strongly
internal set generated by the net (A.) in the Fermat topology.

The following result can be proved simply by generalizing the proof of Thm. [I0]
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THEOREM 13. Fore € I, let A. CR™ and let x. € R™. Then:

(i) [zc] € (A.)r if and only if Ir € Rug Ve : d(z., AS) > r.
(ii) (A:)p is a Fermat open set.

Sharply bounded internal sets (which are always sharply closed by Thm.
serve as compact sets for our generalized functions. We will show this by proving for
them an extreme value theorem (see Thm. ; for a deeper study of this type of sets in
the case p = (&) see [41]; in the same particular setting, the notion of sharp topology was
introduced in [10], 06]; see also [79] 49] for an analogue of Lem. [8} see [86] for the study
of internal sets, and see [43] for strongly internal sets.

3. Generalized functions as smooth set-theoretical maps

3.0.1. Definition and sharp continuity. Using the ring ” ﬁ, it is easy to consider a
Gaussian with an infinitesimal standard deviation. If we denote this probability density by
f(z,0),and if we set o = [0.] € ’Rs, where o ~ 0, we obtain the net of smooth functions
(f(—,0¢))cer- This is the basic idea we are going to develop in the following definitions.
We will first introduce the notion of a net (f.) defining a generalized smooth function
of the type X — Y, where X C 'R and Y C “R%. This is a net of smooth functions
fo € C®(Qe,R%) that induces well-defined maps of the form [0 f.(=)] : (Qc) — "R?, for
every multi-index a € N™.

DEFINITION 14. Let X C “R" and Y C “R? be arbitrary subsets of generalized points.
Let (Q.) be a net of open subsets of R™, and (f.) be a net of smooth functions, with
fe €C>=(Q, Rd). Then we say that

(fe) defines a generalized smooth function: X —Y
if:
(i) X C(Qe) and [f-(z.)] €Y for all [z.] € X.
(i) V[z.] € X Va e N": (9°f.(2.)) € RL
We recall that the notation
Viz] € X : P{(z:)}
means
V(z:) €Rp: [zl € X = P{(z:)},
i.e. for all representatives (z.) generating a point [z.] € X, the property P{(z.)} holds.

A generalized smooth function (or map, in this paper these terms are used as synony-
mous) is simply a function of the form f = [f.(—)]|x:

DEFINITION 15. Let X C ’R" and Y C “R? be arbitrary subsets of generalized points.
Then we say that
f: X =Y is a generalized smooth function
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if f € Set(X,Y) and there exists a net f. € C>(f,R?) defining a generalized smooth
map of type X — Y, in the sense of Def. such that

Vize] € X = f([z]) = [fe(xe)). (3.1)
We will also say that f is defined by the net of smooth functions (fc) or that the net (f:)
represents f. The set of all these generalized smooth functions (GSF) will be denoted by
PGC>(X,Y) or simply by GC*(X,Y).

Let us note explicitly that Definitions [14] and [15]| state minimal logical conditions to
obtain a set-theoretical map from X into Y and defined by a net of smooth functions.
In particular, the following Thm. [16] states that in equality we have independence
from the representatives for all derivatives [z.] € X — [0°f.(z.)] € "R%, o € N™.
THEOREM 16. Let X C ‘R™ and Y C ‘R be arbitrary subsets of generalized points.
Let (Q2.) be a net of open subsets of R™, and (f.) be a net of smooth functions, with
f- €C>®(0.,R?). Assume that (f.) defines a generalized smooth map of the type X — Y,
then

Va € N™ V(ze), (a) €RY: [z = [21] € X = (9% fe(xe)) ~p (0% f(al))
Proof. Let a« € N™ and (z.), (z.) be two representatives of the same point z = [z.] =
[zl] € X C (Q.). Thm. yields
d(w., 95) > ol (3.2)

for some g € R~ and ¢ small. Thus Biq (z) C Q. for these values of . Choose r € Rsq
sufficiently large so that

2pr < pl (3.3)
for € small. Since (z.) ~, (L) we have that
a. € By (z.) (3.4)

for € small, and the entire segment [z, 2] connecting z. and = lies in Bj, (z.). Suppose

€

that (3.2), (3.3) and (3.4) hold for € € (0,¢&0]. Fixi € {1,...,d} and set u.(t) := 0% fi(x+
t(xl —x.)) for t € [0,1]r and € € (0,0]. By the classical mean value theorem 9% f(x.) —
0% fi(xe) = pe(l) — pe(0) = pl(6:) for some . € (0,1), and hence for all € € (0,g0] we
get

n

0% fllal) — 0% fllwe) = ) 07T fL(E) - (2 —ab), (3.5)

k=1

point [£.] = [z.] is in X since (2.) ~, (). Therefore by Def. every derivative
(9Fer fi(€,)) is p-moderate. From this and the equivalence (z..) ~, (z.), equation
yields the conclusion (9% fo(zL)) ~, (0% f-(x¢)). m

Note that taking arbitrary subsets X C ’R™ in Def. we can also consider GSF
defined on closed sets, like the set of all infinitesimals, or like a closed interval [a, b] C ’R.
We can also consider GSF defined at infinite generalized points. A simple case is the
exponential map

e lz]ef{re’R| 32 € R cx <logz}— [e* € 'R. 3.6
5 >0 g
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The domain of this map depends on the infinitesimal net p. For instance, if p = (¢) then
all its points are bounded by generalized numbers of the form [—-Nloge], N € N; whereas
if p = (e71/9), all points are bounded by [Ne~!], N € N. Another possibility for the
exponential function is to consider two gauges p > ¢ and the subring of ‘R defined by

oD . D . —N
JR:={z€’R[IN eN: [z <dp "},
where we have set dp := [pc]~, € °R. If we have

YN eN3IMeN: dp < —Mlogdo, (3.7)

then e(7) : [z.] € ‘p’ﬁ — [e%] € °R is well-defined. For example, if o, := exp(fpg_l/a),

then o < p and holds for M = 1. Note that the natural ring morphism [z.].,6 €
;ﬁ = we]~, €7 R is surjective but generally not injective.

A first regularity property of GSF is the continuity with respect to the sharp topology,
as proved in the following

THEOREM 17. Let X C ﬂﬁ", Y C’R¢ and fe € C®(Q.,R?) be a net of smooth functions
that defines a GSF of the type X — Y. Then:

(i) V[z.] € X Ya € N" g € Ry V¢ : SUPye ¥, (z.) 10° f.(y)| < p=9.

(i) For all « € N", the GSF g : [z.] € X + [0°f-(x.)] € R is locally Lipschitz in
the sharp topology, i.e. each x € X possesses a sharp neighborhood U such that
lg(x) — g(y)| < Llz —y| for all z,y € U and some L € 'R.

(iii) Each f € "GC™(X,Y) is continuous with respect to the sharp topologies induced on
X, V.

(iv) Assume that the GSF f is locally Lipschitz in the Fermat topology and that its
Lipschitz constants are always finite: L € R. Then f s continuous in the Fermat
topology.

Proof. We first prove [(i)| by contradiction, assuming that for some [z.] € X and some «
there exists (ex)x J 0 and a sequence (yi)x of points in R”™ such that |z., — yi| < pfk but
0% f=(y)| > pF. Define a. :=yj, for ¢ = £ and a. := x. otherwise. Then (1) ~, ()
but (0% f.(x.)) is not p-moderate, which contradicts Def.

To prove we apply [(i)| to each derivative %1€« f, to obtain

Vk=1,...,n 3q; € RuoTe, € I Ve € (0,¢4] : sup 0% f(y)| < pZ%.  (3.8)
yeB::qk (ze)
Set ¢ := maxg—1,...n gk, so that for y,z € Bqpa(z) we get

Jeo Ve € (0,0 ¢ [ye, 2:] € Bja(ze). (3.9)

.....

For any ¢ € {1,...,d} and ¢ small we can write
0% £2(ye) = 0° Fi(ze) | = | 30 07 £1(6) - (v — =)
k=1

where (. := y. + 0-(2c — ye) for some o, € (0,1). Therefore (. € B (ze) C B;qu (z¢) and

implies
|aaf€(ya) - aafa(zs” < d\/ﬁp;qwe - Ze|-
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Property follows upon setting o = 0 in Property follows directly from
the definition of locally Lipschitz function in the Fermat topology. In fact, we see that
Lz —y|<reRifye BTF/L(a:), which is an open ball in the Fermat topology because
LeR =

In the following result, we show that the dependence of the domains 2. on e can
be avoided since it does not lead to a larger class of generalized functions. In spite of
this possibility, we preferred to formulate Def. [[4] using e-dependent domains because
the extension of f. € C>(Q.,R%) to the whole of R" is not unique and hence introduces
extrinsic elements.

LEMMA 18. Let X C "R" and Y C "R? be arbitrary subsets of generalized points. Then
f: X = Y is a GSF if and only if there exists a net v. € C>®(R",R?) defining a
generalized smooth map of type X —'Y such that f = [ve(—)]|x-

Proof. The stated condition is clearly sufficient. Conversely, assume that f: X — Y is
defined by the net f. € C*°(Q.,R?). For every € € I let QL := {z € Q. | d(z,Q°) > pg},
QY i={z € Q| d(z,08) > pf/z} and choose x. € C*(Q) with supp(x:) C Q and
Xe = 1 in a neighborhood of QL. Set f. := 0 on R™\ Q. and v. := x. - fe, so that
ve € C¥(R™,RY). If x = [v.] € X C (Q.), then z. € QL C €, for € small by Thm. SO
for all @ € N™ we get 0%v.(z:) = 0% fe(x). Therefore, (v.). defines a GSF of the type
X =Y and clearly f = [f.(—)]|x = [ve(—)]|x. =

Consider a GSF f : X — Y. We want to show that for a large class of domains X,
the function f is uniquely determined by its values on particularly well-behaved points
x € X. These domains and these points are introduced in the following

DEFINITION 19.

(i) Let z € ’R™. Then we say that the point x is near-standard if there exists a repre-
sentative (x.) of x such that Flim,_,o+ z. =: ° € R™ («° is called the standard part
of z). Clearly, this limit does not depend on the representative of x.
(i) If Q C R", then Q°* := {z € ‘R" | Jz° € Q}.
(iii) We say that X C ’R™ contains its converging subpoints if for all J Cy I and all
z’ € X|; which is near-standard or infinite, there exists some z € X with 2’ C =
and such that lim. o ey 2L = lim._o xe.

THEOREM 20. Let X C "ﬁ", Y C ”ﬁd, and let f: X =Y be a GSF. If X contains
its converging subpoints and if f(x) = 0 for all near-standard and for all infinite points
x € X. Then f=0.

Proof. In fact, suppose that f vanishes on every near-standard and every infinite point
belonging to X, but that f(z) # 0 for some © € X. Let (z.) be a representative of x.
Then there exist m € N and (ex)r | 0 such that |f;, (2, )| > pI, where (f.) is a net
that defines f. If (x.,), is a bounded sequence, we can extract from it a convergent
subsequence (z,, )i. Setting J = {ey, [ I € N}, 2’ = z[; is a subpoint of z and by
assumption there exists some y € X that satisfies y|; = 2’ and additionally is near-
standard, with the same limit as 2. By construction, f(y) # 0, a contradiction. If, on
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the other hand, the sequence (z.,); is unbounded, then we can extract a subsequence
with limy_, 4o |x8k’ | = 400, and can then proceed as above to construct an infinite point
y € X at which f(y) #0. m

Analogously, we can prove the following:

THEOREM 21. Let X C’R" and Y C "Re. Let (Qe) be a net of open subsets of R, and
(f-) be a net of smooth functions, with f. € C®(Q,R%). Assume that X contains its
converging subpoints. Then (f.) defines a GSF of the type X — Y if and only if:

(i) X C(Qe) and [fe(z.)] €Y for all [z.] € X.
(ii) Yoo e N™ : (0%fc(x.)) € Rﬁ for all near-standard and for all infinite points [xc] € X.

For example, if 2 is an open subset of R, and we define the set of compactly supported
generalized points by

¢(Q) :={[z.] €’R" | IK € Q Ve : 2. € K} C (Q),

then ¢(§2) contains its converging subpoints. Internal and strongly internal sets generated
by a constant sequence A C R", i.e. [A] and (A), provide further examples of a subset
containing its converging subpoints. Moreover, an arbitrary union | e Xj of sets, with
each X; containing its converging subpoints, still contains its converging subpoints.

The subset ¢(2) is the natural domain for embedded distributions, as shown in the
following section.

4. Embedding of Schwartz distributions

Introduction. Among the re-occurring themes of this work are the choices which the
solution of a given problem within our framework may depend upon. For instance,
shows that the domain of a GSF depends on the infinitesimal net p. It is also easy to
show that the trivial Cauchy problem

2'(t) = [ x(t) =0,
z(0) =1,

has no solution (in a finite interval) if p = (), but it has the unique solution z(t) =
[e21] € "GC™(R,R) for all ¢ € R if we consider another gauge p := (e~!/¢). Therefore, the
choice of the infinitesimal net p is closely tied to the possibility of solving a given class of
differential equations. This illustrates the dependence of the theory on the infinitesimal
net p.

Further choices concern the embedding of Schwartz distributions. Since we need to
associate a net of smooth functions (f.) to a given distribution 7' € D’(Q), this embedding
is naturally built upon a regularization process. In our approach, this regularization will
depend on an infinite number b € * ﬁ, and the choice of b depends on what properties we
need from the embedding. For example, if ¢ is the (embedding of the) one-dimensional
Dirac delta, then we have the property

5(0) = b, (4.1)



A Grothendieck topos of generalized functions I 21

We can also choose the embedding so as to get the property
1

3

where H is the (embedding of the) Heaviside step function. Equalities like these are used
in diverse applications (see, e.g., [I7, [83] and references therein). In fact, we are going to
construct a family of structures of the type (G, 0, ¢), where (G, 9) is a a sheaf of differential
algebra and + : D’ — G is an embedding. The particular structure we need to consider
depends on the problem we have to solve. Of course, one may be more interested in having
an intrinsic embedding of distributions. This can be done by following the ideas of the
full Colombeau algebra (see e.g. [49, [46] [45] [50]). Nevertheless, this choice decreases the
simplicity of the present approach and is incompatible with properties like and .

H(0) = (4.2)

The embedding. If ¢ € D(R™), r € Ry and x € R™, we use the notations r ® ¢ for the
function z € R" — 4 - ¢ (%) € R and z @ ¢ for the function y € R" — ¢(y — z) € R.
These notations highlight that © is a free action of the multiplicative group (Rs,, 1) on
D(R™) and @ is a free action of the additive group (R, +,0) on D(R™). We also have the
distributive property r @ (z @ ¢) = rz & r ©® . Our embedding procedure will ultimately
rely on convolution with suitable mollifiers. To construct these, we need some technical

preparations.
LEMMA 22. For any n € N there exists some p,, € S(R) with the following properties:
i) [ pn(z)de =1.
(11) I x]/"ﬂn( )dax =0 for all j € Nso.
(i) 1 (0) = 1.
(iv) un is even.
(V) pn(k) =0 for all k € Z\ {0}.
Proof. Consider the Fréchet space
F={neSR)|peven, Vk € Z\ {0} : u(k) = 0}

and define the contlnuoub hnear functlonals fm + F = R, where fo(u) := p(0), fi(u) :=

[ (@) dz, and fr,(p) == [ a"" " p(x) dz (m > 2). Our objective then is to implement
conditions (i)—(iii) by showmg the solvability of the system
fow) =1, fi(p) =1, fm(p) =0 (m > 2) (4.3)

in F. To this end, we employ a classical result of M. Eidelheit (|22 Satz 2]). First, the
family (fm)men is linearly independent. Next, the topology of F' C S(R) is generated by
the family of norms py. (1) = sup;,,, <k Sup,cr(1+ |z )™ ()], k € N. Suppose now that
A1,...,A; are nonzero numbers and that the order of the linear functional anzo Amfm
is less or equal I. Here, the order of an element f of S'(R) is defined to be the smallest k&
such that |f(p)| < Cpi(p) for some C' > 0 and all p € S(R). Let 4; := nl + 1, then
certainly ¢ < 4;. Hence both conditions of [22, Satz 2] are satisfied and we may conclude
that has a solution p, in F'. u

REMARK 23. In addition to conditions |(i)| from Lemma [22| we may require that g,
satisfy finitely many additional properties expressible by linearly independent functionals
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6(0)

Fig. 4.1. A representation of Dirac delta and Heaviside function. A Colombeau mollifier has a
representation similar to Dirac delta (but with finite values).

as in the above proof (again by [22] Satz 2|). In particular, we may prescribe the values
for p, or its derivatives at finitely many further points.

Finally, we note that any element of S(R) satisfying condition from Lemma
must change sign infinitely often.

A Colombeau mollifier (for a fixed dimension n) is any function u that satisfies the
properties of the previous lemma. Concerning embeddings of Schwartz distributions, the
idea is classically to regularize distributions using a mollifier. The use of a Colombeau
mollifier allows us, on the one hand, to identify the distribution ¢ € D(Q2) — [ fp with
the GSF f € C*(Q2) C*GC* (2, R) (thanks to property; on the other hand, it allows
us to explicitly calculate compositions such as 6 0§, H o d, § o H (see below).

It is worth noting that the condition of null moments is well-known in the study of
convergence of numerical solutions of singular differential equations (see e.g. |56} 24] 1T14]
and references therein).
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Next we show that the assignment U — PGC*(c(U),’R) (U C 2 open) is a fine sheaf
on Q. In fact, for V C U, the natural restriction map *GC>(c(U),"R) — GC>®(c(V),R)
can also be written, in terms of defining nets, as f = [f:] — [fc]v]. Also, ¢(U)Nc(V) =
c(UNYV).

Suppose that ; (j € J) is an open covering of 2 and that for each j € J we are
given fJ = [fI] € ngOO(c(Qj),”ﬁ) such that fj|C(Qijk) = fk\c(gjmgk) for all j,k € J.
Then letting x; (j € J) be a smooth, locally finite partition of unity subordinate to €2,
(j € J), the GSF defined by the net

fer=Y x5 fleC™(Q)
JjeJ
is the unique element of ngm(c(Q),”ﬁ) with f|C(Qj) = f7 for all j € J. In particular, we
may define a corresponding notion of standard support for each f € “GC>(c(€2),"R) by

stsupp(f) := (U{Q’ CQ|Q open, flo = O})C.

The adjective standard underscores that this set is made only of standard points; a better
notion of support for GSF is defined as supp(f) = {x € X | |f(x)| > 0} and studied
in [41].

As a final preparation for the embedding of D’(£2) into PGC>(¢(R2),’R) we need to
construct suitable n-dimensional mollifiers from a Colombeau mollifier ;1 as given by
Lemma To this end, let w,, denote the surface area of S™~! and set

i—: forn > 1,
1 for n = 1.

Cp i=

Then let fi : R® — R, fi(x) := cppu(|z|™). Since p is even, fi is smooth. Moreover, by
Lemma it has unit integral and all its higher moments [ 2/i(z) dz vanish (|a| > 1).
With this notation we have:

LEMMA 24. Let x € D(R"), x = 1 on Bf(0), and x = 0 on R™\ B3(0). Also, let
b= [b:] € ’R be an infinite positive number, i.e. lim,_g+ be = +00. Now set

pe(x) = (b1 © o) (a)x(x[log(be)]) = b2 fu(be) x(2[log(be) ). (4.4)

(i) Ve: pl € C=(R"), stsupp(ul) C BzEuog(b ) - 1(0).

(ii) Yoo € N IN € N: supgepn [0°pl(z)| = O(BY) (¢ — 0).

(iii) Yoo € N™ Vg € N+ sup,cpn [0 (12 — b2 fi(be .)) ()| = O(b29) (e — 0).
(iv) VgeN: [pl(z)de =1+ 0(b7) (E—)O)

(v) VgeNVaeN": |a| >0 = [z*ul(z)dz=0(b7) (e —0) .

Proof. All the claimed properties have been proved for the special case b. = ¢~ ! in [19]
Sec. 3|, and the arguments employed there carry over in a straightforward way to the
present setting. m

THEOREM 25. Let (0 #) Q C R™ be an open set and let b as in Lemma 24 Set Q. :=
{:c € Q| dx,Q°) >e¢, |z < %} and fix some x € D(R™), x =1 on B¥(0), 0 < x <1
and x =0 on R™\ B5(0). Also, take k. € D(Q) such that k. = 1 on a neighborhood L.
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of Q.. Then the map
T eD'(Q) = [((ke - T) % ul) (—)] €76C>(c(22),"R). (4.5)
satisfies:
(i) b : D' — *GC™®(c(—),"R) is a sheaf morphism of real vector spaces: If ' C Q is
another open set and T € D'(2), then vfy(T)|cry = tiy (T]ar).
(ii) * preserves supports, hence is in fact a sheaf monomorphism. N
(i) Any f € C=(Q) can naturally be considered as an element of "GC™(c(2),"R) via
[z] = [f(x)]. Moreover, Vq € Nsg Vo € ¢(Q) 1 |hy(f)(x) — f(z)| < b7
(iv) If f € C>(2) and if b > dp~? for some a € Rsq, then 15 (f) = f. In particular,
then provides a multiplicative sheaf monomorphism C*(—) < "GC>(¢(—),R).
(v) For any T € D'(Q) and any a € N", 12 (0°T) = 0°%(T).
(vi) Let b > dp~® for some a € Rsg. Then for any ¢ € D(Q) and any T € D'(Q),

[ (0)0) ol | = T in R

(vii) 1Ra(6)(0) = c,b™ and if b > dp=® for some a € Rsg, then ({(H)(0) = 1.
(viii) The embedding (> does not depend on the particular choice of (k.) and (if b > dp~®

for some a € Rsg) x as above.
(ix) «* does not depend on the representative (b.) of b employed in (4.4)).

Proof. We follow ideas from [49] Sec. 1.2] and [19]. Let T' € D/(Q2) and let [z.] € ¢(Q).
Then there exists some K € €2 such that z. € K for € small. Also, we may assume that
K+ Bjjyog6.- 1(0) € L C Q. for these €, where L € €. Then by of Lemma for €
small we have

L?)(T)E(x6> = (ke - T) * Mg<x6> =Tx Mle)(xs) = (T, Ng(aﬂe =) (4.6)
Since T € D'(f2), we have a seminorm estimate of the form

Vo € DL(Q) : (T, )| < C max sup \8590(:5)|.
[BI<m el

Together with Lemma [24(i, ii) this implies that (0%t} (T)-(z2)) € R} for each a. Hence
2, indeed maps D’(12) into PGC>(c(Q),"R).
To show let ' C Q be open and let [z.] € ¢(©). Then using the notations

introduced before ([4.6)), we may suppose that L C ., and so for ¢ small we have z2(z.—.)
€ D(). Therefore, (4.6 implies, for such e,

to(T)e(we) = (T, pl(we — ) = (Tl pl(ze — ) = 1@y (Tler)e (xe)-

Next we show Suppose first that T|o = 0 for some open subset €' of Q. Let
[ze] € ¢(©) and pick K € ' such that z. € K for £ small. As above, for ¢ small we
have stsupp(u2(z. — .)) C &/, as well as 12(T): () = (T, pb(z- — .)), which therefore
vanishes. Hence (% (T)|o: = 0, and therefore stsupp(:%(T)) C stsupp(T).

Conversely, let ' C Q such that o2 (T)|o = 0 and let ¢ € D('). Since (k.T)*ul — T
in D’'(Q), in order to show (T, ¢) = 0 it suffices to demonstrate that (k.7) * u2 — 0 as
¢ — 0, uniformly on compact subsets of €’. Suppose this were not the case; then we
could find some L &€ €, some ¢ > 0 and sequences ¢, | 0 and z, € L such that
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|(keT) * Mgk (xg)| > ¢ for all k. Fixing any z € Q' and setting z. := xy for ¢ = g
and z. = z otherwise then defines an element [v.] € c(Q) with 4 (T)([zc]) # 0, a
contradiction.

Consequently, (2, induces an injective sheaf morphism (again denoted by) t* : D'(—) —
PGC>(c(—),"R).

If f € C*(Q) then any derivative of f is uniformly (in €) bounded on any (z.)
(for [zc] € ¢(€)). Thus f € GC>®(c( ) ”ﬁ) Now let [z.] € C(Q) and suppose first that
f has compact support. By Lemma |2 for any = € Q, f(z ff y) dy + ne,
where n. = O(b,7) for every g > 0. Thus for € small and any q € N we have by Taylor
expansion

(B(f)e — ) = / (F(ze — y) — f(ze)(y) dy +n.

q—
-5 [ b Dt
b1 q —1 N\~ 1
o [y DY) = 0.0 )X yllog(be) ) dy -+ e
(4.7)

where 6. € (0,1). Here, the first sum is O(b-9) by Lemma as is the second term
since f is compactly supported, x is globally bounded, and i € S(R™). If f is not
compactly supported, pick L € Q such that z. € L for ¢ small and let ¢ € D(Q2) equal 1
in a neighborhood of L. Then f(z) = (¢f)(z andnlmphes that & (f)(z) = & (ef)(2),
so the general case follows as well.

It suffices to observe that, by our assumption on b, implies that (%,(f)([z<]) =
[f(z:)] = f(x) for any f € C*(Q) and any = = [z.] € c(Q).

As in the proof of we may assume that 7" has compact support. Then for €
small we have

_|_

(00T, = 07T 5 b = 0°(T « ) = 0% (T)..
Pick ¢ € D() such that ¢ =1 on a neighborhood of stsupp(y). Then

stsupp(1)y (T) — 15 (CT)) N stsupp o = stsupp(T — ¢T') N stsupp o = 0,

so we may replace T by (T, i.e. we may assume without loss of generality that T € £'(2).
By the representation theorem of distribution theory 7' then is a finite sum of terms of
the form 9%f with f € C°(Q) compactly supported in €2, so it will suffice to treat the
case T'= 0“f. For any ¢ € D(Q2) we have

/u?z(a“f) 0% f)(@)p(x) dz = / (0 f(x — ) — 0 F(2))(y)p(x) dydz + n.
- / 0° f(x) / W)l +y) — p(@) dyde + ..

with n. = O(bZ?) for any ¢ € N by Lemma As in the proof of it follows that
also the integral term in the above equality is of order O(b_9), giving the claim due to
our assumption on b.
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The first claim is immediate from ¢%(8)-(0) = u2(0). To show the second, note
first that

(H).(0) - / Hy)b(~y) dy = / H(y)(e(y) — D (—y) dy = 0

for € small by the support properties of x. and x. Furthermore, since fooo w(y)dy = 1/2;
we obtain

‘ /H(y)ui’(*y) dy — ;‘ =

/0 " () (b= log (b)) — 1) dy
< / h ()| dy = O(b:9)

be|log(be)| 1t
for any ¢ € N, so the claim follows.

We first note that any two choices for either (k. ) or x provide sheaf morphisms as
in hence it suffices to check that the resulting embeddings coincide on compactly
supported distributions. For any such T" we have k. T = T for € small, so independence
from the choice of (k) follows.

Now suppose that two different x’s have been chosen and denote the corresponding
functions from by p? and fi2, and the resulting embeddings by :” and z°, respectively.
Since T € £'(Q), it satisfies a seminorm estimate of the form

Vo € C®(Q) : [(T, )| < C max sup [0°p(z)]. (4.8)
|B]|<m zeL
for some L € €. Together with Lemma this implies that, for any [z.] € ¢(Q) and
€ small, we have

|(&(T)e = 2 (T)e)(we)| = [T, (2 — i) (= — -))| = O (b2 9)
for any ¢ € N.
Let (c.) be another representative of b, so (cc) ~, (be). As in the proof of
it then suffices to show that (*(T) = 1%(T) for any T € £'(Q2). Given z = [x.] € ¢(), let
K € Q be such that z. € K for € small. Then by (4.8) and (4.5)),

((T) = *(D)) ()] < C max sup 107 (g — 1) (@)].

Inserting from (4.4)) it follows by a straightforward estimate that the right hand side here
is of order O(p?) for any ¢ € N, proving the claim. m

Whenever we use the notation ¢ for an embedding, we assume that b € * R satisfies the
overall assumptions of Thm. [25[and of in that theorem, and that (> has been defined
as in using a Colombeau mollifier p for the given dimension. Note in particular that
by Theorem we are justified in using the shorthand notation ¢* for the embedding
defined via any representative (b.) of b.

REMARK 26.

(i) In Def. |1} we introduced the asymptotic gauge Z(p), and the entire construction de-
pends on the fixed infinitesimal net p only through this set Z(p). A more general defi-
nition of asymptotic gauge is possible (see [45]). Anyhow, [45, Sec. 4.3] shows that an
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embedding of Schwartz distribution having certain minimal properties necessarily re-
quires that the asymptotic gauge be generated by a single net, as is the case for Z(p).
Let §, H € *GC*™ (”ﬁ, ’R) be the corresponding :’-embeddings of the Dirac delta and
of the Heaviside function. Then é(x) = b- u(b- x) and d(x) = 0 if z is near-standard
and x° # 0 or if z is infinite because p € S(R). Also, by construction of u?, &
can be represented like in the first diagram of Fig. E.g., 6(k/b) = 0 for each
k € Z\ {0}, and each ¥ is a nonzero infinitesimal. Similar properties can be stated
e.g. for 62(x) = b2 - u(b- )2

Analogously, we have H(xz) = 1 if x is near-standard and z° > 0 or if x > 0 is
infinite; H(z) = 0 if = is near-standard and z° < 0 or if < 0 is infinite.

Let vp(1/z) € D'(R) be the Cauchy principal value, so that (%(vp(1/z))(z) =
[(vp(1/2) * ) (@2)] = [(vp(1/2) (), k(e — )] and () = bepa(bew)x (zllogbel).

f:

If © = [z.] is far from the origin, in the sense that |x| > r for some r € R,
then 1% (vp(1/z))(x f R ”E(J:E Y dy], where R. := z. + 2[logb.|~'. We have
L(vp(1/z))(z) = ; because, more generally, if T is a distribution with singular

support {0}, then one can take a smooth cutoff function ¢ with arbitrarily small
support near {0} and write

w(T) = r(¥T) + g((1 = ¥)T).

By Thm. the support of (& (¢/T) is small, while by |(ii)}, t%((1—)T) = (1—9)T,
which equals 7" on the complement of the support of ¢). Moreover, (% (vp(1/z))(0) = 0
because vp(%) is odd and p is even and for T' € §’'(R), the embedding can be simply
obtained by convolution with p, dropping both y and k..

In [75], S. Lojasiewicz introduced the notion of a point value for distributions. He
defined that T' € D'(f2) has the point value ¢ € C in xy € Q if

iiE)I%)<T(I0 +ex), p(x)) = c/g@(x) dz Yo € D(Q). (4.9)

Not every distribution has point values at arbitrary points — in fact, if it does, it
already has to be a function of first Baire class ([75]). Conversely, a continuous
function f clearly has point value f(z) in any point z in its domain.

We show that if 7' has point value ¢ at 7o € Q then (2 (T).(z¢) — cas ¢ — 0. In
fact, since §’(R™) is a normal space of distributions that is invariant under transla-
tions, by [105], Prop. 7] this follows if for any sequence ¢, | 0, the functions g := ugk
satisfy the following conditions:

(a) [gr(z)de — 1, anan>Of|> gr(x)dr — 0 as k — oc.

(b) For each a € D(R™) that is 1 on a neighborhood of 0, (1 — a)gx — 0 in S'(R™)
for k — oo.

(¢) For each az € N™ there exists some M, > 0 such that, for any n > 0,

/ |x\|“‘|8“gk(:ﬂ)|dx < M,.
|z[<n

Indeed, all these properties follow readily from (4.4)).
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(vi) Colombeau’s special (or simplified) algebra G ([I5 16} 83, [49]) is defined, for 2 C R™
open, as the quotient G5(Q) := Ep(Q)/N3(Q) of moderate nets modulo negligible
nets, where

En(9) := {(ue) € C®°(Q) | VK € QYa € N IN € N :
sup [0 ue ()] = O(c =)}
zeK
and
N3 Q) = {(ue) € C®(Q)! | VK € QVa e N" ¥m € N :
sup [0%u(z)| = O(e™)}.
reK
By [43, Thm. 37], G*(Q) can be identified with the algebra #GC*(c(€2),”R) in the
special case of p(¢) = €. In this setting, Theorem [25|gives an alternative proof of the
well-known facts that the Colombeau algebra contains C*°({2) as a faithful subal-
gebra, D'(Q) as a linear subspace and that the embedding is a sheaf morphism that
commutes with partial derivatives. An alternative point of view is that Colombeau
generalized functions correspond to those generalized smooth functions that are de-
fined on compactly supported generalized points. As was already mentioned, more
general domains are both useful in applications and are indeed a necessary require-
ment for obtaining a construction that is closed with respect to composition of
generalized functions.

We close this section by considering the following natural problem: let us define two
embeddings LIS)), 1 as in (4.5), but using two different infinite positive numbers b, ¢ € 'R,
so that for all T € £'(Q2) we have

1 (T) = [T ],
(1) = [T % pic].
The following result characterizes equality of such embeddings.

THEOREM 27. Letb,c € 'R be infinite positive numbers and let p be a Colombeau mollifier
for dimension n. Let Q C R™ be open. Then 12 = 1§, if and only if b= c in 'R, i.e. if and
only if they are equal as Robinson—Colombeau generalized numbers.

Proof. By Theorem (b is well-defined, i.e. does not depend on the representative
of b € ’R. Conversely, suppose that (2, = (& and fix any 2o € Q. Then in particular
8, (0z) = 15(0s,) in GC™(c(),”R). Due to (4.4), (4.5), an evaluation of these GSF at
xo implies
vm e N: |(bF —c)en| = O(p"),

sob=cin’R. m

4.0.1. Closure with respect to composition. In contrast to the case of distributions,
there is no problem in considering the composition of two GSF. This property opens new

interesting possibilities, e.g. in considering differential equations ' = f(y,t), where y and
f are GSF. For instance, there is no problem in studying ' = d(y) (see [76]).
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THEOREM 28. Subsets S C "R® with the trace of the sharp topology, and generalized
smooth maps as arrows form a subcategory of the category of topological spaces. We will
call this category "GC™, the category of GSF.

Proof. From Thm. [17(iii)| we already know that every GSF is continuous; we have hence
to prove that these arrows are closed with respect to identity and composition in order
to obtain a concrete subcategory of topological spaces and continuous maps.

If T C ‘Rt is an arbitrary object, then f.(x) := z is the net of smooth functions that
globally defines the identity 17 on T'. It is immediate that 11 is generalized smooth.

To prove that arrows of GC> are closed with respect to composition, let S C ”ﬁs, T C
'RERCYR™and f:S > T, g: T — R be GSF, then f@) = [fe(zo)] € T and g(y)
[9:(y=)] € R for every x € S and y € T, where f. € C*(QL,R") and g. € C*(QL,R") are
suitable nets of smooth functions as in Def. and where Q. is open in R® and Q7 is
open in R?. Of course, the idea is to consider g. o f- € C*°(Q.,R"), where Q. := f=1(Q)
(let us note that, even in the case where Q2 does not depend on ¢, generally speaking €.
still depends on €).

Take z € S, so that f(z) = [f-(z:)] € T C () and hence f.(x.) €. Q! and z. € Q.
for e small. If we take another representative (z.) ~, (z.) we have f(z’) = f(x) since f is
well-defined and, proceeding as before, we still have x. € Q. for € sufficiently small. This
proves that S C (€.). Moreover, since [f.(z.)] € T, we also have [g.(f:(z:))] € R and
g(f(z)) = [ge(f(x))]. It remains to show that the net (g. o f.) defines a GSF (Def.
of the type S — R.

To this end, let us consider any [z.] € S and any v € N*. We can write

9(geo fo) (@) = p [0° fo(xe), .., 0% fu(2), 07 ge (fo(22)), -, 072 ge(fe(=2))] 5 (4.10)

where p is a suitable polynomial (from the Faa di Bruno formula) not depending on ..
Every term 0% f.(z.) and 0% g.(f.(x.)) is p-moderate by of Def. Since mod-
erateness is preserved by polynomial operations, it follows that also 97(g. o f.)(x.) is

p-moderate. m

For instance, we can think of the Dirac delta as a map of the form ¢ : ‘R — ”ﬁ, and
therefore the composition €9 is defined in {z € "R | 3z € "Rsq : 6(x) < logz}, which of
course does not contain x = 0 but only suitable nonzero infinitesimals. On the other hand,
500 : "R — *R. Moreover, from the inclusion of ordinary smooth functions (Thm. and
the closure with respect to composition, it directly follows that every *GC>(U,” ) is an
algebra with pointwise operations for every subset U C * R". For an open subset ) C R"™,
the algebra PGC>(c(€2),”R) contains the space D'() of Schwartz distributions.

A natural way to define a GSF is to follow the original idea of classical authors (see
[59, [72] 20]) to fix an infinitesimal or infinite parameter in a suitable ordinary smooth
function. We will call this type of GSF of Cauchy—Dirac type; the next theorem specifies
this notion and states that GSF are of Cauchy—Dirac type whenever the generating net
(f:) is smooth in €.

COROLLARY 29. Let X CR", Y CRY P CR™ be open sets and p € C°(P x X,Y) be

an ordinary smooth function. Let p € [P, and define f. = p(ps,—) € C®(X,Y), then
[f(=)] : [X] = [Y] is a GSF. In particular, if f:[X] — [Y] is a GSF defined by (f.)
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and the net (f.) is smooth in e, i.e. if
Jp e C®((0,1) x X,Y): fe=(e,—) Vee(0,1),

and if [€] € 'R, then the GSF f is of Cauchy-Dirac type because f(z) = o([e],x) for all
x € [X]. Finally, Cauchy—-Dirac GSF are closed with respect to composition.

Proof. In fact, the map x € [X] — (p,z) € [P] x [X] is trivially generalized smooth and
hence from the inclusion of smooth functions (Theorem and the closure with respect
to composition (Theorem the conclusions follow. m

EXAMPLE 30. The composition dod € "GC*(“R,"R) is given by (800)(z) = by (b?p(ba))
and is an even function. If x is near-standard and x° # 0, or « is infinite, then (d0d)(x) = b.
Since (§ o §)(0) = 0, by the intermediate value theorem (see Cor. 48| below), we find
that ¢ o § attains any value in the interval [0,b] C ’R. For a y as in Fig. we have
wu(bx) > 1/2 for |bz| < n and a sufficiently small . Then §(z) > b/2 for || < n/b, and
hence (§ 0 6)(z) = 0. A representation of ¢ 0§ is given in Fig. Analogously, one can
deal with H o and § o H.

5(0)

Fig. 4.2. A representation of d o §

The theory of GSF originates from the theory of Colombeau quotient algebras. In
this well-developed approach, strong analytic tools, including microlocal analysis, and an
elaborate theory of pseudodifferential and Fourier integral operators have been developed
over the past few years (cf. [15] [16, 83, 49] 54, BT 32] and references therein). In these
quotient algebras, each generalized function generates a unique GSF defined on a subset
of ©R. On the other hand, Colombeau generalized functions are in general not closed with
respect to composition because they cannot be defined on arbitrary domains X C R™,
We refer to [43] for details about the links between Colombeau algebras and GSF, and to
[I1T), 112, 113] for a treatment of Colombeau algebras in the framework of nonstandard
analysis.
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5. Differential calculus and the Fermat—Reyes theorem

In this section we show how the derivatives of a GSF can be calculated using a form
of incremental ratio. The idea is to prove the Fermat—Reyes theorem for GSF (see [38]
40, [61]). Essentially, this theorem shows the existence and uniqueness of another GSF
serving as incremental ratio. This is the first of a long list of results demonstrating the
close similarities between ordinary smooth functions and GSF.

We recall that the thickening of an open set  C R™ along v € R™ is th,(Q) :=
{(z,h) € R"*! | [z, 24+hv]rn C Q}, and serves as a natural domain of a partial incremental
ratio along v of any function defined on 2. In order to prove the Fermat—Reyes theorem,
it is simpler to define what a thickening of U C /R along v € R™ is.

DEFINITION 31. Let U C “R™ and let v € “R™. Then we say that T C "R™! is a (sharp)
thickening of U along v if:

(i) VeeU: (z,0)eT. _
(ii) For all (z,h) € T there exist a,b € “Rsq, with b < a, such that:

(a) |h-v] <b.
(b) Ba(z) CU.
(¢) Bu(z) x Bp(0) CT.

Finally, we will say that T is a large thickening of Ualong v if the radii a, b in are
real: a,b € Ryg.

REMARK 32.

(i) Conditions |(i)| and imply that necessarily U is a sharply open set, whereas U is
a large open set if T is a large thickening.

(ii) Let (x,h) € T and let the radii a, b be as in Then for all s € [0,1] we have
| + shv — z| < |h| < b < a. Therefore [z, + hv] € B,(z) C U. This gives a
connection with the classical definition of thickening and shows that if f: U — 7 ﬁ,
we can counsider the difference f(z + hv) — f(x).

(iii) Condition of Def. implies that T is a sharply open subset of ”ﬁ”“; it is a
large open subset in case T is a large thickening.

(iv) If T and T are two (large) thickenings of U along v, then also T NT is a (large)
thickening of the same type. Finally, thickenings are also closed with respect to
arbitrary nonempty unions.

In the present setting, the Fermat—Reyes theorem is the following.

THEOREM 33. Let U C “R™ be a sharply open set, let v = [v.] € "R™, and let f €

PGC>(U, ”ﬁ) be a generalized smooth map generated by the net of smooth functions f. €

C>*(9Q,R).

(i) If S is a thickening of U along v such that S C (th,_(£.)), then there exists a
thickening T C S of U along v and a generalized smooth map r € PGC>=(T, ”ﬁ),
called the generalized incremental ratio of f along v, such that

fle+hv) = f(z)+h-r(z,h) Y(x,h) €T.
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Moreover r(x,0) = [gi (zc)] for every x € U, and we can thus define %(m) =

r(z,0), so that % € PGC=(U,"R).
(ii) Any two generalized incremental ratios of f coincide on the intersection of their
domains.
If U is a large open set and S is a large thickening of U along v, then an analogous
statement holds for a large thickening T of U along v.

Note that this result allows us to consider the partial derivative of f with respect to
an arbitrary generalized vector v € * R" which can be, e.g., near-standard or infinite.

Before proving the theorem, it is essential to show that GSF are uniquely determined
by invertible elements.

LEMMA 34. Let U C’R™ be an open set in the sharp topology, and let f € ”(]C‘”(U,”ﬁd)
be a GSF. Then f(x) =0 for every x € U if and only if f(x) =0 for all x € U such that
|| is invertible.

Proof. Using Lem. B] it is straightforward to prove that the group of invertible elements
is dense in "R with respect to the sharp topology. This implies that the set of points in
U all of whose coordinates are invertible is dense in U. Clearly for any such point y, |y|
is invertible. Thus given any point « € U there exists a sequence (zj) in U converging to
x in the sharp topology and such that |zy| is invertible for each k. Since f is continuous
with respect to the sharp topology (Thm. [17(iii))), this yields 0 = f(xi) — f(x). =
To show the existence of thickenings, we also need the following result
LEMMA 35. Let () be a net of open sets of R™, and let v = [v.] € "R™.

(i) If x € (Qc) then (x,0) € (th,, ().
(i) If (z,h) € (thy, (%)) then x + thv € (Q) for all t € [0,1].
(iil) IfU C (Q.) is sharply open, there exists a sharp thickening T of U along v such that
T C (thy, ().

The same properties hold if we consider the strongly internal sets (Q.)p and (th,_(Q))r
in the Fermat topology. In this case in U has to be supposed large open and the
resulting thickening s large as well.

Proof. If x € (Q.), then z. € Q. for € small, and we also have (z.,0) € th,_(£2.) for the
same €. Now take (x.,2:) ~, (2¢,0), so that = [z] € (©2.) and hence B, (x) C (€.) for
some r € "Rsq such that r. < d(z/, Q) for all € € I (see Thm. . The net (z:) ~, 0, so
we also have |z.v.| < r for € small. Thus for e sufficiently small we obtain both 2. € Q.
and |z.v:| < re, so that for all s € [0,1]g we find that |2l + sz.v. — zl| < |zo0e| < 1o <
d(xL,Q8). Hence x. + sz.v. € Q, ie. (2L, 2z:) € th, () for ¢ sufficiently small. This
shows that (z,0) € (th,_(€.)), implying [T)}

To prove assume that (x,h) € (th,_(Q.)) and ¢ € [0,1]. Therefore, 0 < t. < 1
for € small and some representative (t.) of ¢. Since (x.,h:) €. th,_ (£2:), we find that
Te +tcheve € Qe for € small. If we take another representative (y.) ~, (zz +t-h-v.), then
we can define z! := y. —t-h.v. so that (x., he) ~, (2L, he). From (z., he) €. th,_(Q:) we
thus infer that also (2., h.) € th,_(£2) for € small. Therefore z. + t.heve = y. € Q. for e
small. This shows that x + thv € (Q).
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Finally, in order to prove we assume that U C (€).) is a sharply open subset.
For all z € U C (), we have (z,0) € (th,, (2:)) from [()] and hence Thm. [I(iv)] yields
the existence of ¢, € “Rs¢ such that B, (z,0) C (th,_(€)). Since U is a neighborhood
of x, there exists a, € ”§>0, a; < ¢, such that B, () C U. Choose b, € ”§>0 such that
b, < a; and a, + b, < ¢;. Because v € ’R" is p-moderate, we have |v| < dp~" for some
N € N. Take d, € “Rsq such that d, < b, - dp™ and define

T := | J Ba,(z) x By, (0).
zeU
If |h| < dy, then |h-v| < |v|-dy < by and hence T is a sharp thickening of U along v.
We finally note that (z',h) € B,, (z) X Bg,(0) implies |(x',h) — (z,0)| < |2/ — x| + |h| <
ay+dy < az+by < ¢z, sothat (', h) € B, (2,0) C (thy, (Q)). Therefore T' C (th,_(£2.)).
Considering ~p instead of ~, and radii in Ry, in the same way we can prove the
analogous properties for strongly internal sets in the Fermat topology. m

We can now prove the Fermat—Reyes theorem for GSF.

Proof of Theorem [33. Since U is sharply open, for any point z € U we can find a ball
Bg, () CU, R, € ”§>0. Define a,, := % and b, := % . Because v € ’R™ is p-moderate,
we have |v| < dp~® for some N € N. Take d, € ”§>0 such that d, < b, - dp" and set
T :=U,cp Ba, (x) x Ba,(0). Since for all x € U the pair (x,0) is an interior point of the
given thickening S, we can assume to have chosen a, and d, so that T'C S C (th,,_(£2.)).
In case U is large open, we can proceed as above to obtain a,, d, € R~¢, so that T" would
then be a large thickening.

Let us consider the net of smooth function r. € C*(th,_(€.)) defined by r.(y, h) :=

01 gi < (y + thve)dt for all ¢ € I. We calculate the partial derivative 9%re(ye, he) for
a € N1 and an arbitrary point (y,h) € T. For simplicity, set & := (ay,...,a,), and
Ve = (v167 ) Uns) e R™

1 lal
8a7’5(y57h€) _ 0 |:8f6

y Ohonidys %(ysﬂ-thsve)]dt (5.1)

Applying the chain rule and the mean value theorem for integrals, can be written as a
sum of terms of the form 9 f (y. +t.hov.)v2t™, for suitable multi-indices 3,, and m € N.
Here, t. € [0,1]g foralle € I. From (y,h) € T, we get y € B, (x) and h € Bg, (0) for some
x € U. This gives |y+thv—z| < |y—z|+|hv| < az+by < Ry, so that y+thv € By, (x) C U.
From Def. [14(ii)| we infer that (0°f-(y. + t-h.v.)) is p-moderate. Since moderateness
is preserved by polynomials, and t. € [0,1]g is moderate, from we deduce that
(07 (ye, he)) is moderate. This proves that r := [r.(—, —)]|r : T — "R is a GSF.
We have
Lof.

o Ove

her(z,h) = [he : (z- +th5v€)dt}

he
=[] e s as
= [fe(ze + heve)] = [fe(2e)] = f(z + hv) — f(2).

Of course r(z,0) = [gf (z¢)], and this concludes the existence part.
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To prove uniqueness, consider (z,h) € T NT, where T and T are two thickenings
(along v) of the incremental ratios 7, 7. Define R(k) := r(x,k) and R(k) := 7(x, k) for
k € By(0), where (x,h) € B,(z) x By(0) € TN T by the definition of thickening. Since
k € By(0) — (z,k) € TNT is a GSF, both R and R are still generalized smooth maps
by the closure with respect to composition. Moreover

k-R(k)=k-r(z, k)= f(z+ kv) — f(z), (5.2)
and analogously k- R(k) = f(x + kv) — f(z) = k- R(k). Therefore R(k) = R(k) for every

k € By(0) which is invertible, and Lemma [34] yields R = R. Since h € By(0) we get
R(h) = r(z,h) = R(h) = 7(x,h). m

We will use the notation %[—, —]r € PGC>(T,"R) (or simply %[—7 —] in case the
domain is clear from the context) for the generalized smooth incremental ratio of a
function f € ”QC‘X’(U,”ﬁ) defined on the thickening 7', so as to distinguish it from the
derivative % € ”QCO"(Uﬁ”ﬁ). Since any partial derivative of a GSF is still a GSF, higher
order derivatives 32—({ € PGC=(U,”* ﬁ) are simply defined recursively.

As follows from Thm. and Thm. the concept of derivative defined using
the Fermat—Reyes theorem is compatible with the classical derivative of Schwartz dis-
tributions via the embeddings (* from Thm. The following result follows from the
analogous properties for the nets of smooth functions defining f and g.

THEOREM 36. Let U C “R™ be an open subset in the sharp topology, let v € 'R™ and f,
g : U — "R be generalized smooth maps. Then:

(ii 3(51')” r~% Vr € 'R
v O(f-
(iii) (gvg) :%-g—l—f~%,

(iv) For each x € U, the map df(x).v:= g—i(x) € 'R is "R-linear in v € "R™.

Using the Fermat—Reyes theorem, it is also possible to give intrinsic proofs (i.e. with-
out using nets of smooth functions that define a given GSF), as exemplified in the fol-
lowing

THEOREM 37. Let U C "R" an~d V C "R% be open subsets in the sharp topology and
g € PGC>(V,U), f € PGC>=(U,"R) be generalized smooth maps. Then for all z € V and
all v e ”ﬁd,

d(fog), . dg
T(%) =df (g(x)) ~%($),

() = df (g(x)) o dg().

Proof. For h small (in the sharp topology), we can write

Flote + ho)) = £ [o(e) + 92 (e, ). (5.3

Set u(z, h) := %[x,h] € "R™. Then (5.3) yields

Floto + )] = Flale) + b 5o la(o). ).
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Therefore, the uniqueness of the smooth incremental ratio of f o g in the direction v

implies
d(fog) ~of
T[%h} = ule ) [g(z),h].
For h = 0, we get
d(fog) of 9y

5 @) = oy (9(e)) = Af(gla)) ua,0) = Af (g(a)) 51 ()

which is our conclusion. m

6. Integral calculus using primitives

In this section, we examine existence and uniqueness of primitives F' of a GSF f €
’GC>([a, b], ”ﬁ) (see also [120] for an analogous approach). To this end, we shall have to
introduce the derivative F’(z) at boundary points x € [a, b], i.e. such that x —a or b —
is not invertible. Let us note explicitly, in fact, that the Fermat-Reyes Theorem [33] is
stated only for sharply open domains. We shall therefore require the following result.

LEMMA 38. Let a,b € "R be such that a < b. Then the interior int([a,b]) in the sharp
topology is dense in [a,b].

Proof. Take representatives of a, b and z € [a, b] such that a. < b, and a. < x. < b, for
¢ small. Thm. yields int([a, b]) = {((ae,be)). To prove the conclusion, it suffices to
define

Te ifaeJFP?Sil?eSbe*P?

Yke = 4 ac + pF

bs_p]; ifﬂ?s>bs_Pl§7

if x. <a€+p§,

for any k € N and ¢ € I. We have d(ype, (ac,b:)¢) > p¥, so that yx € ((ac,b.)). Moreover,

k

lype — x| < pg for all €, and from this the desired limit condition follows. m

The following result shows that every GSF can have at most one primitive GSF up
to an additive constant.

THEOREM 39. Let X C ‘R and let fe pQCOO(X,”ﬁ) be a gemeralized smooth function.
Let a,b € 'R, with a < b, such that (a,b) C X. If f'(x) = 0 for all x € int(a,b), then f
is constant on (a,b). An analogous statement holds if we take any other type of interval
(closed or half closed) instead of (a,b).

Proof. By Lemma [18] we can assume that f is defined by a net of smooth functions
fe € C*°(R,R). From the Fermat—Reyes Theorem we know that f'(z) = [fl(zc)] for
every interior point z = [z.] € X. For all x,y € int(a,b) C X, we can write

1

F(&) = £y) = [folae) — £ ()] = [@e o) [ Fe + sy —a0)) ds

= —2) [fl(ze +sc(ye =) = (y—2) - fl@+s(y—x),  (6.1)
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where s, € [0,1]r is provided by the integral mean value theorem and s := [s.] € [0,1].
Since z,y € int(a,b), we have = + s(y — x) € int(a,b) and hence f'(x + s(y — x)) = 0.
Therefore, yields f(z) = f(y) as claimed. For a different type of interval, it suffices
to consider Lemma [38 and sharp continuity of GSF (Thm. [I7). =

REMARK 40. From the Fermat-Reyes Thm. [33] and from Thm. [39] it follows that the
function i(z) := 1 if x ~ 0 and i(x) := 0 otherwise cannot be a GSF on any large
neighborhood of x = 0. This example stems from the property that different standard
real numbers can always be separated by infinitesimal balls.

At interior points z € [a,b] in the sharp topology, the definition of derivative f*)(z)
follows from the Fermat-Reyes Theorem [33] At boundary points, we have the following

THEOREM 41. Let a,b € ‘R with a < b, and f € PGC*(]a, b],”ﬁ) be a generalized smooth
function. Then for all x € [a,b], the following limit exists in the sharp topology:

im0 ) = ().

y—x
y€int([a,b])

Moreover, if the net f. € Cfo(st R) defines f and x = [z.], then f(k)(x) = g(k)(:zzg)] and
hence f8) € PGC>([a,b],"R).
Proof. We have

lim f(k)(y) = lim [fe(k) (ys)] = [fgk) (-755)]:

y—x y—x
y€int([a,b]) y€int([a,b])

where the last equality follows due to the sharp continuity of | ék)(f)] at every point
z € [a,b] C (Q.) (Thm. [[7(iii)| and Lem. [38). =

We can now prove existence and uniqueness of primitives of GSF:
THEOREM 42. Let a,b,c € ‘R, with a < b and ¢ € [a,b]. Let f € ”ng([a,b],pﬁ) be
a generalized smooth functign. Then there exists one and only one generalized smooth
function F € *GC*([a,b],’R) such that F(c) = 0 and F'(z) = f(z) for all x € [a,b].
Moreover, if f is defined by the net f. € C*°(R,R) and ¢ = [c.], then F(x) = [ff: fe(s)ds]
for all x = [z.] € [a, .
Proof. Fix representatives (a.), (b:) and (cc) of a, b, ¢ such that

a. < c. < b, (6.2)

for £ small. By Lemma we can assume that f is generated by a net f. € C*°(R,R).
Set

xT
F.(x) ::/ fe(s)ds VzeR. (6.3)
Ce
We want to prove that the net (F.) defines a GSF of type [a,b] — /R, and therefore we
take = € [a,b] and o € N. Choose a representative (z.) of x such that

ae <z, <b, (6.4)
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for e small. If a > 0, then F.* (ze) = fs(afl)(xa) and hence moderateness is clear since
x € [a,b]. For @« = 0 we have F_(z.) = f-(0c) - (xc — ¢c), where
Oc € [Ce, ) U [ze,cc] Veel (6.5)

is obtained by the integral mean value theorem. For € small, we have both (6.2 . ) and (6.4] E,
so that these inequalities and yield o € [a,b] C U. Therefore (f.(0.)) and (F.(x¢))
are moderate. This proves condition Def. [14{ii)| for the net (F.), and we can hence set
F(z) := [F.(x.)] € 'R for all z = [z.] € [a, b].

If y € int([a, b]), we can apply our differential calculus to the generalized smooth map

Fling(ja,p)) = [Fe(—)]lint(ja,p))» obtaining F'(y) = [f-(y:)] = f(y). From this, if = € [a, b],
we get

F(e)= lm Fly)= lm f(y)= /()

Yy—x —T
y€int([a,b]) y€int([a,b])

because f is sharply continuous at = € [a,b] C U. The uniqueness part follows from
Theorem [39 =

DEFINITION 43. Under the assumptions of Theorem denote by fc(_) fi= fc(_) f(s)ds
€ PGC>([a, b],”R) the unique generalized smooth function such that:

i) f: f=0o.
(ii) (fc(_) (@)=L [T f(s)ds = f(z) for all z € [a,b].
In Sec. [ we develop a generalization of this concept of integration to GSF in several
variables and to more general domains of integration M C *R%.

EXAMPLE 44.

(i) Since * R contains both infinitesimal and infinite numbers, our notion of definite in-
tegral also includes “improper integrals”. Let e.g. f(z) = + for # € "Rsg and a = 1,
b=dp~9, g > 0. Then

b req
/ f(s)ds = {/ - ds] = [log p- 9] — log 1 = —qlogdp, (6.6)
a 1 s

which is, of course, a positive infinite generalized number. This apparently trivial
result is closely tied to the possibility to define GSF on arbitrary domains, like F' €
PGC>([a, b],”ﬁ) in Thm. Where b is an infinite number as in , which is one of
the key properties allowing one to get the closure with respect to composition.

(ii) If p,q € 'R, p < 0 < ¢ and both p and g are not infinitesimal, then fq t)de ~ 1. If
p<—randq>swherer86R>0,thenfq t)ydt = 1.

THEOREM 45. Let f € PGC> (X, ”R) and g € PGC(Y, ’R) be generalized smooth functions

defined on arbitrary domains in *R. Let a,b € 'R with a < b and [a,b) C X NY. Then:
W L+ =L+ g

(11)[)\]" /\ff VA € 'R.

(11)faf ff—i—f f for all c € [a, b].

(iv) fa = _fb .

v) [, f'= 1) - f(a).

=
S

O“Q“
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N b b
V) [ g=If-alo—J.f-d-
(vii) If f(z) < g(z) for all x € [a,b], then f;f < ffg.
Proof. This follows directly from (6.3)) and the usual rules of the integral calculus, or
from Def. 43| and Thm. [33| for property n
THEOREM 46. Let f € PGC™(T, ”ﬁN) and ¢ € ng‘io(S, T) be generalized smooth functions
defined on arbitrary domains in ‘R. Let a,b € *R, with a < b, be such that [a,b] C S,
w(a) < @(b) and [p(a), p(b)] CT. Finally, assume that ¢([a,b]) C [¢(a),(b)]. Then

»(b) b
t)dt = $)] - ' (s)ds.
/W) 0 /af[w()]w()

Proof. Define

r) = [ ( S)de Ve < ola), o0

w(y)
H(y) = / L war vyl
p(a

G = [ " F o)) (s)ds V€ [ab]

Each one of these functions is generalized smooth by Def. [43]of the integral or by Thm.
because it can be written as a composition of generalized smooth maps. We have H(a) =
G(a) =0, H(y) = F [¢(y)] for every y € [a,b] and, by the chain rule (Prop.[7), H'(y) =

F'lo)] - ¢'(y) = fleW)] - ¢ (y) = G'(y), the last two equalities following by Def. |43| of
the integral. From the uniqueness Theorem [39] the conclusion H = G follows. =

REMARK 47 (Relation to distributional primitives). Let a,b € R, a < b, and set Q =
(a,b) C R. By [I00} Ch. II, §4] there exists a sequentially continuous operator R : D'(Q) —
D'(2) assigning to any T € D’'(?) a primitive R(T), i.e. R(T)" = T in D'(R2). Now let
L= : D'(Q) = PGC>(c(D), ’R) be an embedding as in Theorem and fix any ¢ € "R
with @ < ¢ < b. Then

(=) /
JR(T)Y = o(R(TY) = o(T) = ( / L<T>) |
Therefore, Theorem implies that
[ ) = dRE)E) - R

for all s,te”ﬁ with a < s, t <b.

7. Some classical theorems for generalized smooth functions

It is natural to expect that several classical theorems of differential and integral calculus
can be extended from the ordinary smooth case to the generalized smooth framework.
Once again, we underscore that these faithful generalizations are possible because we do
not have a priori limitations in the evaluation f(x) for GSF. For example, one does not
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have similar results in Colombeau theory, where an arbitrary generalized function can be
evaluated only at compactly supported points.
We start from the intermediate value theorem.

COROLLARY 48. Let fe ”NQCOO(X,”ﬁ) be a generalized smooth function defined on the
subset X C*R. Let a,b € ’R, with a < b, such that [a,b] C X. Assume that f(a) < f(b).
Then

Vy € 'R : fla) <y < f(b) = Fec€la,b]: y= f(c).
Proof. Let f be defined by the net f. € C*°(R,R). For small ¢ and for suitable represen-
tatives (ae), (be), (ye), we have

ae < be, fs(as) < Ye st(ba)

By the classical intermediate value theorem we get some ¢, € [ac, b:] such that f.(c.) = ye.
Therefore ¢ := [c] € [a,b] € X and hence f(c) = [fo(ce)] = [ye] =y. m

Using this theorem we can conclude that no GSF can assume only a finite number
of values which are comparable with respect to the relation < on any nontrivial interval
[a,b] C X, unless it is constant. For example, this provides an alternative way of seeing
that the function i of Rem. [40] cannot be a generalized smooth map.

We note that the solution ¢ € [a,b] of the previous generalized smooth equation
y = f(x) need not even be continuous in e. Indeed, let us consider the net of smooth
functions depicted in Figure where it is understood that, as € approaches 0, the
two waves at the extremes oscillate around the dashed rectilinear positions shown in
the figure. Set f(z fo fo(s)ds — f-(z.)] € 'R for z € [0,1] C “R, and analyze the
generalized meOth equation f ( ) =0. Let g = % be the “times” where the two waves
of the net (f) are rectilinear. At these times the solution f(z., ) = 0 can be any point
Ze,, € [b,c|. Assume that for € € [%, % + 5k] only the wave on the left is rectilinear and
for e € [% — Ok, %] only the wave on the right is rectilinear (where §; | 0 is sufficiently
small). Therefore, in the first case, any solution must be of the form z. € [¢,1] and in
the second case z. € [0,b]. Thus any solution must jump at every time € and the height
of the jump must be at least ¢ — b.

This example allows us to draw the following general conclusion: if we consider gen-
eralized numbers as solutions of smooth equations, then we are forced to work on a non-
totally-ordered ring of scalars derived from discontinuous (in ) representatives. To put it
differently: if we choose a ring of scalars with a total order or continuous representatives,
we will not be able to solve every smooth equation, and the given ring can be considered,
in some sense, incomplete. Of course, this does not mean that the study of better behaved
(non-totally-ordered) subrings of ”ﬁ, useful for special purposes, is not interesting.

THEOREM 49. Let f € PGC™ (X, ”ﬁd) be a generalized smooth function defined in the
sharply open set X C 'R™. Let a,b € ’R™ such that [a,b] C X.
(i) Ifn=d=1, then Ic € [a,b] : f(b) — f(a) = (b—a)- f'(c).
(i) If n=d =1, then 3c € [a,b] : fff(t =(b—-a)- f(e).
(i) If d =1, then 3c € [a,b] : f(b) — f(a) =V f(c)-(b—a).
(iv) Let h:=b—a. Then f(a+h)— f(a) = fo df(a+t-h).hdt.
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[ \\ :\
0 a b ¢ d 1

L

Fig. 7.1. A net (f:) defining a discontinuous solution of a smooth equation.

Proof. Using the usual notations, for small £ we have a. < b. and

Jee € [ae,be] @ fo(be) — fe(ae) = (be — ae) - f;(cg), (7.1)
be
Je. € [ac, ba] : / o= (b —a) - fo(co), (7.2)

from which the conclusions [(i)] and follow directly. The several variables and vector
valued cases follow as usual by reduction to the one-variable and scalar valued

case. m

Internal sets generated by a sharply bounded net of compact sets serve as a substitute
for compact subsets for GSF, as can be seen from the following extreme value theorem:

LEMMA 50. Let ) # K = [K.] C ’'R™ be an internal set generated by a sharply bounded
net (K:) of compact sets K. € R™ Assume that o : K — ‘R is a well-defined map given by
a(x) = [ac(z:)] for all x € K, where a. : K. — R are continuous maps (e.g. a(x) = |z|).
Then

Im,M e KVre K: a(m) < a(x) < al(M).

Proof. Since K # (), for ¢ sufficiently small, let us say for ¢ € (0,e0], K. is nonempty
and, by our assumptions, it is also compact. Since each «. is continuous, for all € € (0, g¢]
we have

Ime, M, € K. Vx € K. 1 ac(me) < ac(x) < a.(M,). (7.3)

Since the net (K.) is sharply bounded, both the nets (m.) and (M.) are moderate.
Therefore, m = [m.] € K and M = [M,] € K from because K = [K.] is an internal
set. Take any = € [K.], then there exists a representative (z.) such that z. € K, for ¢
small. Therefore a(m) = [ae(me)] < [ac(ze)] = a(z) < a(M). =

COROLLARY 51. Let f € PGC> (X, ”ﬁ) be a generalized smooth function defined in the
subset X C’R™. Let ) # K = [K.] C X be an internal set generated by a sharply bounded
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net (K¢) of compact sets K. € R™. Then
Im,M € KVzxe K: f(m) < f(zx) < f(M). (7.4)
These results motivate the following

DEFINITION 52. A subset K of “R" is called functionally compact, denoted by K &t ”ﬁ”,
if there exists a net (K.) such that:

(i) K = [K.] C'R".
(ii) (K.) is sharply bounded.
(iii) Ve e I : K. €R",

If in addition, K C U C ’R" then we write K & U. Finally, we write [K.] € U if
[(iii)] and [K.] C U hold.

We refer to [41] for a deeper study of this type of compact sets in the case p = (¢).
Note that any interval [a,b] C 'Rwithb—a e R0, is not connected: in fact if ¢ € (a, b),
then both ¢ + Dy and [a,b] \ (¢ + D) are sharply open in [a,b]. Once again, this is a
general property in several non-Archimedean frameworks (see e.g. [92, [61]). On the other
hand, as in the case of functionally compact sets, GSF behave on intervals as if they
were connected, in the sense that both the intermediate value theorem (Cor. and
the extreme value theorem (Cor. hold for them (therefore, f ([a,b]) = [f(m), f(M)],
where we used the notations from the results just mentioned).

We close this section with generalizations of Taylor’s theorem in various forms. In the
following statement, dkf(:c) : "R 5 'R is the k-th differential of the GSF f, viewed

as an “R-multilinear map ‘R x .. k.. xR = ”ﬁ, and we use the common notation
dkf(g) - h* = d*f(z)(h,..., h). Clearly, d* f(z) € GC>(“R¥ “R). For multilinear maps
A ’RP — ’RY, we set |A| := [|Ac|] € ’R, the generalized number defined by the norms of

the operators A, : RP — RY.

THEOREM 53. Let f € ”QCOO(U ”R) be a generalized smooth function defined in the
sharply open set U C 'Re. Let a,b € 'Re such that the line segment [a,b] C U, and
set h:=b—a. Then, for all n € N we have:

. n  df(a i qntt n

(i) 3¢ € [a,b] : f(a+h)—zj - §§ Lond 4 S et
(i) fla+h)=2" B pi oy Lo 1~ d™ fla+ th) - A7t

7!

Moreover, there exists some R € ”R>0 such that

Vk € BR(0) 3¢ € [a,a+k]: fla+k)= i djf,(a) K4 (m CEmTL o (7.5)
= ! !

A" () Lot

7-/{"“:*-/ 1—¢)ndnt! tk) - k"t dt ~ 0. 7.6

) S @ s (76)
Formulas [(i)] and correspond to a plain generalization of Taylor’s theorem for

ordinary smooth functions with Lagrange and integral remainder, respectively. Dealing

with generalized functions, it is important to note that this direct statement also includes

the possibility that the differential d" ™ f(£) may be infinite at some point. For this reason,
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in (7.5) and (7.6), considering a sufficiently small increment k, we get more classical
infinitesimal remainders d" ™! (&) - k"' ~ 0.

Proof of Theorem . Let f. € C>(R%R) be a net of smooth functions that defines f.
We have a + h =b € [a,b] C U and U is sharply open, so by the Taylor formula applied
to f. and by Theorem [33| we have

fla+h) = [fe(ac + he)]

N djfé(as) j dn+1fa(€e) n
{Z Tt ey e

=0

~dfa),; AT
R ey

=0

for some & € (ae,b:), and where & = [&] € 'R so that £ € [a,b]. Analogously, we can
prove
To prove the second part of the theorem, we start by considering a sharp ball B,.(a)CU,

where r = [r] > 0. Set H := [BEE/Q((ZE)], and

K := max(|d" ™ f(M)],|d" T f(m)|) € "R,

where d" ™! f(M) and d"™! f(m) are the maximum and the minimum values of the GSF
d"tf U x RUHD 5 PR on H C U (see Cor. . We hence have [d"*!f(¢)| < K
for all £ € H. Take any strictly positive number P € * §>o such that P > K and any
strictly positive infinitesimal p € ”§>0 so that p/P ~ 0 and hence (p/P)"* < p/P. Set
R := min(r/2,p/P), then R € "R since both r and p/P are invertible. If k € Bg(0)
then [a,a + k] C H C U. We can therefore apply [(i)] to get (7.5)). Finally,
A E) i | o e Pyt PP
(n+1)! ~ (n+1)! “(n+1D! \P (n+1)! P

The following definitions allow us to state Taylor formulas in Peano and in infinitesimal
form. The latter has no remainder term thanks to the use of an equivalence relation that
permits the introduction of a language of nilpotent infinitesimals (see e.g. [35] for a similar
formulation). For simplicity, we only present the 1-dimensional case.

~0 m

DEFINITION 54.

(i) Let U C ’R be a sharp neighborhood of 0 and P,Q : U — ’R be maps defined on U.
Then we say that
P(u) =0(Q(u)) asu —0
if there exists a function R : U — R such that
VYueU: P(u)=R(u) Q(u) and lirr%J R(u) =0,
uU—
where the limit is taken in the sharp topology.

(ii) Let x,y € ‘R and k,j € Rs, then we write & =; y if there exist representatives (x.),
(ye) of x, y, respectively, such that

|x6 - ys| = O(p;/j)' (7'7)
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We will read z =; y as x is equal to y up to j-th order infinitesimals. Finally, if
k € N=g, we set Dy, := {z € "R | z**! =, 0}, which is called the set of k-th order
infinitesimals for the equality =;, and

Dooj = {z €"R| 3k € Nsg : zF! =, 0}
which is called the set of infinitesimals for the equality =;.

Of course, the reformulation of Def. |54i)| for the classical Landau’s little-oh is partic-
ularly suited to the case of a ring like * R, instead of a field. The intuitive interpretation
of z =; y is that for particular (e.g. physics-related) problems one is not interested in
distinguishing quantities whose difference |z — y| is less than an infinitesimal of order j.
In fact, if x =; y we can write z. = y. + . with r. — 0 of order at most p;/J. The idea
behind taking 1/5 in is to obtain the property that the greater the order j of the
infinitesimal error, the greater the difference |z — y| is allowed to be. This is a typical
property in rings with nilpotent infinitesimals (see e.g. [35], 61]). The set Dy; represents
the neighborhood of infinitesimals of k-th order for the equality =;. Once again, the
greater the order k, the bigger is the neighborhood (see Theorem [55(viii)| below). Note
that if x =, y, then . = y5—|—0(p€/] “) for all a € (0, 1/j]R In particular, z. = y. +o(pe)
implies x =1 y, whereas x =1 y yields only z. = y. + 0( —9) for all a € (0,1]g. On the
other hand, it is not hard to prove the embedding *R C * R / =; of the ring of Fermat reals
*R of [35] for all j < 1.

THEOREM 55. Let f € ”QCOO(U,”E) be a generalized smooth function defined in the
sharply open set U C’R. Let 2,6 € "R, with 6 > 0 and [x —d,2+06] CU. Let k,l,j € Rsg.
Then:

) VneN: f(x+u) :ZLO%UTJrO(u”) as u — 0.

) The definition of x =; y does not depend on the representatives of x, y.

) =; is an equivalence relation on ’R.

) If x =5y and l > j, then x =; y. Therefore, Dy,; C Dy;.

) IfV°j €Rso: x=;y, thenx =y.

Vi) Ifz =5y andz =;w thenx+2z=;y+w. If v and z are finite, then v -z =; y-w.

) Vh € Dij: h=0.

) Dm]‘ g ij Q Dooj me S k.
) Dy is a subring of”ﬁ. For all h € Dy; and all finite x € "ﬁ, we have x - h € Dy;.
) Let n € Nso and assume that j, k and f satisfy

V:eRVee[z—d8,2+0]: 2=,0 = z- fFD(&) = 0. (7.8)
Then "
~ [()
Yu € Dy, : f(m—i—u):kz#u
r=0

(xi) For all n € N5 there exist e € Rsg such that e < j, and Yu € D, @ f(z 4+ u) =5
Z" f(r)(x) u”.

r=0 r!
Proof In order to prove |(i)| we set P(u) = f(z +u) — Y i, %u’“, Q(u) = u™ and
=u- fl w(l—t)” dt for u € B;s(0). The segment [ —u, z+u| C Bs(x) C U,

n!
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so Thm. yields P(u) = Q(u) - R(u) for all u € Bs(x). As in the previous proof, set
K := max(|f" D (M), [fFD (m)]),
so that [f("*t1)(¢)| < K for all € € [z — 6,2 + 6], then

(n—i—l)
R <l | [ EEE gyl <.

which goes to 0 as u — 0 in the sharp topology.
The proofs of are simple. We only prove that Dy; is closed with respect to
sums. Let x,y € Dy; so that

(n+ 1)’

2h+1 Yt
| <M £t | <N (7.9)
p;/a ’ p;/J
for € small and for some M, N € Rs(. Then
o k41—
(zc + y )"t < Ii:l <k + 1> xk+t ket yk+1 K+
p;/J - — r p;/J p;/J

k+1
< Z <k + 1>
proving the claim.

In order to show we first note that z =, y is equivalent to
JAERsg: |z —y| < A-dp*/.

We again use the notation K := max (’f("+1)(M)| , |f(”+1)(m)|) and note that for some
¢er—d,2+0], K=|fmD(£)]. We have

n f(r)(l‘) . K .
’ﬂwu) _TZZO a S G
= ﬁ AFEED )] fulm (7.10)

In particular, if u € D,,; then «" ! =; 0, and assumption (7.8) yields "+ (¢) - u"*+t =
= [FO ()] - lu|"™. This and (7.10] - yield the concluswn.
To prove we proceed as above but taking u € D,,. in order to find 0 < e < j such
that | f"+D(€)]-|u"*! =; 0. For moderateness | £ (¢)| < dp~@ and |u|" < A-dp'/e
for some @, A € Ry because u € D,,. It suffices to take e > 0 sufficiently small so that

l/e—=Q>1/j. m

8. Multidimensional integration and hyperlimits

In this section we want to introduce integration of GSF over functionally compact sets
with respect to an arbitrary Borel measure p.

The possibility to achieve results mirroring classical limit theorems for this notion of
integral is closely linked to the introduction of the notion of hyperlimit, i.e. of limits of
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sequences of generalized numbers a = (ap)nen : * N — °R, where o and p are two gauges
(see Def. [I) and n — +o0o along generalized natural numbers, i.e. for

ne’N:={[n] €’R|n. e NVe}.

Mimicking nonstandard analysis, the numbers n € * N are called hypernatural numbers.
To glimpse the necessity of studying * N, it suffices to note that 1/n < dp? is always false
for n € N but it can be satisfied for suitable n € ”N. Therefore, if lim, 4 a, = 0 in
the classical sense, i.e. for n € N and with respect to the sharp topology, then necessarily
ay is infinitesimal for n € N sufficiently large. This represents a severe limitation for
this notion of limit. It is also clear from the fact that ‘R with the sharp topology is an
ultra-pseudometric space, see e.g. [97], and hence a series in R converges in the sharp
topology if and only if its general term a,, — 0 as n — +o00, n € N, in the sharp topology
(see [60]).

8.1. Integration over functionally compact sets. In section [f] we already defined
a notion of integral over intervals using the notion of primitive. This notion does not
help if we want to define the integral [}, f of a GSF f over a domain D C ’R™ which is
more general than an interval. In this case, it is natural to try an e-wise definition of the
type [, fdp = UDE fedu) € 'R, where the net (f.) defines the GSF f and the net (D.)
determines, in some way, the subset D C ﬂﬁ", e.g. D = [D¢] in case of internal sets. In
pursuing this idea, it is important to recall that the internal set (interval) [0, 1] = [[0, 1]g]
can also be defined by a net of finite sets. Indeed, if int(—) is the integer part function,
and we set
N, = int(p; /),

(8.1)
K. = {pt/=,2pL/%, ... [ N.pl/},

then the Hausdorff distance dy ([0, 1)r, K:) = 2/ and hence [0,1] = [K.] (see also [115]
43]). Consequently, if A is the Lebesgue measure on R, we see that the generalized number
[A([0, 1]r)] equals 1, whereas [A(K.)] = 0 and, in general, [, ;). fe dA] # [[_ fe dA] = 0.
Therefore, even the definition of integral over an interval cannot be easily accomplished
by proceeding e-wise, i.e. by defining nets.

If we try to understand when such an e-wise definition can be accomplished, it turns
out that we have to consider an enlargement B*,n(K.) and then take m — +oc. This
is indeed quite natural if one keeps in mind that [K.] = [L.] if and only if the Hausdorff
distance dy (K., L.) defines a negligible net (see [115, [43]). In the following, we say that
(K.) is a representative of K €;"R™ if K = [K.], (K¢) is sharply bounded, and K. € R"
for all €.

DEFINITION 56. Let o be a Borel measure on R™ and let K be a functionally compact
subset of “R™. Then we call K pu-measurable if the limit
W(K) == lim [(BF i (K.))] (8.2)
meN

exists for some representative (K.) of K. The limit is taken in the sharp topology on ’R,
and B®.(A) := {x € R" : d(x, A) < r}.
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In the following result, we will prove that this definition satisfies our requirements.
We will occasionally integrate generalized functions more general than GSF:

DEFINITION 57. Let K & "R™. Let (€2.) be a net of open subsets of R”, and (f.) be a
net of continuous maps f.: . — R. Then we say that

(f-) defines a generalized integrable map : K — "R
if:
(i) K C(0.) and [f-(x.)] € 'R for all [z.] € K.
(i) V(ze), (x0) € Ry : [we] = [al] € K = (fe(we)) ~p (fe(22))-

If f € Set(K,’R) is such that
Vel € K= f ([zc]) = [fo(22)] (8.3)

we say that f: K — ‘Ris a generalized integrable function.
We will again say that f is defined by the net (f.) or that the net (f.) represents f.
The set of all these generalized integrable functions will be denoted by "GZ(K,’R).

E.g.if f = [f-(—)]|lx € "GC>(K,"R), then both f and |f| = [|f-(=)[]|x are integrable
on K.

As in Lemma [18] we may assume without loss of generality that f. are continuous
maps defined on the whole of R™.

THEOREM 58. Let K C ’R™ be w-measurable.

(i) The definition of u(K) is independent of the representative (K.).
(ii) There exists a representative (K.) of K such that p(K) = [u(K.)].
(iii) Let (K.) be any representative of K and let f = [f-(—)]|x € "GZ(K,’R). Then

/ fdp:= lim [/ fgdu}
K Mmoo LS BE m (K-)

exists and its value is independent of the representative (K.).
(iv) There exists a representative (K.) of K such that

s [/ e dﬂ] (8.4)

for each f = [f-(-)]|x € "GZ(K, ’R). From (8-4), it also follows that |fodu} <
fK |f| dp.
(v) If holds, then the same holds for any representative (L.) of K with L. O K.,
Voe.
Proof. Let (L.) be another representative. As [K. C [L.], we see that
(sup,eg, d(z, Le))e =: (ne) is negligible, so K. C B®,_(L.), and pu(B®,m(K.)) <
w(BE om—1(Le)). Also using this inequality with the roles of K. and L. interchanged,
we see that limy, oo [11(B¥ pm (L:))] exists and that it equals limpy, o0 [1( B pm (Ke))].

Call [c.] := u(K) and let K = [L.]. By definition of p-measurable set and by the
previous point for any ¢ € N, there exists my € N (without loss of generality m, > q)
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and ¢, > 0 (without loss of generality ¢, < £,_1 and ¢, < 1/¢) such that
‘N(ﬁp?"l (Le)) = ce| < P, Ve <¢gq
Now let g. := ¢ if € € (€441,&4)- Then g — 00 as € — 0 and
[1(B® jrae (Le))] = [ee] = p(K).
As also (pz'*) is negligible, we have K = [B® ,ma= (Le)] and hence the conclusion follows
for K, := ﬁpgtqs (Le).
1(ii1)| Choose a representative (K.) as in part Then

/i fsdu*/ fedn| < p(BFp (KO\ K. sup |1z,
B, (K.) K.

BE,m (K.)
As [uW(B®,m(K:) \ Ko)] = [u(B®pm(K.))] — [u(K:)] — 0 as m — oo and since
(supgps (K) |f<]) is moderate for some m and decreasing in m, we find that
pm (e

”%Enoo [/BEK,? (K.) fe d,u} - |:/K fe du}

exists. Independence of the representative of K follows as in part if fo > 0. The
general case follows by considering the positive and negative part of f..

Let f. > 0. Then by assumption, fK f-du) fL fedp]. For the converse
mequahty, observe that [ [ L. fedp] < [[zs BE . (K.) fe dul for each m € N. Again the general

case follows by considering the positive and negative part of f.. m
The following lemma provides an alternative characterization of y-measurability:

LEMMA 59. A functionally compact set K is u-measurable if and only if there exists a
representative (K.) of K such that [u(K.)] = [(Le)], for each representative (L) of K
with L. O K., YO¢.

Proof. =: By the previous Thm.

«: It suffices to show that lim, o [1(B® ,m (K:))] = [1(K:)]. Seeking a contradiction,
suppose that there exists ¢ € N for which it does not hold that

M V= M Ve ¢ [u(BF  (K) — u(KL)| < pl.

Then we can construct a strictly increasing sequence (mg ), — oo and a strictly decreasing
sequence () — 0 such that |y(ﬁpg;k (Kep)) — (K, )| > p2,, V.

Let L := BE m.(K.), whenever ¢ € (ex11,ex], Vk. Then K = [L], but [u(K.)] #
[(Le)], as |p(Le) — p(Ke)| > pd, for each e = ¢, (k€ N). =
ExaMPLE 60. Let )\ denote the Lebesgue measure.

(i) If K =[];_,la;,b;], then K is A-measurable with

/ Fd) = [/b dml.../:"’Efg(xl,...,xn)dxn

n,e

for any representatives (a;.), (b; <) of a; and b;, respectively.



48 P. Giordano, M. Kunzinger and H. Vernaeve

(ii) Let p. = ¢, and
={:|neNs}u{0}.
Then [K] is A-measurable with A([K]) = 0. Indeed, the contribution of {1/n | n >
e™™/2} to A(BE.m (K)) is at most €™/2 4 2™, while the contribution of {1/n | n <
€7™/2} is at most 2e™e™/2 = 2e™/2, Thus lim,, 00 [A(B®em (K))] = 0.
(iii) Let p. =€, and

1

e m

Then [K] is not A-measurable. For, if n > =, then, by the mean value theo-

W
rem,
m —m)2
L B 12§e(log€)2§2€m
logn  log(n+1) ~— n(logn) (log(ﬁ))

} to A(BPem (K)) lies

for small . The contribution of {logn | n <

for small €. So the contribution of {@ | n > W

and

1 2
between Tog(e—™) Tog(e=")
W} to A(BE.m(K)) is at most

lim,,, 0o [A(BE.m (K))] does not exist.

ﬁ, which is of a lower order. Thus

8.2. Hyperfinite limits. We start by defining the set of hypernatural numbers in R
and the set of p-moderate nets of natural numbers. For a deeper study of these notions
(see [82]).

DEFINITION 61. We set:

(i) ’N:= {[n.] € 'R | n. € N Ve}.
(i) N, :={(n.) € R, | n. € N Ve}.

Therefore, n € ’N if and only if there exists (z.) € R, such that n = [int(|z.[)].
Clearly, N C” N. Note that the integer part function mt( ) is not well-defined on ’R. In
fact, f z =1=1[1— p};/e] 1+ pl/e] then int(1 — pg ) = 0, whereas int(1 + pl/e) 1,
for € sufficiently small. Similar counterexamples can be constructed for floor and ceiling
functions.

However, the nearest integer function is well-defined on ’N.

LEMMA 62. Let (n:) € N, and (z.) € R, be such that [n.] = [z.]. Let rpi : R — N be the
function rounding to the nearest integer with tie breaking towards positive infinity. Then
rpi(z:) = ne for € small. The same result holds using rni : R — N, the function rounding
half towards —oo

Proof. We have rpi(z) = |z+1/2], where | —| is the floor function. For & small, p. < 1/2
and, since [n.] = [x.], for such & we can also have nc —p.+1/2 < 2.4+1/2 < n.+p-+1/2.
But n. < n. —p. +1/2 and n. + p. + 1/2 < n. + 1. Therefore |z, + 1/2] = n.. An
analogous argument can be applied to rni(—). m

Actually, this lemma does not allow us to define a nearest integer function ni : 'N —
N, as ni([z.]) := rpi(z.) because if [x.] = [n.], the equality n. = rpi(z.) holds only for
¢ small. We should therefore consider the function ni as valued in the germs for ¢ — 0T
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generated by nets in N,. A simpler approach is to choose a representative (n.) € N, for
each € "N and to define ni(z) := (n.). Clearly, we must consider the net (ni(z)_) only
for € small, such as in equalities of the form x = [ni(x)_]. This is what we do in the
following

DEFINITION 63. The nearest integer function ni(—) is defined by:

(i) ni:’N:— N,.

(i) If [zc] € N and ni ([z.]) = (ne) then Ve : n. = rpi(z.).

In other words, if 2 € ’N, then z = [ni(z).] and ni(z). € N for all e.

We first consider the notion of hyperlimit. As we will see clearly in Example a
key point in the definition of hyperlimit is to consider two gauges. This is a natural way
of proceeding because different gauges define different topologies. On the other hand, the
notion of hyperlimit corresponds exactly to that of limit in the sharp topology on ’R of
a generalized sequence (hypersequence), i.e. defined on the directed set °N.

DEFINITION 64. Let p, o be two gauges (see Def. . Let (an)n : °N — ‘R be a o-
hypersequence of p-generalized numbers. Finally, let [ € “R. Then we say that

1 is the hyperlimit of (an)n
if N N
YVgeNIM e’NVne’N: n>M = |a, — 1| <dp? (8.5)
REMARK 65.
(i) In a hyperlimit, we are considering °N as an ordered set directed by <:
n,m €°N = nVm = [max(ni(n).,ni(m).)] € °N.
On the other hand, on” R we are consiciering ~the sharp topology (which is Hausdorff).
In fact, if [, A are hyperlimits of a : ‘N — R, then
1=\ < |l —an| + |anr — A < 2dp? < dp?™!
forall g. Sol=X¢e€” R. We will therefore use the notations

_rY;
[ ="lim a,
ne’N

or simply [ = lim an if o = p.

ne’N
(ii) A sufficient condition to extend an ordinary sequence a : N — “R of p-generalized
numbers to the whole of °N is

¥n € °N: (ani(n).) € Ry- (8.6)

In fact, in this way a,, is well-defined because of Lem. [62} on the other hand, using
, we have defined an extension of the old sequence a because if n € N, then
ni(n). = n for € small and hence we get a,, = [a,]. For example, the sequence of
infinities a,, = %erp’l for all n € N can be extended to any "N, whereas a,, = do™"
can be extended as a : "N — R only for certain gauges p, e.g. if the gauges satisfy

IN eNVneNYe: o" > pl,
e.g. oo > —log(ps) ™"
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EXAMPLE 66.

(i) The following example strongly motivates the use of two gauges. Let p be a gauge
and set o, := exp(—pg_l/ps), so that also o is a gauge. We have

1 =0€’R whereas A7 lim .
neoN logn nerN logn

_1
logn

(in °R). We can thus take M := [int(e?= ") + 1] € N because = * < exp(p,;l/ps) =gt
for € small.

In fact, if n>1, we have 0< <dp? if and only if logn>dp=?, ie. n>edr ™’

=: [ € 'R, then by the definition
of hyperlimit from ” N to R we would get the existence of M € ” N such that

Vice versa, by contradiction, if 3’lim,__,~
’ ’ ne’N logn

VnG”N:nzMiﬁfdp<l<$+dp. (8.7)
Since M is p-moderate, we always have 0 < ﬁ —dp, sol > 0. Thus dp? <
for some p € N. From , for n — 400, n € N, we also get [ < 1. This implies
that we cannot have inf {p € R>o | dp? < 1} = 0 because otherwise dpP~ < [ for some
sequence (pp)nen 4 0 and hence I > 1. Therefore, there exists ¢ € Rs( such that
dp? £ 1, and hence |l5,| < pZ, for some sequence () | 0. Therefore

log M2, <lgp + pz <l | + pey, < P2, + 2,

and hence Mz, > exp(pg ipf ) for all k € N, which is in contradiction with M € 'R
£k €k

because ¢ > 0. N
(ii) For all & € Nso, we have lim__,g ,%k = 0. In fact, for all n € "Nsg, we have

0 < % < dp? if and only if n* > dp~9, i.e. n > dp~9/*. Thus, it suffices to take
M, = int(ps e/ k) + 1 in the definition of hyperlimit. Analogously, we can treat ra-
tional functions having degree of denominator greater than or equal to that of the
numerator.

8.3. Properties of multidimensional integral. We start by proving the change of
variable formula.

LEMMA 67. Let K = [K.] be functionally compact and ¢ = [¢.] € *GC®(K,"R%) with
det(dy)(x) invertible for each x € K. If p is injective on K, then the @, are injective on
K., Y.

Proof. By contradiction, suppose that for each > 0, there exists ¢ < 75 such that
e is not injective on K.. Then we find for such ¢ some x.,y. € K. with z. # y.
and @.(x:) = we(ye). For all other ¢, define . = y. € K, arbitrary. Then z := [z.],
y = [y] € K and p(z) = ¢(y). As ¢ is injective, x = y. But then this contra-
dicts the local injectivity of ¢. on B (x.) for some [r.] > 0 (see also [42] Thm. 6]
and [20]). =
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THEOREM 68.~Let K C’R™ be A-measurable, wherg A is the Lebesgue measure, and let
¢ € "GC™(K,’R?) be such that o~ € "GC>(¢p(K),”R™). Then ¢(K) is A-measurable and

/ fdx= / (f 09) |det(di)| dA
w(K) K

for each f € "GC®(p(K),"R).
Proof. Let 2 € B*,n(K.). Then there exists y € K. such that |z —y| < pI". As ¢ €
'GC™(K,'RY),

pe(x) — ()| < e —yl  sup [|dec|| < pI" M

BEp;” (Ke)

for some M € N (not depending on m). Thus ¢.(B®,m(K.)) C ﬁpng(gos(KE)). Ap-
plying this to ¢!, we find that also B®,m (p<(K-)) C ¢e (ﬁpglfm (K.)) for some M € N.
Now let f. > 0. As (det(dpz1)) is moderate, |det(dp.)(z)| > 0 for each x € K. Thus by
Lem. without loss of generality ¢, are injective. Then

/7 fsdAg/ L fgd)\:/i (fe o @c)|det dpe| dA
BEpQ"(‘Pe(Ka)) SOE(BEPQL*M (K<) BE;,;"*M (Ke)

and

/7 (fo o po)|detdpr|dr= [ fod) < /7 £.dx
BEp;nJrM(KE) WE(BEPQL+NI (Ks)) BEpg" (e (Ks))

Since lim, o0 [ [5E (K )(f‘,E o . )|det dp.| dA] exists, it follows from the previous in-

equalities that also ﬁmm_)oo[ fﬁ (e (K2)) fe d)] exists, with the same value. The general

case follows by considering the positive and negative part of f.. m
We now consider the problem of additivity of the integral.

DEFINITION 69. Let K, L be functionally compact. Then we call K and L strongly
disjoint if the following equivalent conditions hold:

(i) For each representative (K.) of K and (L.) of L, K. N L. = (), V¢.
(ii) For some (and thus each) representative (K.) of K and (L.) of L, there exists m € N
such that B®,m (K.) N B®ym (Le) = 0, VOe.
(ili) Ve € R: 2 =e,e #0 = Ken Le={.
(v) z # y for each subpoint = of K and y of L.
DEFINITION 70. Let K, L be functionally compact. Then we call K and L almost strongly
disjoint if the following equivalent conditions hold:

(i) For each representative (K.) of K and (L.) of L, [u(K. N L.)] = 0.
(ii) For some (and thus each) representative (K.) of K and (L) of L,
i [1(B%n (K.) 1 B (L)) = 0.

The equivalence of the conditions follows by a similar argument as in Lem. e.g.:

LEMMA T71. The conditions in Def.[T0] are equivalent.
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Proof. (i)=(ii): Let K = [K.] and L = [L.]. Seeking a contradiction, suppose that there
exists ¢ € N for which it does not hold that

IM Vm > M Ye: p(BFm(K.) N B®ym(L:)) < pl.

Then we can construct a strictly increasing sequence (mg ), — oo and a strictly decreasing
sequence (ex)r — 0 such that H(ﬁp;’;k (K.,) ﬁﬁp:;k (Le,)) > pl,, V.

Let K. := B® m.(K.) and L. := B m(L.), whenever ¢ € (eky1,¢x], Vk. Then
K = [K]] and L = [L], but [u(K. N L)] # 0, as u(K.NLL) > pg, for each € = ¢,
(ke N).
(il)=(i): Let (K.), (L.) as in (ii), and K = [K!] and L = [L.]. For each ¢ € N, we
have
[N(ﬁpz"(Ks) N ﬁp;” (Le))] < dp?

for sufficiently large m € N. As [K!] C [K.], K. C B®,»(K.), V¢, and similarly for L,
and thus also [u(K.N L] <dp?. m

E.g.,if a < b < ¢, then [a,b] and [b, c] are almost strongly disjoint. Obviously, strongly
disjoint sets are almost strongly disjoint. Recall that the union of two internal sets is
usually not internal, but

KVL:=[K.UL]={esz+esy:z€ K,y L, SC(0,1]}
is the smallest internal set containing K and L [86]. E.g., [a,b] V [b, c] = [a, c].

THEOREM 72. If K, L are almost strongly disjoint u—mriasumble subsets of /’ﬁn, then
KV L is also p-measurable and for each f € "GT(K V L,"R),

fdu=/ fdu+/fdu-
KVL K L
Proof. As B®,m (K. U L.) = B®,m(K.) UB®,m(Le),

b8 4 o 18
BEp?L(KsULE) BEp?‘(Ks) BEpé”(Ls)

- f du} :
|:/BEI7;” (Ks)mﬁp? (Le)

Since

[/ B e
BE ,m (K:)NBE ym (Le)

m—0o0
s ] e
BE ,m (Ko)NBE ym (Le)

we see that K V L is y-measurable with [, fdu= [ fdu+ [, fdu. =
EXAMPLE 73. Let S C [0,1] with 0 € S and 0 € S¢. Let

1 2
K. — [0,1], €S, and L. — [2,3], €5,
[0,3], €S5S¢, [0,3], &€ S°.
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Then KNL =0 and u(K V L) = 2e5 + 3ege # 2es + 6ege = pu(K) + p(L). Thus the
condition that K and L are almost strongly disjoint cannot be replaced by the condition
that K N L = 0.
THEOREM 74. Let K &5 ’R™. Let fn €'GI(K, ”ﬁd), Vn € °N. If'lim, . fo(x) exists for
each x € K, then the convergence is uniform over K and the limit function is integrable
on K.
Proof. We first show that the sequence is uniformly Cauchy, i.e. for each m € N,
AN ENVEkIe'NVzeK: kl>do VN = | fe(x) — filz)] < dp™. (8.8)
Seeking a contradiction, suppose that for some m € N, we have
VN e N 3kl € "N,k,l >do N e K: |fulz) - filz)] £ dp™.

We can thus construct sequences (ky)y and (Iy)y in ”N, with kn, Iy > do~" for which
there exist zy € K such that |fx, (xn) — fiy(@n)| € dp™, VN € N. Let K = [K,] and
fr = [fk,a]~ We find Sy C (0, 1] with 0 € Sy such that |ka7E(xN,E) — le,E(xN,E” > plt
for each € € Sy. Then choose a decreasing sequence (e,),, — 0 such that

€1 € Sl;

Eg € 52;53 S Sl;

€4 € 53;55 c 52;66 c Sl;

Let z¢, := xnN, if e, € Sy, for each n € N. Extend to a net (x¢). with z. € K, Ve. Then
rey, = Tneyy for some Uy C Sy with 0 € Uy, and therefore |fr, (z) — fiy (2)|evy >
dp™euy, YN. We thus contradict the fact that (f, (7)), o,y 15 a convergent hypersequence.

By taking the limit for [ — oo in (8.8), we conclude that (fn)peon is uniformly
convergent on K.

For each n € N, fix a representative (figg-n,c), where [do™"] := [int(o")] € °N, of
Jdo—n1 With sup,.c g | flao—n1,c(7)] < p=M, Ve € (0,1], Vn € N (some M € N, independent
of n). For each m € N, there exists N,,, € N such that

vn,n' > Ny, Ve : Sup | flac—r1,e(®) = frag—n1,c(@)] < L.

Then for each k € N, there exists some &5 > 0 such that

Ve < e VN, <k Vn,n' € [Ny, k] : SEHII? | fido—n,e () — f[da_n/]ﬁ(:vﬂ < p

without loss of generality, (ex)r J 0. Let n. :=k, for ¢ € (g1, k). Then

Vm e NVn eN,n> N, Ve : seu}f{) | flao—n1,6 (%) = fldo—neye ()] < oI

Thus the limit function f = [fj4s—n-},c(—)] is in "GZ(K, ‘R). =

THEOREM 75. Let K &y 'R™ be u-measurable. Let f, € ”QI(K,"FNQd), vn € °N. If

"lim,, o fn(x) exists for each x € K, then *lim n 1S integrable on K and

nG”N

i [ fdp= [ i £ de
K

n€’N J K ne’N
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Proof. By Thm. (fn)n uniformly converges to some f = [f-(—)]. Then for all ¢ € N

we have
’/Kf"_/Kf‘ S/Klfn—fl < dpp(K)

as long as n € °N is large enough. =

9. Sheaf properties

The aim of this section is to establish appropriate sheaf properties for GSF. That this
task is not entirely straightforward can be seen from the following example, which can
be easily reformulated in other non-Archimedean settings:

EXAMPLE 76. Let i : "R — “R be as in Rem. 40| i.e. i(z) := 1 if  ~ 0 and i(x) := 0
otherwise. The domain “R of this function is the disjoint union of the sharply open sets
Do = {z € R | z ~ 0} and its complement DS_. Moreover, i|p_ = 1 and i|pe, = 0 are
both GSF. However, as we have seen in the remark following Cor. [48] ¢ itself is not a
GSF. This shows that PGC* is not a sheaf with respect to the sharp topology.

Trivially, if we introduce the space of (sharply) locally defined GSF by means of
fergln (X, )iff: X -Y,andVe € X Ir € "Rug : flB,(@)nx €"GC7 (B, (x)NX,Y),
then "GCry.(—,Y) is naturally a sheaf with respect to the sharp topology. By Example
however, *GCry.(X,Y) is strictly larger than *GC*(X,Y"). This fact can be viewed as a
necessary trade-off between the classical statement of locality for generalized functions,
on the one hand, and the requirement to preserve classical theorems from smooth analysis
on the other. In the above example, it is the validity of an intermediate value theorem in
our setting that precludes the function i from qualifying as a GSF. Conversely, it follows
that this result does not hold in "GCrsy.(X,Y ). Any theory of generalized functions that
is based on set-theoretical functions and includes actual infinitesimals has to face these
dichotomies related to the total disconnectedness of its non-Archimedean ring of scalars.

The general scheme of this section is:

(a) We are searching for a new compatibility /coherence condition for an arbitrarily in-
dexed family (f;)jes of GSF (throughout this section, J will be an arbitrary set),
which allows us to prove a corresponding sheaf property. We will call this property
the dynamic compatibility condition (DCC).

(b) DCC must imply the classical one. Note that for particular types of covers the classic
coherence condition may still work, e.g. covers made up of near-standard points and
large open sets (see Cor. below) or those made up of increasing sequences of
internal sets (see Thm. 77| below).

(¢) DCC must be a necessary condition if we assume that the sections (f;);.; glue
together into a GSF.

(d) The sheaf property based on DCC should be a particular case of the general abstract
notion of sheaf (see Sec. [10)).

We start from the following sheaf property (originally proved in [115]):
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THEOREM 77. Let X C'R™, Y C "R% and K, €;'R", f, € "GC®(K,,Y) for all ¢ € N,
where X = J,en Kqy Kq C int(Kgp1) and fyialx, = fq for each ¢ € N. Then there
exists a unique f € "GC™(X,Y) such that f|x, = f, for all ¢ € N.

Proof. Without loss of generality, we can assume K; = (. Let f, = [f;-(—)] and
K, = [K4.], for each ¢ € N; without loss of generality also K;. = () for each ¢. By
Lem. |11 - there exist k; € N (kg recursively chosen so that (kq)q is increasing) such
that B®, (Kg.) C Kq+175, for each ¢, e. We may assume Y C “R (in general, one can
apply tF})fe one-dimensional case componentwise). Let § € C*°(R™) with §(z) = 0, if |z| > 1
and (z) > 0, for each z € R™ with [, # = 1 and let r ©0(x) := r~"0(r '), for r € Rs.
Let 14 denote the characteristic function of a set A C R™, and set

Pae = 1K, 5\ K, * p§q+3 ©0, Vq,e.
Ifye Bpk (@) N Ky, then x € B/f,:q (Kq:) € Kgt1,e, and hence Bj’“q“' (x)NKge =0
ifx ¢ Kgp1e. f ¢ € Kypo., then BE (@) C BE e (Kgt2,e) € Kgt3,. Therefore,
wqge(x) =1, for each v € Kyqo, \KqH . Moreover stsupp ©ge C Kgyse + B o (0) =
—k e o
0% pg.e(2)] < p= o [ (000 bythe prop-
ertles of the convolution. Let ¢. := 37 _\¥ge. Then ¢. € C*(U,en Kqe) and for

each ¢, (sup,eg,  [0%p=(2)|) € R, Also ¢c(x) > 1, for each z € [J, oy Kge. Let

Ve = $ge/pe € CP(R"). Then 3 \Yqe(z) = 1, for each x € |J,cn Kqe- Since
SWyer,. [1/2(@)] < 1, we find that (supgere [0y (2)]) € Ry, for each q. Let f. i=
> genVae * forse € C(U en Koqpe), for each € (recall that stsupp¢g.e C Kqy3.c). Then
for each N € N, @ € N? and = = [z.] € Ky (without loss of generality, z. € Ky, for
each e),

BE® Jrasa (Kg+3,e) € Kgya,e. Further, sup,cgn

0% fe(ze)| < Z 0%(Vq,c - fars.e) (@) €Rp

qg<N+3

and

|fe(ze) — fne(ze)] < Z [Vq,e(@e)| | fors,e(ze) — fnve(@e)| ~, 0

qg<N+3
since stsupp g, C Ky43c. Hence f € "GC(X,Y) with flxy = fn. =
This property allows us to firstly prove a sheaf property for K = [K.| & * R" and

secondly to use Thm. [77]to extend it to domains X that satisfy the previous assumptions,
i.e. the following

DEFINITION 78. Let X C “R™. Then we say that X admits a functionally compact ex-
haustion if there exists a sequence (K,)q4en such that:
(i) K, & 'R™
(@) Ky C (Ko
(iti) X = U,en Ky

For example, every strongly internal set X = (A.) admits a functionally compact exhaus-
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tion since we can consider

Kge = B% ()N B*_,u(A.)  VgeN,

K, = [K,.] & X, (9.1)
X =JK,
qgeN

where B®_,.(A) := {x € A | d(x, A°) > r}. Other simple examples are e.g. the intervals
(0,a] or (—o0,al.

9.1. The Lebesgue generalized number. We first introduce a notation for a specified

Lebesgue number:

LEMMA 79. Let K € R" and (V});jcs be an open cover of K. For x € K, set
o(z):==sup{r € Ryo|3j e J: Bi(xz)CV;}, (9.2)

1
o §min{a(x)|:v€K}; if K =0, seto:=1.

Then o(—) : K — Rsq is a continuous function and o is a Lebesque number of (V;)je.rs
for K, i.e.
Vee K 3j € J: Bi(x)CVj. (9.3)

We use the notation Lebnum((V;);es, K) =: 0.
Proof. See the proof of [I2, Thm. 1.6.11]. m

LEMMA 80. Let K = [K.] € 'R with K. € R™ for all e. Assume that
jeJ
where U; = (Uj.) are strongly internal sets, and set

se := Lebnum((Uje) jes, Ke),

S = [85] S pﬁzo.
Then s > 0.
Proof. By contradiction, assume that s # 0, so that s., < p_for all k € N and for some
sequence (gj)zen | 0. By definition of Lebnum we can write s., = 1o(z.,) < pk_for
some z., € K., €R™ By (9.2) we hence have
VEeNVjeJ: By (cep) L Use,. (9.5)
ek

Note that the conclusion is trivial if K. = ) for € small. We can therefore assume that
there exists some h, € K, for all €. Let z. := z,, if € = ¢4 and x. := h. otherwise, so
that . € K. C ;¢ ; Uje for small € (see Lem. and recall that K C (J,;c,U; C
(Ujes Uje)). Therefore, x := [z.] € K C ;. ,;Uj. So, x € U; for some j € J, and hence
Br(z) C U; = (Uje) for some R € "Ry, so that B}%Ek (2e,,) € Uje,, for k € N sufficiently
large by Lem. and . Since also 2p’,§k < R,, for k € N sufficiently large, we can
finally say that BZEp’;k (xe,,) C BIE%% (zc,,) C Uje,, which contradicts (9.5). m
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On the basis of this result, we can set
Lebnum((U;) e, K) =: s € “Rsq.
Assumption cannot be replaced by the weaker K C (¢ ; Uje): let K. == [~1,1]r,
J:={1,2}, c1c := —1, coc == 1, 71 := 1+ e~/ =: r5.. Then

(K] C(BF (1) UBE, (cac)) = (=2 —e /5,24 e71/%)g)

T2e

but s = Lebnum((Uj.) ez, Ke) < e71/¢ because for z = 0 the largest ball contained in
a set of the covering is BY_, . (0).

9.2. The dynamic compatibility condition

DEFINITION 81.

(i) Let [J] :== {(jc) | J- € J,Ve} = JL.

(i) Let X C’R™, Y C’R% and f € Set(X,Y). Let K €; X C Ujes Uj, and assume that
for all j € J we have f; := fly,nx € "GC(U; N X,Y). Then we say that (fj)jeJ
satisfies the dynamic compatibility condition (DCC) on the cover (K N Uj), ; if for all

Jj € J there exist nets (f;.) defining f;, for each j € J, such that setting U; := (Uj_ .),
we have:

(a) Vj=(je) € [J] Vlze] € UsN K Va € N™ 1 (0f;. c(xe)) € RZ.
(b) Vi = (je)sh = (he) € [J] V[ze] € KNU; MUy ¢ [fje(@e)] = [fho e (@)
Finally, we say that (f;),c, satisfies DCC on the cover (U;), ; if it satisfies DCC on

each functionally compact set contained in X. The adjective dynamic underscores that
we are considering e-depending indices 7 = (jc) € [J].

REMARK 82.

(i) Taking constant j and h in Def. we see that DCC is stronger than the classical
compatibility condition for (f;);.; on K € X.

(ii) DCC is a necessary condition if the sections (f;);.; glue into a GSF f = [f(—)]
because in this case we can take f;. = f; for all j € J.

(i) The notation U; := (U, ) used to state DCC was introduced merely for simplicity
of notations. In fact, in general it is not possible to prove the independence from the
representative net (Uje): if U; = (Vje), we can have du (U5, V}.) = pg/g, but taking
7= () we would have du(U{_,V?,) = p. and hence Uy = (Us ) # V5= (V. o).

g, Ve,E

In the next and final subsection we prove that DCC implies the sheaf property.

9.3. Proof of the sheaf property

LEMMA 83. Let K, K+ be functionally compact sets with K C int(K+) C ’R™. Let
Y C’R% and f € Set(K+,Y). Let K+ C Ujes Uj, where U; = (Uje) are strongly internal
sets and for all j € J we have fj := fly,ax+ € "GCT(U; N K*,Y). Let KT = [K[].
Assume that for some representatives (fjz)jet, ccr of (fj)jeJ we have
YmeNYeVjkeJ: sup | fre — fie| < pIt (9.6)
KInU;eNUge

Then f € "GC™(K,Y).
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Proof. Let K = [K.]. By changing the representative (KI). of KT, we may assume
that there exists S € N such that B,s(K.) C K}, Ve [II5, Lemma 3.12]. We find that
KF C Ujes Uje, Ve < o, for some g9 > 0 (proof by contradiction). Let £ € (0,&]. By
compactness of K, KX CUj, . U---UUj,_. for some [, € N. Call V;, :=Uj, .\ (Uj, e U
--UUj,_,.), and let

le
f&‘ = Z fjk,81Vk~
k=1

Then f. is locally integrable. Let m € N. By , we find €,,, > 0 such that
Vi, ke JVe<ep: sup | fre — fiel < plt
KInU; -NUg, .
Further, by the definition of f., we then also have
ViedJVe<en: sup |fe— fiel <p
KInUj,.
without loss of generality, e,,, | 0. Let ¢ := g, for each € € (g(g41)2,€42] (¢ € N). Then
2
VieJVe<ey: sup |fe— fie| <pe.
K;FI'TU]'YE
Let b be a smooth map R™ — R with [b =1 and stsupp(b) C B;(0), and let
_n X
0g.e(x) :=p_"9b <q> .
Pe
We show that (f.*0,, c)c is a representative of f, thereby proving that f € “GC™ (K, ”ﬁd).
We therefore take x = [z.] € K, and we prove that:
(1) (0%(fe*dq..e)(ze)) € Rﬁ, Yo € N™.
(ii) [(fs * 6q. ) (@e)] = f(2).
Let j € J such that 2 € U;. Then there exists S € N such that B,s(z.) € KX NUj, Voe.

To prove |(i)| and it suffices to see that (0%(fz * dq. ) () — 0% fjc(x<))e is negligible
for each a € N™.
Let oo € N™. Then

|0%(fe * 0gc,e)(Te) — O%(fje * 0gee)(@e)| = [((fe = fje) ¥ 0%0q.e)(xe)]
[ = gt = bty du

—|age

= Pe < Cap;|a|qa sup | fe — fj,s|

Bpga (@)

< Capgqs—\al)qg

and

0% (fie * 0gee) (@) = 0% fje(xe)| = ’/(3O‘fj,s(ffs —Y) = 9% fje(2))dq. e (y) dy

<C  sup 0%fe(u) = 0% fje(we)| < Cp2t max  sup |07 fic(u)
u€B g (we) IBI=lal+1 ueB 4. ()

< Cpte=oe
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for sufficiently small ¢, by Thm. Combining both inequalities, we conclude that
(0%(fe * 5q575)($5) —0%fje (xa))e is p-negligible. =

LEMMA 84. Let K, KT be functionally compact sets with K C int(KT) C 'R™. Let
Y C/’R% and f € Set(K+,Y). Let KT C UjeJ U;, where for all j € J we have f; :=
flu,ni+ € "GC=(U; N K*,Y) and Uy is a strongly internal set. Assume that (fj)je.]
satisfies DCC on the cover (K™ NUj),. ;. Then f € 'GC™(K,Y).

Proof. Let s, := § Lebnum((Ujc)jes, KI). By Lemma s = [s¢] > 0.

We define a cover (V) ex+ of KT as follows. Let # = [z.] € K, where z. € K, Ve.
Then there exist j. € J such that Bf, (2.) C Uj, -, Ve. We then define V, := (B (z.)),
and we denote j(z) := [jc] € [J]. By condition [(a)] of Def. (fj.,e) defines a generalized
smooth map f;,) € "GC=(V, N KT,Y).

In order to conclude that f € "GC*°(K,Y) by Lemma it suffices to show that:

(1) fr2) = flvonk+, Vo € K.
(i) Ym € NV Vz,y € KT : SUD ey, v, | f50).e = fra),el < P2
Proof of Let x € K. Let y € V, N K. We want to show that f;,)(y) = f(y). As
y € KT, we have y € U; for some j € J. Thus y € KT NU; NV, € KT NU; N Uy, and
condition @ of Def. 81| yields f(y) = f;(y) = fi)(v)-

Proof of By contradiction, suppose that there exists m € N and, for each n € N,
there exist e, > 0 with (g,,), decreasingly tending to 0 and z,,y, € KT and 2., €
K NVq, e, NV, e, such that

| fier en(Zen) = fre, en(22,)] > P20 (9.7)

where we denote j., := j(2n)e, and he, = J(yn)e, € J. Then there exist . ,y., € K
such that V,, ., = BE (z.,) and V,, ., = Bin (Ye, ). For e ¢ {e,, : n € N}, let 2. € K

be arbitrary. Then z € K. Let j. := h. := J(2)., for ¢ ¢ {&,, : n € N}. Let (2.) be any
representative of z. Then

{Zé € BE(2) CUj.c = Un.c, We ¢ {en :n €N},

2l € Bin (ze,) C B2ESE7L (ze,) CU; Vn € N large enough,

en€n?

and similarly 2. € Uy, .,

[(b)] contradicts (9.7). w
Using Thm. and a functionally compact exhaustion (see Def. , we get

for large enough n € N. Thus z € KT NU;NU;, and condition

THEOREM 85. Let X C ‘R™ be a set that admits a functionally compact exhaustion,
Y C 'R% and f € Set(X,Y). Let X C UjeJUj7 where for all j € J we have f; :=
flu;nx € 'GC(U;NX,Y) and Uj is a strongly internal set. Assume that (fj)jEJ satisfies
DCC on the cover (Uj), ;. Then f € ’GC™(X,Y).

The usual sheaf properties both for Schwartz distributions and for Colombeau gener-
alized functions do not need any stronger compatibility condition, which ultimately stems
from the possibility to use, for these generalized functions, only (near-)standard points
(recall Thm. 20| and Thm. [21). This is proved in the following result, which generalizes
the aforementioned sheaf properties (see e.g. [49)).
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THEOREM 86. Let X C ("R™)*, Y C 'R and let f: X =Y be a set-theoretical map.

Suppose that X C|J, ¢ x Br,(x), where r, € Rsq for all x, and that
flB,, x)nx € "GC= (B, (z) N X,Y)

forallz € X. Then f € °GC™(X,Y).

Proof. For every x € X, let f|p,_(;) = v* € "GC™(B,,(x) N X) and let v* be defined
by the net (v¥) with v* € C>®(R™,R?). Recall that by 2° € R" we denote the standard
part of any z € ("R™)®. Pick a countable, locally finite open (in R") refinement (U;);en of
(BTEm/2 (2°))zex and let (x;)ien be a partition of unity with stsupp x; € U; for all ¢ € N.

For any i € N pick z; € X such that U; C B ,(7) and set

fe = Z xiv® € C*°(R™,RY).
ieN
Then the net (f:) defines a GSF of the type X — Y indeed, we will show that f(z) =
v*(2) = [fe(ze)] for all z = [z.] € X:
fe(ze) —vi(ze) = ZXi(Zs)(vgi (ze) — vi(ze))
ieN
= Z Xi(ze) (V27 (2e) — vZ(2e))
{ilz°€Bsr,, ja(®i)}
+ > Xi(ze) (V2 (2) — vZ(2))
{ilz°€Bsr,, /a(®i)}
=: A, + B..
Since z. — z°, for small € all z. remain in a compact set and since the supports of the x;

form a locally finite family it follows that both A, and B, are in fact finite sums for small .
To estimate the summands in A., note that 2° € Bs,_ /4(x;) implies that z € B, (x;), so

v*i(2) = flB,, (2)(2) = f(2) = v*(2). Hence [A.] = 0. Concerning B, 2° ¢ Bg;xi/4($i)
implies that |2° —xz?| > 7, /2. On the other hand, if x;(z:) # 0 then z. € U; C szi/Q (x9),
implying |2° —x?| < ry, /2. Hence B, = 0. Consequently, [f-(z:)] = [vZ(z.)], as claimed. m

The following is the sheaf property for Fermat covers.

COROLLARY &7. Let X C ”ﬁ", Y C 'Re and let f: X =Y be a set-theoretical map.
Suppose that X C UjeJ U;, where each U; is a large open set, and that
f|anX € ngOO(Uj NX,Y)
for all 5 € J. Then:
(i) If X C (‘R™)*, then f € "GC™(X,Y).
(ii) If X contains its converging subpoints and all points of X are finite, then f €
’GC(X,Y).

Proof. To prove property let s = 2°, # € X. Then » € U;, for some j, € J,
and hence By, (z) C Uj, for some r;, € Rso. Therefore s = 2° € B (2°) and so
X° CU,ex Br,, (2°). Claim|(i)| now follows directly from Thm.
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Property follows by and Thm. applied to f|x/, where X’ := {z € X |
x is near-standard}. m

It is now natural to ask whether the sheaf property Thm. 85 could be subsumed into
the general notion of sheaf on a site. This is one of the aims of the next Sec. [I0]

10. The Grothendieck topos of generalized smooth functions

As we argued in the introduction, function spaces and Cartesian closedness are considered
by many authors as important features for mathematics and mathematical physics. Even
if Colombeau’s theory of generalized functions can be extended to any locally convex
space E, on the other hand, in [7I] (p. 2) it is stated that: “locally convex topology is
not appropriate for nonlinear questions in infinite dimensions”, and indeed a different
approach to infinite-dimensional spaces is to embed smooth manifolds into a Cartesian
closed category C (see [37] for a review of this type of approaches). Similar lines of thought
can be found in [62] [63], but where generalized functions are seen as functionals, hence not
following Cauchy—Dirac’s original conception but Schwartz’ conception instead. We first
motivate and introduce the few notions of category theory that we need in the present
section. Indeed, only basic preliminaries of category theory are needed to understand this
section: definition of category and basic examples, functors and natural transformation.
Our basic references for this section are [78, B8 [6]. As customary, we write D € D
to denote that D is an object of the category D, we write A 5 B in D to say that
f € D(A, B) and D°P for the opposite of D (see e.g. [(7]). Only in this section, we use

both the notations f - g := g o f for arrows X Ly % Z in some category, and the
notation 7= (7.) € [J].

10.1. Coverages, sheaves and sites. The notion of coverage on a category allows
one to define more abstractly the concept of sheaf without being forced to consider a
topological space. Nevertheless, the classical example to keep in mind to have a first
understanding of the following definitions is a sheaf (e.g. of continuous functions) defined
on the poset of open sets D = D(X) in some topological space X.

We first define families with common codomain D:

DEFINITION 88. Let D be a category and let D € D. Then we say that F € Fam(D)
is a family with common codomain D if there exist a set J € Set and families (D))
(1) je s sqch that:

(i) D s DinDforallje.J.

(i) F = (D; = D)jes.

jeg

A coverage is a class of families with a common codomain that is closed with respect
to pullback, in the precise sense stated in the following
DEFINITION 89. Let D be a category, then we say that I is a coverage on D if:

(i) T': Obj(D) — Set, where Obj(D) is the class of objects of the category D.
(i) VD € D: T'(D) C Fam(D). Families in I'(D) are called covering families of D.
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(i) D € D, (D; b, D)jcs € T(D) is a covering family of D, and C' % D is an arbitrary
arrow of D, then there exists a covering family of C, (Cy, LN C)rex € IT'(C) such that
C, — C
Veke K3jeJdg: gl lg (10.1)
Dj L> D
(iv) A pair (D,T'), of a category and a coverage on it, is called a site.

For example, let “OGC™ be the category of sharply open sets U C * RY (all possible
dimensions u € N are included) and GSF. Let I'(U) contain open coverings and inclusions:
(U; = U)jes € T(U) if and only if U; € OGC™, i; : U; — U and |J,,; U; = U. Then
("OGC>=,T) is a site and property (L0.1)) holds simply by taking K = J and C; :=
g1 (U;) € "OGC™ as covering family of C, and g := glc,. Note that these simple steps
do not work in the category ‘SGC™ of strongly internal sets and GSF because in general
g~ 1(Uj;) is not strongly internal (only the inclusion ¢! ((A.)) C (g-*(A:)) holds). In this
case, a general method is to express the open set g_l(Uj) as a union of strongly internal
sets. This implies that we have to take a different index set K for the covering family
Ck — C.

Using the notion of coverage, we can define the notion of compatible family:
DEFINITION 90. Let (D,T') be a site and let F' : D°? — Set be a presheaf. Let F =
(D, 4, D),ey € T(D) be a covering family of D € D. Then, we say that (f;),;es are
compatible on F (rel. F') if the following conditions hold:

(i) f; € F(D;j) for all j € J. In this case f; is called a section.
(ii) For all g, c and j,h € J, we have

C —= Dy

l l = Fl)(f;) = FOf). (10.2)
Dj L> D

A typical way to apply is to construct a sort of intersection object C' = DN D;
and to take as ¢, g the inclusions. Then, if F' = D(—,Y’), the equality in reduces
to the usual compatibility condition f;|p,np, = falp,nD;-

We can finally define the notion of sheaf on a site:

DEFINITION 91. Let (D,I') be a site. Then we say that F' is a sheaf on (D,T'), and we
write F' € Sh(D,T) if:
(i) F:D°P — Set (i.e. F is a presheaf).
(ii) If F = (D; 2, D)jc; € T(D) is a covering family of D € D and (f;);cs are
compatible on F (rel. F), then
Af e F(D)VjeJ: Fij)(f)={;. (10.3)
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In the classical example of continuous functions on a topological space, F = C°(—,Y)
and the equality in (10.3) becomes f|p, = f;. Note that, even if the category of open
sets and GSF "OGC™ is a site, Example [76| shows that "OGC*(—,Y") is not a sheaf.

10.2. The category of glueable functions. As we mentioned in the introduction to
Sec. [0] our main aim here is to show that DCC is strictly related to the aforementioned
definition of sheaf on a site. The strategy we will follow is:

(a) Define a category "G¢> D *SGC™.
(b) Define a coverage on "G¢*>.
(¢) Show that "G¢>*°(—,Y) is a sheaf using Thm. [85[and hence DCC.

Intuitively, we already think that a family of strongly internal sets (U;) is a coverage of

jed
the strongly internal set U if, simply, U C |, ; U;; we also intuitively think that (f;);es

are compatible sections if DCC holds. The following definition reflects this intuition:

DEFINITION 92. Let "G/ be the category of glueable families, whose objects are nonempty
families (Uj), . ; € "GL> of strongly internal sets in some space "R":

J#0, JueNVjeJ: 'R* DU; € "SGC™.

We say that
X5Y in rgee
if X = (Uj)jes Y= Vi)nen € "G4 and ¢ = ((fj)jes, @), Where:
(i) The map « € Set(J, H) is called a reparametrization.

(ii) The family of GSF f; € "SGC™(U;, Va(y)), j € J, satisfies DCC on U := ;¢ ; Uj.
(ili) U = U;e; U; admits a functionally compact exhaustion.
To state condition more explicitly, let u,v € N be the dimensions of (Uj)je.f and
(Vi) e resp. (i.e. "R* 2 Uy and "RY 2 'V, for all j, h), and set V' := {J,c i Vi. Then |(ii)

asks that there exists (Uj:) e ecr such that for all K & U there exists (fjc)jet cer €
C*>(R*,RY) such that:

(ii.a) f; = [fje(—)] v, for each j € J.
(ii.b) [f5..e(—)] €7GC*(U;NK, V3. NV) for all 7= (7.) € [J], where U; := (U;. ). Note
that 7 % J % H and hence 7-a = a0 j € [H].
(i.0) [fy..e(=)] = [fr. .(=)] on Uy Uy O K for all 7, h € L],
Composition and identities in "G¢>° are defined as follows: Let
X 5yYhz i g (10.4)

and set X = (Uj)jes, Y = Vi)nhen, Z2 = Wiher, ¢ = ((fj)jer, @), ¥ = ((9n)nen, B)-
Then

fi Ja(j .
Uj =5 Vagy —2 Waa@y Vi € 7,

JS L
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and we hence set

p = ((f] : ga(j))j€J7a ' B)?
1y = ((1y;)jer, 1)
The following lemma confirms the correctness of this definition.
LEMMA 93. ?Gl*> is a category.

Proof. We essentially have to prove the closure with respect to composition, i.e. that
implies ¢ - 9 : X — Z in "GL>°. We implicitly use the notations of the previous
definition. For all K = [K.] € U, we have f; := [f;. (—)] € "GC(U;N K, V;.,NV), and
hence for 7 € [J] we get f; ([Uy. . NK.]) = K € Vs NV. Using K and 7-a =: h € [H]
with the arrow ¢, we obtain g := [g_.(—)] € "GC>(V; N K, Wh.g N W) for some nets
(9he)p .- Therefore

(f7 97.0) lynk = [gago).e (Fr..(=))] €7GC% (U N K, Wya.5 "W).
This shows that condition |(ii.b)| of Def. [92| holds for ¢ - ¢ = ((f; - ga(s))jets @ - /3) To
prove condition |(ii.c)[take z = [z.] € U;NUN K, then f;(x) = fi(z) € V3o NVE,NK and

hence g5.o(f7(z)) = gr.o(fr(x)), which is our conclusion. Properties of identities trivially
hold. m

Note that *SGC™ C *G¢*>° through the embedding:
UerSGC™ — (U)1 €G>,
fersge=U, V)= ((f)1,1—1) €76=((U)1, (V)1),
where 1 := {x} is any singleton set. The converse is also possible using the sheaf Thm.
In fact, if ((f;);jer, ) € °Gl°((U;)je, (Vi)ner), then DCC holds and hence there exists

a unique f € “SGC™ (U, V) such that f|y, = f; for all j € J. If we set gl((f;)jes, @) := f
then

gl(e - ¥) = gl((fj - ga(j))jes,a - B) = glp) - gl(v)
because setting gl(¢) =: f and gl(y)) =: g, we have (f - 9)|v; = flu, - glv.;, = fi " 9ali)s

i.e. the unique GSF obtained by gluing (f;-ga(j))jes is f-g. Finally, gl(1x) = 1y = g
and hence gl : ?G¢> — "SGC™ is a (clearly noninjective) functor.

10.3. Coverage of glueable functions. We now introduce a coverage on the category
?GL>° of glueable families:

DEFINITION 94. Let €& = (W,)eep € "GL>. Then we say that v € I'(E) if there exists a
non-empty J € Set such that:

(i) v = (vj)jes and v; = ((in)pey,0) for all j € J.
(ii) J S Eisa surjective map.
(ili) i; : Dj < Ws(jfor all j € J, where (Dj),. ; € "G€> . Because of this property, ¢ is
called a refinement map.
(iv) We=U{D; |6(j) =e, je J} foralecE.
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REMARK 95.

(i) Note that the index set J of v = (7)) ;
two components of ; do not depend on j € J. This may appear to be a strange
property for a coverage, but note that our intuition here is guided by viewing the

inclusions (D, NEN W)jes as a coverage of W := |, .z We. On the other hand, note
that in Def. [92| of glueable families, in DCC we need the whole family ( fj)je 7
and not only the single GSF f;. Similarly, we need to consider the entire family of
inclusions (iz);; and not the single ij,. For this reason, we cannot directly consider

is the same used in (i), ;. Moreover, the

the family (D; N W), e, made up of single inclusions, as a coverage.

(ii) Condition implies W = {U,c; Dj = U;c; Ws(j)- We will see more clearly later
that this condition allows us to prove the uniqueness part of ((10.3)).

(iii) W, #0Dforalle € E, then directly implies that § has to be a surjective map.

THEOREM 96. T is a coverage on "G,

Proof. From Def. it follows that ; € "G¢>°((Dj);e.s, £), which corresponds to prop-
erty in Def. To prove the closure with respect to pullbacks, take n € "G¢>°(C, &),
where C =: (V.).cc and 1 =: ((9¢).ec » B)- Since (ge), o satisfies DCC (see Def. [92(ii)
i.e. Def. , we can use Thm. [85[to get

g e’GC(V,W)VeeC: g
where V' := J . Ve. We can hence consider g~ '(D;) and cover it with strongly internal
sets:

Vj € J 3H; # 0 3(Bjn)yey, Yh € Hy: By €86, g7 (D) = | Byn:
heH;

Set Bjpe == Bjp NV, € 'SGC™, K := {(j,h,c)|j€J, he Hj, ce C}, v : (j,h,c) €
K — ceC, ar: By = V), and ag := ((ag)rek,v). Then K is nonempty because
C,H;,J # 0, and we have

B=UB=UU U Br=UvnU U Br=vnlUs D)

V. = Yo,

kEK cEC jEJ heH; ceC JEJ heH; jes
- Vmgfl(U Dj) —VNg Y D)=V g t(W)=V.
JjeJ

To prove property of Def. |94 for the new covering family (o), x, take z € V. CV,
so that g(z) € W. Therefore, z € g~ (D;) for some j € .J, and hence x € Bj;, C Bjj, for
some h € Hj. Setting k := (j,h,c) € K, we have v(k) = ¢ and x € Bj,. This shows that
(k) per € T'(C). Finally, let (6)1_1 be any left inverse of ¢, i.e. (6)1_1 -d=4o ((5)1_1 =1g
(vecall Def. [94{(ii))), and setting By := (Bi)yeres = (9| By )her v - B+ ()] "), we have
B, - ¢
Vke K3jeJdu: NJ« J{n
Vi

'Dj4>5

i.e. the claim of Def. n
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DEFINITION 97. The category of sheaves “TGC™ := Sh ("G¢>°,T") (and natural transfor-
mations as arrows) is called the Grothendieck topos of generalized smooth functions (see
e.g. [78, 58, [6] and references therein).

10.4. The sheaf of glueable functions. We are now able to show that DCC is the
key property to prove the following

THEOREM 98. For each Y €°Gl>, the functor’Ge>®(—,Y) is a sheaf on the site ("G¢>,T),
i.e. it satisfies Def. : PG (—,Y) €"TGC™ (PG>, T).

Proof. We use the notations of Def. Let (v;)jes = ((tn)ner,0)jes € T(E) be a
covering family and let ¢; = ((f}{)he], al) €°Ge>=(D;,Y), j € J, be a compatible family
of sections, where D; := (Dp),.; =: Do (recall Rem. [95(i)| about the independence
from j € J). Note explicitly that by Def. the covering family (’yj)j ¢ is indexed
by the same set J as its inclusions (i), ;; moreover, the glueable family ( f;z)he J is
also indexed by J because by Def. any arrow in the category “G¢>° is indexed by
the same set of its domain which, in this case, is Dy = (Dp),c ;. Set ¥V =: (V). We
first want to prove that the compatibility of sections (<pj)j ¢ allows us to show that
both ( f}{)he 7 and o/ do not actually depend on j. We therefore take i € J and define
Dy NDy := (Dhka)(h,k)er € "GL°, ip, : Dy N Dy < Dy, igp 2 Dy N Dy — Dy,
v (h,k‘) €J?— he¢e J, vy (h,k) €eJ?P—ke¢ J, 1 = ((ihk)(h,k)€J27V1)a Ly =
((ikn) (h,k)ye2, v2). The compatibility condition for the functor G (—,)) yields

GO (= V) () (ps) = "G (=, V) (e2)(@0),
(ke £, (o)) (yeaz, v o) = ((ikn - f, k) (hkyeaz, V2 - @),
((filpunpi)ne, v1 - o) = ((filDunpy )k, v - o).

Therefore, for h = k we get f = fi and, for all h, k € J, also (v1-07)(h, k) = (v2-a')(h, k),
i.e. a/(h) = a'(k). This equality, since J # ), implies that o = o/ =: a, € L is constant.
Therefore, as a consequence of the compatibility condition, both components of ¢; do not
depend on j € J: our sections can hence be simply written as ¢; =: ((fh)heJ ,ozc). Note
also that all the GSF f;, : D), = V :=V,,_ have the same codomain. The glueable family
(fn)pe s satisfies DCC because of Def. and we can hence apply Thm. |85(to obtain
a unique f € "GC™ (D, V) such that f|p, = f; for each j € J, where D = UjeJ D;. We
can finally set @ : e € E+— ac € L and ¢ := ((f|w.).cp @) to obtain the existence part
of the conclusion:

PG (= V) (i) () =5 - o = (flwsgnnpiJnes: - @) = ((fIp,)nes, @) = ¢j.
To prove the uniqueness of the glued section, assume that ¢ = ((f.)ecs, &) € "GI=(E,)
is another section such that "G¢>(—, V) (v;)(¢) = ¢; for all j € J. This equality gives
((fsw)lDw)ness 0 - &) = ((fa)ne, ). (10.5)
Take ¢ € E and x € W,, then condition Def. yields the existence of h € J such
that 6(h) = e and x € Djy,. Therefore, using (10.5)) we obtain

fe(@) = fsm|purw. (@) = fulw. () = flw. (@),
i.e. fo = flw, for all e € E. Finally, (10.5) also gives & = (5)1_1 ‘a. m
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10.5. Concrete sites and generalized diffeological spaces. In this final section,
we want to sketch one of the many possibilities that we can start to explore using the
Grothendieck topos "TGC™. The idea is to show that the site ("G¢>°,T") is a concrete site.
In this way, considering the space of concrete sheaves over this site, we get a category of
spaces that extends usual smooth manifolds but it is closed with respect to operations
such as arbitrary subspaces, products, sums, function spaces, etc. (see [57, 61}, [0, [34], [37]
and references therein for similar approaches). As above, all the necessary categorical
notions will be introduced.

DEFINITION 99. Let D be a category and F : D°? — Set be a functor. Then we say
that F' is representable if F' ~ D(—, D) for some D € D. Moreover, if (D,I") is a site,
then we say that (D,T’) is a subcanonical site if every representable functor F is a sheaf
F € Sh(D,T).

Since in Thm. We proved that ’G¢*°(—, ) is a sheaf, directly from Def.[99|it follows
that ("G¢>,T") is a subcanonical site.

A concrete site is a site whose objects can be thought of as an underlying set with a
structure. The idea is that if 1 € D is a terminal object, then |D| := D(1, D) € Set is the
underlying set of D € D and if f: C — D in D, then |f| :=D(1,f):z € |C|— z- f =
fox € |D| is the set-theoretical map corresponding to the arrow f. These maps have a
natural relation to covering families of I', as stated in the following

DEFINITION 100. We say that (D,T',1) is a concrete site if:

(i) (D,T) is a subcanonical site.
(ii) 1 € D is a terminal object, i.e. 1 € D and VD € D 3!t € D(D, 1).

D(1,D) =: |D] is called the underlying set of D € D. For f € D(C, D), the map |f| :=
D(1, f) : |C| — |D| is called the function associated to the morphism f.
(i) The functor D(1,—) : D — Set is faithful, i.e. for all f,g € D(C,D), if |f| = |g|,
then f =g.
(iv) If (D; 4, D)jej € T(D), then the associated maps trivially cover | D], i.e.
U li51 (1Dal) = DI (10.6)
jeJ
For example, let us define a terminal object in the category “G£>° of glueable spaces
as
= ({0}); € "G~
where 1 = {x}. Note that, if we view R" = Set ({1,...,n},R), then Card(R%) = 1 and
hence Card(“‘R%) = Card((R%)7/~,) = 1. Therefore, "R = {0} is the trivial ring. It is
also a strongly internal set because By (0) = {z € “R% | |z — 0] < 1} = {0}.
What is ¢ € "GL>(1,X) = [X] in this case? Set ¢ = ((f)g,a) and X = (Uj),,,
then a: 1 — J and f : {0} = U,(s), which can be identified with the pair (f(0), a(x)) €
Ua(s) X {a()}. Therefore,

X =1Ge>(1,x)~ Y U; = | U; x {j}.

jed jeJ
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Similarly, ¥ = ((fj)jer, @) € "GL((U;)jes, (Vi)icr) can be identified with the map
0] (2, 5) € > U= (fi(), a(4)) € Y Vi,

jed leL
i.e. with the map (z,j) — (f(2),a(j)), where f € "GC™(U;c; Uj, U, Vi) is obtained
by gluing ( fj)j ¢+ This implies condition Def. m whereas Def. m| follows from
Rem. [95(ii)|
THEOREM 101. ("G¢>*,T") is a concrete site.

It is well-known that a sheaf F' € Sh(D,T’) can be thought of as a generalized space
defined by the information F'(D) € Set associated to each test space D € D. The idea
of concrete sheaf is that it is this kind of generalized space defined by an underlying
set of points F(1). For example, any y € G¢*>°(1,)) can be identified with the map
> 010} x {0} ={(0,0)} = >, Vi, and hence "G¢>*(1,Y) ~ >, ., V.

DEFINITION 102. Let (D,T',1) be a concrete site. Then we say that F is a concrete sheaf
(and we write F' € CSh(D,T, 1)) if:

(i) F eSh(D,I).
(ii) For all s € F(D), let s:p € |D| — F(p)(s) € F(1). Then we have

VDeDVs,te F(D): s=t = s=t.

Similarly to what we did above, we can prove that "G¢>°(—,)) is a concrete sheaf.

11. Conclusions and future perspectives

Sobolev and Schwartz solved the problem of “how to differentiable continuous functions”.
Also Sebastido e Silva (see [102]) solved the same problem without relying on functional
analysis at all, but instead using only a formal approach and arriving at an isomorphic
solution. We solved the problem of “how to differentiable continuous functions obtaining
set-theoretical functions, unrestrictedly composable, extending the usual classical theo-
rems of calculus and allowing for infinitesimal and infinite values”. This second problem
does not appear to have a trivial formal solution.

We have shown that GSF theory has features that closely resemble classical smooth
functions. In contrast, some differences have to be carefully considered, such as the fact
that the new ring of scalars ‘R is not a field, it is not totally ordered, it is not order
complete, so that its theory of supremum and infimum is more involved (see [82]), and its
intervals are not connected in the sharp topology because the set of all infinitesimals is a
clopen set. Almost all these properties are necessarily shared by other non-Archimedean
rings because their opposites are incompatible with the existence of infinitesimal numbers.

Conversely, the ring of Robinson—-Colombeau generalized numbers /R is a framework
where the use of infinitesimal and infinite quantities is available, it is defined using elemen-
tary mathematics, and with a strong connection with infinitesimal and infinite functions
of classical analysis. As proved in [28], this leads to a better understanding and opens
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the possibility to define new models of physical systems. We can hence state that GSF
theory is potentially a good framework for mathematical physics.

As we started to see in Sec. the category of concrete sheaves over the concrete site
of glueable families contains the category of strongly open sets and GSF and hence also
the category of ordinary smooth functions on open sets. In future works, we will build on
this and show that it also contains the category of smooth manifolds (more generally all
diffeological spaces). This opens the possibility of studying singular differential geometry
using non-Archimedean methods and, as is typical of topos theory, interesting connections
with logic.

Finally, as we will see in the next two papers of this series ([76], [44]), GSF theory is
also an interesting non-Archimedian framework for the mathematical analysis of singular
nonlinear ordinary and partial differential equations.
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