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COMPARISON AND AUTOMATED SELECTION OF LOCAL
OPTIMIZATION SOLVERS FOR INTERVAL GLOBAL
OPTIMIZATION METHODS*

MIHALY CSABA MARKOT! AND HERMANN SCHICHL'

Abstract. We compare six state-of-the-art local optimization solvers, with a focus on their
efficiency when invoked within an interval-based global optimization algorithm. For comparison
purposes we design three special performance indicators: a solution check indicator (measuring
whether the local minimizers found are good candidates for near-optimal verified feasible points),
a function value indicator (measuring the contribution to the progress of the global search), and
a running time indicator (estimating the computational cost of the local search within the global
search). The solvers are compared on the COCONUT Environment test set consisting of 1307
problems. Our main goal is to predict the behavior of the solvers in terms of the three performance
indicators on a new problem. For this we introduce a k-nearest neighbor method applied over a
feature space consisting of several categorical and numerical features of the optimization problems.
The quality and robustness of the prediction is demonstrated by various quality measurements with
detailed comparative tests. In particular, we found that on the test set we are able to pick a “best”
solver in 66-89% of the cases and avoid picking all “useless” solvers in 95-99% of the cases (when
a useful alternative exists). The resulting automated solver selection method is implemented as an
inference engine of the COCONUT Environment.
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1. Introduction. In this study we investigate a set of local optimization solvers
in terms of their efficiency for interval global optimization. That is, we are interested
in the behavior of the local solvers when invoked successively within the global search
(from different starting points). Therefore we measure their success toward finding
the global minimizers in terms of special aggregate features. Our goal is well beyond
a purely comparative analysis of the solvers: we intend to explain solver performance
from the particular problem characteristics and to predict it for new problems. This
enables us to develop an automated local solver selection method for the global search.

Since the present study is part of the long-term extensive development of the
COCONUT Environment, we need a somewhat longer than usual introduction to
give insight into the overall framework and the applied methodologies. Therefore, in
the rest of this section we give an introduction to interval branch-and-bound (B&B)
methods for global optimization (including the role of local search within it), to the
COCONUT Environment, and to the COCONUT interfaces to local search engines.

1.1. Interval branch-and-bound methods. Interval analysis is an efficient
and convenient tool for bounding ranges of functions over rectangular domains. In-
terval versions of the arithmetic operations and elementary functions are implemented
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by interval arithmetic libraries (see, e.g., [1, 16]) in a careful way with directed (out-
ward) rounding. This ensures that the computed bounds to the range of the function
are mathematically correct (i.e., they enclose the actual range) even when the cal-
culations are done with finite-precision floating-point numbers. With the exception
of some simple cases, however, the calculated interval result is not the precise func-
tion range but a wider interval containing some overestimation. Since the analysis of
certain properties of functions often reduces to the range bounding problem of some
related function (e.g., monotonicity or convexity checking), calculations can also be
done with mathematical rigor using interval tools. Interval calculations will not be di-
rectly used in the present paper, so for more details we refer the reader to the interval
textbooks such as [14, 18], and many others.

It is very natural to employ interval analysis in a rectangular B&B global opti-
mization framework, and it is the basic part in the design of solvers for a complete
search: with interval B&B, mathematically rigorous enclosures of all global minimiz-
ers and the global minimum can be determined. In interval B&B methods the original
search box is split iteratively and a bound on the objective function range is deter-
mined with interval calculations over the actual box. When an interval-based tool
verifies that a box or a part of it certainly does not contain any global minimizer,
then the box or the respective part can be pruned from the search tree.

The role of local optimization. A key ingredient of the interval B&B method is
the update of the currently best-known upper bound for the global minimum. This
value is used as the pruning threshold for suboptimality, but it can also improve
constraint propagation methods (which are targeted to eliminate infeasible parts of
the search domain). Therefore, updating it efficiently is indispensable to the efficiency
of the whole method. When local (usually not interval-based) solvers are available,
they can be employed to produce unverified local optimizers. For an interval method,
however, such a raw solution is not of immediate use: it must be verified that there is
a box in the neighborhood of the provided solution that certainly contains a feasible
(or even better, a locally optimal) point. Only then can the upper bound of the
interval evaluation of the objective function over this box serve as a guaranteed upper
bound for the minimum. The acquisition of such guaranteed information from an
unverified point is an intensively researched field in the interval community. One of
the performance indicators used in the current study—the solution check indicator—
will be a heuristic indicator that measures the frequency of getting the verified answer
from the point returned by the local solver.

1.2. The COCONUT Environment. The COCONUT (COntinuous CON-
straints — Updating the Technology) Environment [9] is an open-source software plat-
form for complete global optimization and constraint satisfaction problems. The CO-
CONUT project, started in 2000, was initially funded by an IST program of the Eu-
ropean Community (IST-200-26063, 2000-2004) and has been continued since then
on a smaller scale.

The COCONUT Environment (called COCONUT in what follows) is designed
to be modular and extensible with newly developed or existing solver components.
Its central component is the COCONUT API (application programmer’s interface),
mostly written in C4++. The API contains, among other things, tools for building an
internal representation (a model) of the global optimization problem. The model is
given as a directed acyclic graph (DAG) consisting of expression nodes for the various
mathematical operations, and additional information on the constraints, the objective
function, the current variable bounds, etc.
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Other API components are the search graph, the evaluators, management mod-
ules, report modules, and inference engines and graph analyzers. The search graph
is a DAG with a model in each node, representing the B&B procedure. Evaluators
evaluate problem functions and their higher-order derivatives (both with real and in-
terval data). Management modules are used to initialize and manipulate the search
graph and the respective models (e.g., doing branching by splitting a node of the
search graph). The report modules provide output related to the respective prob-
lem (problem specification, structural information, solution, etc.) in various formats.
The graph analyzers and the inference engines do most of the work while solving a
problem: graph analyzers work on the search graph (e.g., they cut off leaves if the
respective model provides suboptimal solutions only), while inference engines work
on a specific model (e.g., they perform local optimization or generate the respec-
tive Karush—John conditions). In particular, external optimization solvers (including
the local solvers used in this paper) are connected to the environment as inference
engines.

2. Methods for interfacing solvers with the COCONUT API. The com-
munication between the solver and COCONUT is implemented in one of the following
ways:

1. Object-oriented interface with problem instance objects. Solvers written in an

object-oriented language (e.g., in C++) usually provide object-oriented inter-
faces by having a (base) class of problem descriptions. The software that calls
the solver (in our case, the COCONUT environment itself) needs to have a
class derived from this base class, where the necessary problem information
is evaluated by the caller (in a COCONUT routine) and is specified by over-
loading the base class member functions (i.e., initialization, evaluation, and
postprocessing routines). Upon execution, a problem instance and a solver
instance are created in the COCONUT interface, and then the problem class
is passed to the solver for solving.
Besides its transparency, the main advantage of this method is that, since the
information is passed between the solver and the environment through the
member functions, the solver calls the respective routines only when neces-
sary, without causing overhead or using additional control parameters.

2. Procedural interface. The other type of COCONUT interface (usually pro-
vided by solvers implemented in C or Fortran) is procedure oriented. There
is typically one main solver routine to be called (perhaps together with ini-
tialization and postprocessing routines). There are two principal ways of
communication between the solver and the evaluation functions:
2a. Callback communication. The main routine needs to be called only

once, and the evaluation routines are predeclared callback functions that
should be defined by the user.
2b. Reverse communication. The main routine is called in a loop, and its
requests and status are communicated through the call parameters and
a returned status code; e.g., if a call to the main routine returns with
the status “request a constraint gradient evaluation,” then the slots in
the parameter list corresponding to the gradient should be filled before
the main routine is called again.
In principle, any external solver supporting one or more of the above object-oriented,
callback, or reverse communication modes can be interfaced with COCONUT. It is,
however, also recommended that the solver be thread-safe—in particular, it does not
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use global variables—for the interface to stay valid in future distributed COCONUT
applications.

3. The local optimization solvers.

3.1. Common properties and requirements. Unless noted otherwise, all
investigated solvers are designed for solving general nonlinear constrained problems.

The problem information commonly passed to the solvers consists of

— the number of variables and constraints,
— the bounds on the variables and constraints,
— the starting point (currently just for the primal variables).

The values of the objective and constraint functions evaluated at the specified
input points must be provided externally for all solvers. The requests for first and
second derivatives are more versatile: in some cases it is mandatory that they be
supplied; in others they can be approximated internally. Since first derivatives are
evaluated in COCONUT efficiently with backward automatic differentiation, in this
study we always provide them externally, even if they are optional.

For second-order information, however, the choice between explicitly supplied val-
ues and internal approximations can lead to substantial differences in efficiency, and
the right selection can obviously depend on the particular problem properties. There-
fore, for solvers that offer a choice between externally supplied and internally approx-
imated Hessians, we consider both possibilities and use different solver subversions in
the comparison test based on this distinction. The details of this are given in the solver
introductory sections below. (In COCONUT, Hessians are evaluated as compositions
of Hessian-vector products with backward automatic differentiation. The number of
necessary Hessian-vector product evaluations needed to construct the whole Hessian
is reduced by a Hessian-coloring algorithm, namely, Algorithm 4.1 of [11].)

With the exception of DONLP3 and L-BFGS-B, all of our tested solvers strongly
utilize sparsity information. Therefore COCONUT also passes this information for the
Jacobian and, when second derivatives are supplied, for the Hessian of the Lagrangian.
The sparsity information passed always consists of the number and position of the
nonzeros of the respective matrix.

Many solvers can utilize special problem structure information, e.g., whether the
problem is known to be linear, linearly constrained, or quadratic. Since this can be
easily determined by COCONUT, we always supply this extra information (whenever
the solver can make use of it).

Next we give a short description of the solver variants used in the study regarding
their methodology and availability. In addition, in Table 1 we list some (comparable)
characteristics of the solvers, including software version number, implementation lan-
guage, licensing, sparsity utilization, type of interfacing with COCONUT, and need
for supplying Hessians externally.

3.2. DONLP3.

Methodology. The DONLP3 solver of Spellucci [24, 25] implements a variant of
the sequential quadratic programming (SQP) method. At each iteration, a correction
to the current iterate is computed by solving a convex quadratic model of the problem.
After a search direction for the next iterate is computed, an appropriate stepsize is
determined by using an ¢; exact penalty merit function. To avoid the evaluation of all
constraint gradients at each iterate, DONLP3 maintains a set of working constraints.
DONLP3 does not utilize sparsity information, and there is no need to supply second-
order derivative information to it. The software is originated from Spellucci’s F77
DONLP2 algorithm.
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TABLE 1
Summary of the local optimization solvers interfaced to COCONUT.

Name Version Language Licensing Sparse?  Interface Hessian
supplied?
DONLP3 3 C++ free for research no 2a no
IPOPT-H 3.5.1 C++ CPL (free) yes 1 yes
IPOPT-gN no
L-BFGS-B 2.1 F77 GPL (free) no 2b no
LOQO 6.07 C proprietary yes 2a yes
KNITRO-H yes
KNITRO-FD 5.1.2z C/C++ proprietary yes 2b no
KNITRO-Hv as Hyp -v
SNOPT 6 F77 proprietary yes 2a no

Awailability. DONLP3 is freely available for research purposes from P. Spellucci
or from the COCONUT development team.

3.3. IPOPT.

Methodology. TPOPT is a primal-dual interior point algorithm with a line search
filter method by Wéchter and coworkers [19, 28, 30, 29, 31]. The primal-dual KKT
equations are solved by a damped Newton method; the resulting search direction is
then passed to a line search algorithm. IPOPT uses a filter method [10] in the line
search, which means, in very simplified terms, that a trial point during the search is
considered acceptable when it improves either the (barrier) objective function value or
the constraint violation (in contrast to the more traditional merit functions combining
these two measurements into one quantity).

IPOPT requires at least one sparse symmetric linear solver as third party software.
We used the MUMPS multifrontal solver (http://graal.ens-lyon.fr/MUMPS/) version
4.7.3 for this purpose.

Second-order derivatives (the Hessian of the Lagrangian) can be either supplied
explicitly or approximated by IPOPT internally with a limited-memory quasi-Newton
method. In the present study we employ and compare two versions of IPOPT:

— IPOPT-H: Hessians evaluated by COCONUT,
— IPOPT-gN: Hessians internally approximated with a quasi-Newton method.

In the interface routines we also supply IPOPT with the number and list of
nonlinear variables (this is only optionally required by the solver but is useful when
the quasi-Newton approximation is selected).

Awailability. TPOPT is freely available together with its source code from COIN-
OR (http://www.coin-or.org) under the Common Public License.

3.4. L-BFGS-B.

Methodology. L-BFGS-B is a limited memory quasi-Newton solver by Byrd et
al. [6], applicable for bound constrained problems. L-BFGS-B proceeds by updating
a quadratic model to the problem by a limited-memory BFGS approximation of the
Hessian of the objective. The matrices are represented in a special compact form [7],
which is well-suited for bound constrained problems. In each iteration the search di-
rection is obtained by first determining the active variables with a gradient projection
method and then minimizing the quadratic model in the free variables. Then a line
search algorithm presented in [17] is performed.
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Availability. L-BFGS-B is freely available under the General Public License from
J. Nocedal (http://www.ece.northwestern.edu/ nocedal/lbfgsb.html).

3.5. LOQO.

Methodology. LOQQO is a primal-dual interior point solver developed by Vanderbei
[22, 26, 27]. The successive search directions are obtained by solving the appropriate
primal-dual KKT system with sparse indefinite LDLT factorization. After the search
direction is evaluated, a line search is performed to achieve sufficient decrease of an
{5 merit function. LOQO requires derivative information up to second order.

LOQO is connected to COCONUT through a type 2a interface. Note, however,
that LOQO provides access to its whole internal problem representation (a structure
called LOQO) through a pointer; therefore, the interface is programmed similarly to
those of type 1 but employs a C structure instead of a C++ class.

Awailability. The most recent versions of LOQO are available for download from
their author at http://www.princeton.edu/ rvdb/. The full version of LOQO is li-
censed (although there exist free, student versions of the software with limitations on
the problem size).

3.6. KNITRO.

Methodology. KNITRO is a commercial package designed primarily for large-scale
nonlinear optimization. For nonlinear problems KNITRO employs three different op-
timization algorithms: an interior point method (named Interior/Direct) that solves
the primal-dual KKT system with direct linear algebra methods [32], a similar interior
point method (named Interior/CG) with a projected conjugate gradient method for
the KKT system [5, 2], and an active-set method (named Active Set) with a sequential
linear-quadratic programming (SLQP) algorithm [3, 4]. A summary of the algorithms
implemented in KNITRO is given in [8]. KNITRO has built-in strategies to auto-
matically select the probably best-suited algorithm (depending on the characteristics
of the problem) and to switch from Interior/Direct to Interior/CG if the direct steps
behave poorly.

There are many options (parameters that can be given to a computer program)
for the KNITRO user to specify the evaluation of the gradients and Hessians. As
mentioned above, the gradients are always supplied by COCONUT. For the Hessian
evaluations/approximations, we selected three different options, which determine the
KNITRO variants of the present study:

— KNITRO-H: Hessians evaluated by COCONUT,

— KNITRO-FD: internal Hessian-vector product approximations with finite dif-
ferences, and

— KNITRO-Hv: Hessian-vector products (with vectors specified by KNITRO)
evaluated by COCONUT.

These options are made in accordance with the KNITRO manual, which recom-
mends supplying exact Hessians or Hessian-vector products for best general perfor-
mance and suggests the finite differences approximation as a possible further choice.

Remark 3.1. In the present study, we let KNITRO decide internally which of the
basic algorithms discussed above to invoke (or when to switch from one algorithm to
another). The relation of this internal decision process to our prediction methodology
(e.g., that the latter can improve the decision of KNITRO) can be a subject of future
research.

Awailability. KNITRO is a licensed product of Ziena Optimization LLC. General
information is provided at http://www.ziena.com/knitro.html.



AUTOMATED SELECTION OF LOCAL OPTIMIZATION SOLVERS 1377

3.7. SNOPT.

Methodology. SNOPT uses the sparse SQP method of Gill, Murray, and Saunders
[12].

In the general nonlinear case, SNOPT considers a special modified Lagrangian
(based on constraint linearization), and at each iteration it builds a convex quadratic
model of this Lagrangian at the current iterate. The resulting quadratic program is
solved with the active-set method SQOPT [13]. The solution gives a search direction
for both primal and dual variables for the next iterate, which is determined by a line
search using an augmented Lagrangian merit function.

SNOPT approximates the Hessians of the modified Lagrangian with a limited-
memory quasi-Newton (BFGS) method; therefore, no second-order information on
the problem needs to be provided externally.

The solver is designed especially for large problems with a moderate number of
degrees of freedom. In general it requests relatively few function and gradient evalu-
ations; therefore it is particularly suitable when the problem functions are expensive
to evaluate.

The SNOPT 6 package offers various interfaces to invoke the solver and specify
the problem details. For COCONUT environment we chose the snOptA interface,
which is the generally recommended, easy-to-use option starting from Version 6.

Awailability. SNOPT is a proprietary software available from Stanford Business
Software Inc. (http://www.sbsi-sol-optimize.com/asp/sol product_snopt.htm).

4. The testing environment. We run all local solver variants on the
COCONUT test set [23] consisting of a total of 1307 optimization and constraint
satisfaction problems (CSPs) (http://www.mat.univie.ac.at/ neum/glopt/coconut/
Benchmark/Benchmark.html). The CSPs were also specified as optimization prob-
lems with a constant objective function. With the exception of L-BFGS-B, which
was run only on the bound-constrained and unconstrained problems (a total of 253
instances), all solvers were tested on all problems.

We generated 20 random starting points for each problem, that is, every problem
was attempted 20 times by each solver, from the same set of starting points. The
solvers were reinvoked for each problem instance (no warm-start information was
considered). For bounded variables, the starting points were generated with equal
probability from their domain. For unbounded variables, the starting points were
created in such a way that smaller absolute values were picked with bigger probability.
This was done with the aid of a special probability density function with quadratic
decay toward +oco. For precise details on the random point generation and on the
used density function we refer to the r_random routine of the COCONUT API.

The problems were classified by their dimension (the number of variables) n as
“tiny” (1 <n < 10), “small” (11 < n < 100), “large” (101 < n < 1000), and “huge”
(1001 < n) problems, and according to this, the maximal allowed running time was
set to 10, 60, 300, and 600 seconds, respectively. The limit is meant individually for
each problem instance, i.e., for each starting point. In addition, we set up a hard
time limit of 1000 seconds; if this amount of time elapsed and the solver was still
running, we externally killed the optimization process. (This happened mostly when
large sparse problems were tried with the, obviously not suitable, dense DONLP3
solver and in a few other cases when the problem was so big that program control did
not reach the first time-checkpoint of the solver code.)

The solvers were executed with their default parameters except for the time limit
and those additional settings specified in section 3. The tests were run on a cluster
of 32 PCs with AMD Opteron 2.4 GHz CPUs and 16 GB of RAM.
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5. Methodology of solver comparison.

5.1. The performance indicators. In this section we detail the three basic
criteria we use to measure the quality of the solutions reported by the local solvers.
It is important to emphasize that these criteria differ somewhat from the ones tradi-
tionally used in benchmarking studies, because we consider the use and efficiency of
local optimization within interval global optimization algorithms.

In the first place, we expect the solution to be “useful” in the sense that it can
be used as a candidate for a verified feasible solution. (Algorithms for the auto-
matic feasibility verification of approximate solutions, e.g., ones based on [15, 21], are
currently under development for COCONUT.) Namely, the reported search point is
expected to be at least “almost” feasible, and the objective function value attained at
the minimizer is expected to be “consistent” with the reported minimum value. These
expectations are checked by the solcheck test of COCONUT. In addition, for the use-
fulness we also expect that the reported solution is classified by the solver as at least
a rough approximation of a local minimizer; that is, the search point is obtained after
successful termination (convergence), or after a partial progress when some running
limit was exhausted, or when some stopping condition could not be satisfied.

In the present study we say that a solution passes the solcheck test if (i) the relative
error between the reported optimum and the objective function value evaluated at the
reported optimizers is at most 1073, and (ii) the relative constraint violation evaluated
at the reported optimizer is at most 1072 for all constraints. The relative constraint
violation is obtained by evaluating the constraint at the reported optimizers and (in
case of constraint violation) taking the relative error between the constraint value and
the constraint bound. Note that for CSPs, condition (i) holds by definition. Since
the solvers have a wide variety of sometimes incomparable built-in stopping criteria,
the solcheck tolerance values are set intentionally big enough so that they will not
interfere with these criteria. That is, when a solver stops and the claimed solution
is indeed an approximate optimizer, then it will not be rejected by the solcheck test
purely because of an expected higher precision. The solcheck indicator 5’; regarding
the performance of solver s on test problem p is defined by the number of times the
delivered solution passes the solcheck test. Thus, 0 < 5’; < 20.

Second, two local optimization methods can be compared by their efforts toward
finding the global minimum, which can be measured by the best reported local minimum
F‘; € RU{—o0} passing the solcheck test during the multistart testing. If 5’; =0, we

set Flf = oo. For brevity we also call this indicator the function value indicator.

The third criterion of comparison is the amount of computational effort needed
to obtain (approximate) local minimizers, which is simply represented by the solver
running time including pre- and postprocessing (in seconds). This can obviously
be measured within COCONUT in a uniform way for all solvers. Note that other
indicators such as the number of evaluations are less suitable for comparison reasons
in the present case: different solvers use evaluations up to different orders (which are
hard to compare), and, perhaps more importantly, the amount of computation spent
between evaluations is also important to be estimated. The running time indicator
is denoted by Tlf > 0 and is computed as the average of the running times on the
respective 20 problem instances. If a solver passes the hard time limit for a given
problem instance, we declare that the solver is not advised to run at all on that
problem w.r.t. the time requirement and set T; = 1010,

There is, of course, a natural trade-off between quantifying or ranking by the
usefulness, the function value, and the time criteria: a solver can, for instance, pro-
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duce worse objective function values, but in a shorter time than another. Indeed,
it is neither easy nor practical to create a good general combined measurement of
these criteria. Therefore, during the performance analysis and the prediction of the
expected solver behavior, we consider all three indicators separately. When the pre-
diction system is in use for a new problem, the indicators can be combined into one
single measurement—depending, e.g., on the particular problem characteristics and
the user’s expectations—to determine the final solver selection.

Notation. The symbols for the raw performance indicator values are marked
with a “hat” accent, as above; the transformed values (scores) introduced below (and
used most frequently in the paper) are denoted by the respective letter without an
accent. A prediction of a performance score is denoted by a “bar” accent.

5.2. Transforming the performance indicators into scores. In the next
step we transform the raw indicators above into a score between 0 and 100 for each
problem and solver variant. This is done not only because the different solvers should
be compared on each problem, but because it should be possible to compare the
individual solver behaviors from problem to problem in order to create a prediction
(a fit) of the indicators.

Transforming the solcheck indicator SS is obvious; we just set Sp := 5 SS The
case of the local minimum indicator FS is a bit more tricky: for each problem p, if
at first FS = oo for all s, then we bet Fy =0 for all s (none of the solver results
passed the solcheck test). Otherwise, there is at least one solver for which Flf is finite;
let us denote by S’ the set of such solvers, and let f, ,, = InlIl{F; | s € S’}. For
s ¢ 5, we set F}j = 0. In order to avoid unfair scoring due to the different stopping

criteria and tolerances of the solvers, we consider the quality of F‘Zf and sz , s, te S’
to be the same if either the absolute or the relative difference of the two values is
at most 1073, Clearly, the above relation of “having the same quality” is reflexive
and symmetric, but not transitive. By making the transitive closure we turn the
relation into an equivalence relation that gives a partitioning of S’. (As experience
shows, taking the transitive closure does not significantly change the relation; indeed,
the absolute/relative difference between any two elements within a partition never
exceeded 2 - 1073.) Then, if s € S’ belongs to the partition P C S’, we replace
F3,s € P with min{F? | s € P}.

Now we set F3, s € S relative to fym. If [fpm| < 1073, then we decide by
the absolute difference of the (modified) local minimum indicators: for each s € S’, if
|F1f—fp7m| < 107%, then let F;¥ = 100; otherwise let ¥ = 15. If | f, | > 107, then we
decide by the relative difference of the (modified) local minimum indicators: for each
s €8, if r=[(E5 — fpm)/fpm| > 1, let F5 = 15; otherwise let F5 = 15+ 85 (1 —r).
That is, in the latter case we introduce a linear growth in the score between 15 and
100. This way we have F; = 0 whenever F‘; = 0o and have 15 < F; < 100 when F;
is finite. (The choice of the value 15 is based on experiments; we found that it is a
reasonable positive value to represent the lowest possible score for a finite F;)

When transforming the running time indicators T; we run into another difficulty:
since the fitting is done by taking linear combinations of the scores, the score must
be linear in the sense that if the differences between two pairs of running times are
“empirically” the same, then they should be mapped into a score where the respective
numerical differences are the same as well. (This criterion holds as well for S, and
Fy.) For instance, the differences between 0.09 and 0.1 seconds and between 100.09
and 100.1 seconds are empirically not the same; hence a nonlinear scaling is required.
We found that a logarithmic transformation is appropriate for this purpose: since
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T; varies between 0 and approximately 10° with the resolution of 0.01 when the
hard time limit is not passed, and T7 is set to 10'” otherwise, we define T)% as (10 —

log; (min(Tlf +0.01,1019)))-100/12. (The additive term and the multiplicative factor
outside the log are used to scale into [0, 100].)

6. A summary of the numerical results. Since we run altogether nine vari-
ants of six different state-of-the-art local optimization solvers on an especially wide
set of test problems, we believe that publishing the aggregate comparative results of
the tests is itself of value. Therefore, in Tables 2 and 3 we give a summary of these
results. The test set was split into bound-constrained optimization problems and
equality /inequality constrained optimization problems/CSPs, and both groups were
further divided by the problem size according to section 4. For the eight resulting
problem groups we ranked the solvers by their average scores for all three indica-
tors. (In the tables the three performance indicators are abbreviated by S, F, and T,
according to their formal notation in section 5.1.)

The most important consequence of the results is their diversity: there is no
unique best choice for all problem groups and indicators. Each solver variant performs
in an excellent way for one or more groups or indicators (ranked in the top three),
but occasionally performs worse on others. Although there are a few performance
trends that follow easily from the basic solver properties (such as that the ranking of
the dense DONLP3 solver drops while moving from smaller to bigger—thus, usually
sparser—problems or that SNOPT has difficulties with the obviously less well suited
large/huge bound-constrained problems with many degrees of freedom at the solu-
tions), most of them cannot be explained from such a traditional numerical summary.
It is worth emphasizing again that the present paper is targeted to explaining these
nonobvious performance facts, and therefore its ultimate goal is far beyond reporting
such aggregate results: in the next sections we introduce a much more sophisticated
analysis of the problem set (by categorical and numerical features) and a method to
predict future solver behavior from existing performance results.

7. Prediction methods. Predicting the most suitable solver for a problem
w.r.t. a performance indicator can be considered as a classification problem: we first
determine a feature space consisting of numerous categorical and numerical properties
of the optimization problems, and then we create a mapping (the prediction) from
the points of the feature space to the set of applicable solvers. The problem is then
classified by finding the solver with the best predicted value.

COCONUT provides many tools for extracting categorical and numerical proper-
ties of optimization problems. These, like evaluators, propagate the respective pieces
of information through the model DAG. All problem information we use in this study
can be extracted quickly by COCONUT (with an effort proportional to a small con-
stant multiple of the number of nodes).

Our strategy consists of two phases. First, we group the problems by taking
into account the categorical features of the problems only. In the second phase, for
each such group, we create the prediction by an appropriate fitting method using the
numerical features.

7.1. Dealing with the categorical features. The categorical grouping should
be descriptive enough to catch the different behaviors of the local solvers, but on the
other hand, the size of each group should be large enough so that a colloquial fit
can be created. The grouping described below is therefore a somewhat subjective
compromise between these two goals, designed for the current set of problems.
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TABLE 2
Aggregate results on the bound-constrained problems (253 problem instances). The abbreviations
S, F, and T stand for the solcheck, function value, and runtime performance indicators, respectively.
For each problem group and performance indicator we list the solver rankings based on the average
scores. The respective scores are given in parentheses after the rank numbers. The sizes of the
problem groups are given next to the group names in the header lines.

Tiny (137) Small (24)
S F T S F T
DONLP3 1 (96.7) | 3 (914) | 1 (936) || 2 (992) | 2 (927) | 3 (82.6)
IPOPT-H 6 (93.6) | 1 (935) | 8 (84.0) || 6 (91.0) | 7 (84.9) | 9 (72.5)
IPOPT-gN | 3 (94.9) | 8 (835) | 9 (821) || 5 (91.3) | 5 (88.0) | 5 (77.6)
KNITRO-FD | 8 (91.9) | 9 (81.9) | 4 (91.3) || 8 (87.1) | 8 (83.6) | 4 (80.0)
KNITRO-H |4 (945) | 4 (913) | 5 (89.7) || 4 (915) | 4 (88.7) | 7 (75.8)
KNITRO-Hv | 5 (94.1) | 7 (84.7) | 6 (89.0) || 7 (89.4) | 6 (86.1) | 6 (76.1)
LOQO 9 ) |5 0.7 |7 (86.8) || 9 (865) | 9 (75.7) | 8 (72.8)
SNOPT 7 (92.8) | 2 (93.3) | 3 (933) || 3 (94.6) | 1 (929) | 2 (83.7)
L-BFGS-B 2 (95.4) | 6 (87.5) | 2 (935) || 1 (99.4) | 3 (91.8) | 1 (85.5)
Large (34) Huge (58)
S F T S F T
DONLP3 1 (99.9) | 1 (757) | 9 (621) || 6 (81.1) | 7 (33.6) | 9 (44.9)
IPOPT-H 8 (81.3) |5 (547) |8 (641) || 7 (77.5) | 8 (33.0) | 3 (57.3)
IPOPT-gN 7 (87.2) | 8 (385) |3 (66.9) || 8 (77.0) | 6 (353) | 4 (57.2)
KNITRO-FD | 3 (92.1) | 6 (52.2) | 4 (66.1) || 5 (87.0) | 5 (44.5) | 6 (54.9)
KNITRO-H | 4 (90.7) | 4 (643) | 6 (64.3) || 2 (92.0) | 3 (50.3) | 7 (54.0)
KNITRO-Hv | 4 (90.7) | 7 (481) | 5 (64.4) || 3 (91.1) | 4 (49.6) | 8 (52.2)
LOQO 6 (875) | 3 (647) | 7 (642) || 4 (89.7) | 2 (59.6) | 5 (56.8)
SNOPT 9 (393) |9 (287) |1 (746) || 9 (141) |9 (137) | 1 (7L6)
L-BFGS-B 2 (97.2) | 2 (67.9) | 2 (705) || 1 (92.6) | 1 (68.8) | 2 (60.9)
TABLE 3

Aggregate results on the equality/inequality constrained problems (1050 problem instances). The
table is organized in the same way as Table 2.

Tiny (551) Small (208)
S F T S F T
DONLP3 2 (833) | 1 (947) | 2 (931) || 4 (71.6) | 5 (82.8) | 2 (8L.3)
IPOPT-H 3 (81.4) | 3 (93.0) | 7 (846) || 3 (781) | 2 (83.4) | 5 (79.5)
IPOPT-gN 1 (84.0) |2 (931) |8 (844) || 1 (839 | 1 (86.2) | 3 (80.2)
KNITRO-FD | 7 (69.3) | 7 (86.8) | 3 (88.4) || 7 (657) | 7 (80.6) | 4 (79.9)
KNITRO-H |5 (729) | 4 (90.4) | 4 (87.9) || 5 (70.4) | 4 (82.9) | 6 (79.0)
KNITRO-Hv | 6 (69.8) | 6 (87.3) | 6 (86.1) 6 (66.3) | 6 (8L7) | 8 (76.6)
LOQO 8 (68.6) | 8 (84.6) | 5 (87.0) 8 (40.8) | 8 (57.7) | 7 (77.8)
SNOPT 4 (785) | 5 (89.3) | 1 (94.4) 2 (797) | 3 (833) | 1 (88.5)
Large (138) Huge (153)
S F T S F T
DONLP3 7 (455) | 7 (483) | 8 (56.7) || 8 (42) |8 (55) | 8 (11.9)
IPOPT-H 3 (67.2) |3 (714) | 3 (66.2) || 2 (60.7) | 4 (63.9) | 3 (55.0)
IPOPT-gN 1 (730) | 2 (75.5) | 2 (687) || 1 (787 |1 (84.8) | 2 (60.5)
KNITRO-FD | 4 (57.6) | 5 (655) | 3 (66.2) || 4 (50.4) | 2 (69.3) | 4 (53.1)
KNITRO-H |5 (56.7) | 4 (66.2) | 6 (65.1) || 3 (54.5) | 5 (60.4) | 5 (53.0)
KNITRO-Hv | 6 (53.7) | 6 (63.6) | 7 (63.3) || 5 (49.6) | 3 (64.8) | 5 (53.0)
LOQO 8 (129) |8 (26.9) |5 (653) || 7 (95 |7 (232) | 7 (52.0)
SNOPT 2 (69.0) |1 (763) | 1 (721) || 6 (37.7) | 6 (45.3) | 1 (61.2)




1382 MIHALY CSABA MARKOT AND HERMANN SCHICHL

TABLE 4
Grouping the test problems by the categorical features.

Obj\cstr no bnd lin g-CVx 0-CVX g-ncvx  0-ncvx
const 0 0 0 6 6 6 6
lin 0 0 0 5 5 1 2
g-Ccvx 0 0 0 5 5 1 2
0-CVX 4 4 5 5 5 2 2
Q-ncvx 0 4 3 3 3 1 2
o-ncvx 4 4 3 3 3 2 2

The two most important categorical features are the polynomial degree and the
convexity information about both the objective and the constraints. Since all local
solvers use at most second-order function information, the polynomial degree feature
will be differentiated up to degree two; higher-order polynomial degrees and non-
polynomial functions will be referred to as “other” w.r.t. this feature. The analyzer
for the convexity information [20] returns “verified convexity,” “verified concavity,”
or “unproven convexity” (i.e., uncertainty w.r.t. convexity). We refer to the last two
types of outputs as “nonconvex” below. After some experimentation, we ended up
with the categorization displayed in the row and column headers of Table 4.

For the objective function (table row headers), we have const for constant (or miss-
ing) objective, lin for linear, ¢-cvz for quadratic convex, o-cvz for other convex, g-ncvzx
for quadratic nonconvex, and o-ncvx for other nonconvex functions, respectively.

For the constraints and the feasible set (table column headers), we have no for
unconstrained problems, bnd for bound-constrained problems, lin for linearly con-
strained problems, ¢-cvz for quadratically constrained problems with convex feasible
set, o-cvz for other problems with convex feasible set, ¢-ncvx for quadratically con-
strained problems with nonconvex feasible set, and o-ncvz for other problems with
nonconvex feasible set.

The above categorization gives a good resolution according to the possible solver
behaviors. However, many cells of the table do not contain enough problems to create
a fit. To satisfy the second goal mentioned above, we merged some cells, as described
by the numbers in the table. The resulting seven groups are those used throughout
the analysis of the numerical features. These are

0: the problems that are treated as “trivial” from the global optimization point
of view; these problems either have no solution or can be solved as a system of
linear equations, a linear program, or a convex quadratic program. This can be done
efficiently by standard linear programming software, such as CPLEX or FICO Xpress
(139 problem instances);

1: nonconvex general convexly constrained quadratic programs (QCQPs) (137);
nonconvex, non-quadratic problems (290);
convexly constrained general nonconvex optimization problems (132);
unconstrained /bound-constrained problems (218);
general convex optimization problems (39); and
: nonlinear CSPs (352).

In what follows, G(p) denotes the categorization of a given problem p; that is, G
maps p into the respective categorical group.

7.2. Dealing with the numerical features. Throughout the study we use
eight different numerical features to represent the problem characteristics. These are
— the number of variables (denoted by 7, for problem p);
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— the number of nodes in the DAG representation (cfp), which is one way to
represent the complexity of evaluating the objective and the constraints;

~ the number of bound constraints (b,);

— the number of equality constraints (é,);

~ the number of inequality constraints that are not bound constraints (i,);

— the sparsity ratio of the extended Jacobian matrix (the Jacobian extended with
the objective gradient), i.e., the ratio of the number of nonzeros and the total number
of elements (jp);

— the sparsity ratio of the Hessian of the Lagrangian (ﬁp); and

— the average [; norm of the constraint violation vector of the 20 starting points,
as a rough indicator of the shape and size of the feasible set ().

Scaling the feature values. For each problem group of section 7.1, the feature
space in which we create the fit consists of the above features. To be able to use scaled
Euclidean distances to measure the distance of two problems in the feature space, we
need to scale the feature values nonlinearly in the same way we did for the performance
scores in section 5.2. That is, if the intuitive difference of the feature values between
a pair of problems is the same as the intuitive difference of the feature values between
another pair, then the respective numerical difference of the transformed feature values
should also be approximately the same. For simplicity we scale all feature values into
[0,1]. The scaled feature values are denoted by the respective letter of the unscaled
feature without the “hat” accent.

Given a set of problems @ that belong to the same category according to sec-
tion 7.1, the numerical features of all p € @ are scaled as follows: for n,, dp,
Ep, ép, fp, and 7, first we apply a logarithmic scaling, and then we scale the re-
sults into [0, 1], dividing by the maximal feature value within the respective problem
category. That is, for the numerical feature f € {fz,cf, l;,é,%,ﬁ} we first evaluate
my := max{log;o(f; + s7)|¢ € Q}, where s; is a small shift constant introduced
to avoid domain errors for the logarithm (s; = 1 for f e {be,i, o} and sy = 0 for
f € {n,d}). Then for all p € Q we set f, := log,o(fp+5s)/my, if mp #0, and f, := 1
otherwise. (The latter case occurs only if fq is constant over ), and thus all scaled
feature values can be considered equal.)

For jp and ﬁp we apply a scaling by taking their square roots: for f € {j JH }
and V p € Q we set f, := 2/2.

8. Creating the fit. Up to this point, we have defined the three performance
scores for all solvers and problems, we have grouped the problems by their categorical
features, and we have evaluated an 8-dimensional (scaled) numerical feature vector
for all problems. Given a new optimization problem instance p (as a trial problem)
and a set Py of problems with known performance and feature values (as the training
set), we predict the performance scores of all available solvers on p by a k-nearest
neighbor method, as described next.

First, we analyze the problem structure with the COCONUT tools and determine
the categorical and numerical feature values described in sections 7.1 and 7.2. Then
we determine the respective problem category G(p) = g by section 7.1, together with
the problem group P, := {q € Py | G(¢q) = g}, and scale the numerical features to get
fp € [0,1]8. The logarithmic scaling needs a small adjustment as compared to those
given in section 7.2, because p is now not in Py: we keep my as above (i.e., do not
rescale the features of the training set), but evaluate f, := min{log,(f, + sf)/myg, 1}
if my #0, and f;, := 1 otherwise.
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Next we find the £ problems in P, that are closest to f, in the numerical feature
space. After some experimentation we found that & = 5 is a suitable value. The
distances in the feature space are defined as weighted Euclidean distances.

In this study we use an easy to obtain, uniform weighting of the numerical features.
The weights are set in the following way: we group the numerical features into smaller
sets—the set of features reflecting problem dimensionality (n,d), constraints (b, e, %),
sparsity (J, H), and infeasibility (v), respectively—and give the same weights to these
feature sets, dividing these weights equally among the relevant individual features of
that set. Formally, we have w = (1,1,2,0,0,0,2,0)%/6 for problem group 4 (since for
unconstrained/bound-constrained problems e, =i, =0, J, = 1, and v, = 0, so the
features actually vary in a 4-dimensional subspace) and w = (3,3,2,2,2,3,3,6)7/24
for all other problem groups.

Finally, to create the k-nearest neighbor fit for the fixed p, for all T € {S,T, F'},
and for all applicable solvers s, we look for the £ problems ¢;, i = 1,...,k, ¢; € P,
with the smallest d,, = (3)_, wO (£ — £80)2)1/2 weighted distance values. (The
upper index [ denotes the {th component of the respective vectors.) The predicted
performance score will be the weighted sum of the performance scores of ¢;, with
weights W, defined to be proportional to the inverse of the distances (with some

correction to avoid division by zero): we set d,, := 1/ max{d,,,1073} and W,, :=
dg;/ >_; dg;- Thus, the predicted performance scores are formally given as Iy =
Z’i WQi I‘qsI .

Remark 8.1. During our experiments we also tried seemingly more sophisticated
weighting of the numerical features, based on the idea that the weights reflect the
effect of the numerical features on the preknown performance scores on P,. This was
done by two different methods. In the first we computed the linear correlation between
the feature values and the scores on P, and set the weights on the basis of the absolute
values of the correlation coefficients. In the second method we scaled the scores into
[0,1] and computed the mean absolute differences between the features and scores (as
if only one feature value were at hand to create the prediction) and set the weights
of the features on the basis of these error estimates. Both of these methods produce
different weights for all training samples. However, somewhat surprisingly, we found
that in terms of the overall quality-of-fit measurements of section 9 these dynamic
weighting methods did not give any significant improvements when compared to the
fixed scaling. Our conclusion is that in the k-nearest neighbor prediction method,
most information on the effect of the numerical features on the performance scores
can be acquired by the fixed feature weighting; further (tuned) weighting methods
would lead only to minor (if any) improvements.

9. Comparative results. In this section we investigate the quality of the pro-
posed k-nearest neighbor fit—based prediction compared to other prediction methods
utilizing less problem information. Since the local solver predictions are needed only
for problems that indeed require global optimization (i.e., are not in the trivial cate-
gory 0), we make the comparisons only over the test problems from the categories 1
to 6 (a total of 1168 problems). In what follows, P denotes this problem set. With
the methodology of section 5, we first compute the performance indicator scores for
all problems p € P and available solvers. These will be called the preknown scores.
Then the predicted scores are computed for all problems p € P and solvers using the
preknown performance scores of all other available problems P\ {p}. (This models
the scenario of predicting solver performance on a new problem instance.) In other
words, we create the prediction for all p by using Py = P\ {p} as the training sample.
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TABLE 5
Quality of predictions for the three performance indicators. The four quality measurements
are by (probability of picking a best solver, with score tolerance t = 1), w1 (probability of avoiding
all useless solvers, with score tolerance t = 1), ES (mean absolute error between the preknown and
predicted scores), and ER (mean absolute error between the preknown and predicted ranks). Larger
values for by and w1, and smaller values for ES and ER, mean better prediction power. The proposed
k-nearest neighbor fit is compared with the trivial, the purely categorical-based, and the combined fit.

Measurememt | Performance indicator | Trivial Categorical Combined  k-nearest
S 0.82 0.82 0.83 0.84
b1 F 0.83 0.87 0.89 0.89
T 0.55 0.55 0.60 0.66
S 0.95 0.96 0.96 0.97
w1 F 0.94 0.96 0.96 0.95
T 0.99 0.99 1.00 0.99
S 34.33 29.99 24.28 15.94
ES F 34.02 32.62 24.55 15.79
T 13.32 12.92 6.63 4.76
S 1.87 1.72 1.67 1.32
ER F 2.05 1.92 1.85 1.05
T 2.08 1.86 1.44 1.23

Another way of testing the fit, namely cross-validation, is done in section 10, where
we gradually restrict the training sample to smaller and smaller sets.

The quality of the prediction can be measured either per optimization problem
(i.e., what are the predicted performance indicators of all available solvers for a given
problem) or per solver (i.e., how does the prediction of the solver performance change
from problem to problem). For our current purpose, the first type of measurement
is more relevant. The per solver predictions can be useful for studies related to the
“sensitivity” of a solver to the changes of the features. For the per optimization type
of analysis we introduce the following measurements.

Probability of picking one of the best solvers (b;). Let 0 <t < 100 be a tolerance
value. Given a performance indicator and problem, a solver s is considered best with
tolerance t if its indicator score differs by at most ¢ from that of the best performing
one (as in section 6). The set of such best solvers can thus be computed for both
the predicted and preknown scores. Given these two sets and assuming that we pick
a solver among the predicted best solvers with equal probability, we can, for each
indicator and problem, determine the probability of choosing a solver from the set of
preknown best ones. In Table 5 we display the average of these probabilities over all
problems; that is, we have an aggregate measurement for each performance indicator.

Probability of avoiding all “useless” solvers (wy). Similarly to the best pick dis-
cussed above, for each performance indicator and solver we can define the set of solvers
that are considered the poorest performing (“useless”) with tolerance value ¢ as those
with performance indicator scores at most ¢. Given the set of preknown “useless”
solvers and the set of predicted best solvers (both with tolerance t), we can evaluate
the probability of not selecting a useless solver. When all solvers are known to be
useless, we do not consider that problem in the analysis (there are 43 and 44 such
problems for the S and F indicators, respectively). In Table 5 we display the average
of the probabilities over all problems (with at least one nonuseless choice).

Mean absolute error between the preknown and predicted scores (ES). While the
above two measurements describe the predicting power related to the best pick, this
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measurement gives insight into the relations among all the solvers (which is somewhat
more informative in cases when the user does not have all local solvers of our test).
For each problem and performance indicator, we consider the vectors of preknown and
predicted scores (with lengths equal to the number of available solvers) and evaluate
the mean of the componentwise absolute difference between them. These values are
displayed as averages over all problems.

Mean absolute error between the preknown and predicted rank numbers (ER).
This measurement is similar to the previous one except that we rank the solvers by
their preknown and predicted scores, respectively, and we evaluate the mean absolute
difference between these two vectors. (In case there is a tie in positions p,...,p + i,
we award the average “rank” p + i/2 to all tied solvers.) The mean absolute rank
error values are also given as averages over all problems.

Remark 9.1. One might guess that the linear correlation and rank correlation
between the preknown and predicted scores/ranks could also be appropriate measures.
However, it often happens that either the preknown or the predicted scores/ranks
have uniform values (most often 100)—in around 20% and 40% of the problems for the
solcheck and function value indicators, respectively—so that the correlation coefficient
cannot be interpreted. This makes correlation-based quality indicators inappropriate
for presenting aggregated results.

To demonstrate the power of the fit created in section 8, we compare its re-
sults with three others involving more and more information on the features. First,
we consider the “trivial fit.” For each problem p, each (applicable) solver s, and
each performance indicator I € {S,T, F}, the prediction of the indicator value is
defined as the average of the respective indicator scores over all training problems:
I3 = (>gep, 13)/1Po]. That is, for given s and I, the prediction is constant over
all p. Second, we consider the “categorical fit.” For each p with G(p) = g, let
P, = {q € Py|G(q) = g}, the set of training problems in the same category
as p. Then for each p, s, I, the categorical-based prediction of the indicator value
is given as the average of the respective indicator scores over all elements of P,:
Is = (>_qep, 13)/1Pg|. Third, we introduce the “combined fit.” Here we involve the
most descriptive numerical feature as well: the problems within each category are
further refined by their dimensionality (just like in section 6), resulting in 4 - 6 = 24
problem groups. Defining P’ C Py as the set of test problems in the same re-
fined categorical group as p, for each p,s, I the combined prediction of the indica-
tor is given as the average of the respective indicator scores over all elements of P’
Iy = (Spep I)/IP.

Summarizing the above discussion, for the comparison analysis we determined
the predictions with the k-nearest neighbor fit and the above three reference methods
for all test problems p € P using the training set Py = P\ {p}.

Table 5 contains the comparative results for the four fitting methods and the four
quality measurements, with ¢ = 1 for b; and w;. According to the transformations
of section 4, the interpretation of the tolerance value of 1 in the context of the raw
indicators is the following: a solver just passed the solcheck test the same number
of times as the best one (since the solcheck scores are nonnegative multiples of 5),
the best known function value differs from the overall best one by at most 1073 (for
absolute difference) or around 1% (for relative difference), and the solver running time
is at most around 30% worse than the fastest.

We can observe that, as expected, the quality measurements become better when
the fitting involves more and more information about the problem. (The two excep-
tions are w; for F, T, where the measurement values are almost constant.) The useless
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TABLE 6
Quality of the k-nearest prediction for the three performance indicators, grouped by problem
categories. The problem categories are the ones denoted by 1 to 6 in section 7.1. The four quality
measurements by, w1, ES, and ER are the same as in Table 5.

Measurement | Performance indicator Problem categories
1 2 3 4 5 6
S 0.84 0.84 0.94 0.93 0.78 0.74
b1 F 0.90 0.87 0.94 0.83 0.91 0.93
T 0.63 0.60 0.66 0.72 0.66 0.67
S 0.96 0.98 0.98 0.99 0.94 0.94
w1 F 0.96 0.97 0.98 0.98 0.92 0.92
T 1.00 0.98 1.00 1.00 1.00 1.00
S 13.29 1841 10.68 11.31 17.72 19.59
ES F 12.46 19.71 10.54 18.89 15.12 13.98
T 3.74 5.53 3.92 3.98 6.29 5.15
S 1.47 1.37 0.98 1.28 1.64 1.35
ER F 1.01 1.12 0.86 1.35 0.88 0.91
T 1.11 1.29 0.99 1.16 1.50 1.34

solvers are always avoided with very high probability (whenever there is a nonuseless
alternative), even for the simplest fit. The k-nearest neighbor fit method picks a best
solver in 84%, 89%, and 66% of all cases, for S, F', and T, respectively, which is very
convincing. The increase in the quality of the fit is even more substantial for the
mean error measurements. In particular, the k-nearest neighbor fit is 54-64% better
for ES and 29-49% better for ER than the trivial fit, and it is 28-36% better for ES
and 15-43% better for ER than the combined fit. This shows that the investigated
categorical and numerical features indeed influence solver performance, and a good
part of their effect can be acquired by the proposed k-nearest neighbor fit. The k-
nearest neighbor fit approximates the scores on average by around 16 for S, F' and by
around 5 for 7', and it approximates the ranks on average by slightly more than 1 for
all three indicators.

Table 5 contains the prediction measurements aggregated over all problems. How-
ever, it is also interesting to investigate the k-nearest prediction separately for each
problem category, as given in Table 6. One can observe that in most cases there are
significant deviations around the aggregated values of Table 5, which shows that on
some problem categories the solver performance is more predictable than on others.
In particular, the solcheck indicators can be significantly better predicted (for all four
measurements) for categories 3 and 4 (convexly constrained general nonconvex and
unconstrained /bound-constrained problems) than for the other four categories. The
function value indicator can be in general the best predicted for categories 1 (gen-
eral nonconvex QCQPs), 3, and 6 (nonlinear CSPs). The running time is the most
predictable also for categories 3 and 4, and—except for the b; measurement—for cat-
egory 1. The solver performance on category 2 (nonconvex, nonquadratic problems)
is usually among the least predictable performance indicators for all measurements.

The per solver quality of the fit is measured by the (cumulative) frequencies of
the differences between the preknown and predicted scores, called prediction error,
aggregated for each solver separately over each problem. (Due to size limitations of the
current analysis, we do not present comparative results with the reference fits above—
but for this type of measurement one can observe the same kind of improvements on
the quality of the fits as we have given for the per problem measurements above.)
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TABLE 7

Cumulative relative frequencies of the differences between the preknown and predicted scores.

For each given t, the respective column contains the relative frequencies of the problems for which
the predicted and preknown scores differ by at most t.

t=1 t=5 t=10 t=20 t=250
DONLP3 36 49 59 72 90
IPOPT-H 35 45 55 69 88
IPOPT-gN 37 53 63 7 91
KNITRO-FD 27 43 54 73 93
KNITRO-H 33 47 57 74 93
KNITRO-Hv 30 45 57 73 94
LOQO 25 37 46 61 87
SNOPT 31 47 57 72 91
L-BFGS-B 60 79 87 88 98

F
DONLP3 62 64 68 78 90
IPOPT-H 56 60 63 75 87
IPOPT-gN 61 64 67 79 90
KNITRO-FD 53 57 61 74 85
KNITRO-H 55 59 62 72 87
KNITRO-Hv 55 59 62 74 86
LOQO 48 50 54 66 85
SNOPT 59 63 67 79 89
L-BFGS-B 44 50 53 75 87
T

DONLP3 24 67 86 96 99
IPOPT-H 25 70 90 99 100
IPOPT-gN 26 72 90 99 100
KNITRO-FD 18 59 82 97 99
KNITRO-H 18 60 83 97 100
KNITRO-Hv 19 62 83 97 100
LOQO 28 75 93 98 99
SNOPT 32 82 93 99 99
L-BFGS-B 25 78 93 100 100

For each solver s, performance indicator I € {S,T, F} and threshold ¢, 0 < ¢ <
100 we count the frequencies |I; — I;f| < t over all p € P. The relative frequencies
(given as percentages rounded to the nearest integer) are displayed in Table 7 for
t = 1,5,10,20, and 50. That is, for instance, for the solcheck indicator S and the
solver DONLP3, the preknown and predicted scores differ by at most 1 in about 36%
of the problems, and they differ by at most 5 in around 49% of the problems.

Concerning the solcheck indicator S, the prediction error is at most 1 in 25-37%
of the problems for the first 8 solver variants and in 60% for L-BFGS-B. It is at most
50 in 87-98% of the problems and is best again for L-BFGS-B. (Thus, one may say
that for the indicator S L-BFGS-B is the “most predictable” solver.) Note that L-
BFGS-B was run on bound constrained problems only; that is, in Table 7 it appears
with a different basis of aggregation. The frequencies show that, somewhat naturally,
on bound-constrained problems it is relatively easy to find useful solutions, i.e., reach
high solcheck scores.

For the function value indicator F', the prediction error is within 1 and 50 in
44-62% and 85-90% of the problems, respectively. Here DONLP3 is the “most pre-
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dictable” variant, closely followed by IPOPT-gN and SNOPT. Finally, for the time
indicator T, the prediction error is at most 1 (i.e., within &~ 30% w.r.t. the real running
time) in 18-32% of the problems, with SNOPT as the “most predictable solver” and
it is at most 50 for virtually all problems. A possible explanation of the predictability
of SNOPT is that it is in general the fastest on all problems (see Tables 2 and 3),
including problem classes that are less well suited for the solver.

Thus, with the k-nearest neighbor method we can predict all performance score
values for all problems and all applicable solvers. This enables us to define a new
“solver”: on each problem and solver we aggregate the three performance scores by
taking their weighted sum (we just now simply use the weights 1/3), and then to
each problem we assign a solver with the smallest respective aggregated score. Ag-
gregating the individual solver scores the same way enables us to compare the new
prediction-based “solver” with the others, as we did in Tables 2 and 3 (but now with
one aggregated score value for each problem group). We found that the new strategy
was ranked first in seven out of the eight groups, and it was ranked second once (by
a score difference of two behind IPOPT-gN for huge equality/inequality problems).
Thus it was performing well uniformly. Furthermore, the average placing was also by
far the best: it was 1.00 for the bound-constrained problems, followed by L-BFGS-B
(2.75) and DONLP3 (4.00), and 1.25 for the equality/inequality constrained prob-
lems, followed by IPOPT-gN (2.75) and SNOPT (3.5). When aggregated over all
bound-constrained problems, the prediction-based solver had the best average aggre-
gate score of 88.8, followed by L-BFGS-B (86.2) and KNITRO-H (82.6). The same
numbers for equality/inequality constrained problems were 85.7 for the prediction-
based solver, followed by IPOPT-qN (82.7) and SNOPT (79.0). These facts indicate
that the prediction-based solver selection method results in by far the most efficient
local optimization “solver” for our purposes.

10. Cross-validating the fit. Finally, we demonstrate the robustness of the
k-nearest neighbor fit with cross-validation. Here a given percentage p of the whole
problem set P is taken as the training set. Then the scores for the test set (i.e.,
for the remaining problems) are predicted. The preknown and predicted scores are
compared by the same four measurements as above. For p = 80, 60, 40, 20, we picked
20 different random training samples; the results displayed in Table 8 are the means of
the respective measurements (which are themselves averages as well) over the different
samples. The column p = 100 is included for reference and corresponds to the case
studies in section 9, i.e., when the whole problem set (except the problem to be
predicted) is taken as the training set.

As Table 8 shows, the prediction quality drops continuously for all performance
indicators and quality measurements, but the loss of prediction power is relatively
small; e.g., the quality decrease is only 2-9% for by, 0-2% for w1, 24-32% for ES, and
15-23% for ER, respectively, when the size of the training set is reduced from 100 to
20 percent. Thus, with the proposed k-nearest neighbor fit we avoid overfitting, and
the method is robust enough for predicting the solver behavior on future problems.

11. Summary. We designed a method for predicting the performance of local
solvers when used in interval global optimization algorithms. The method consists
of two stages: first, the problem to be solved is classified by its categorical features,
with respect to the polynomial order and convexity of its objective function and
constraints. Then the k-nearest neighbor predictions of the performance indicators
are calculated by using the indicators on the preknown problem instances from the
respective problem class. The predictions are made on an 8-dimensional feature space
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TABLE 8
Cross-validation for the k-nearest neighbor fit prediction for the three performance indicators.
The four quality measurements are the same as in Table 5. The size of the training samples is p
percent of the whole problem set.

Measurement | Performance indicator | p=100 p=80 p=60 p=40 p=20
S 0.84 0.84 0.82 0.82 0.79
b1 F 0.89 0.89 0.88 0.88 0.87
T 0.66 0.64 0.65 0.63 0.60
S 0.97 0.97 0.96 0.96 0.95
w1 F 0.95 0.95 0.95 0.95 0.94
T 0.99 0.99 0.99 0.99 0.99
S 15.94 17.09 17.22 17.87 19.76
ES F 15.79 17.00 17.26 17.97 19.59
T 4.76 5.25 5.27 5.54 6.26
S 1.32 1.37 1.41 1.44 1.55
ER F 1.05 1.13 1.14 1.19 1.29
T 1.23 1.29 1.29 1.32 1.41

consisting of the numerical features of the problems. We demonstrated the superiority
of the proposed prediction method to others that use less information on the problems,
and showed its robustness with cross-validation. The prediction can be made for each
available and applicable local solver; therefore its ultimate use is to help to select
the best possible local solver. We showed that this new solver selecting strategy
substantially improves the performance of the individual solvers; thus, it mixes their
advantages on a wide set of test problems. The solver selection strategy (including the
data tables of the preknown solver performances on the test problems) is implemented
in the locopt_chooser inference engine of the COCONUT Environment and has been
available there for public use since December 2009.

Acknowledgment. The authors thank Arnold Neumaier for his valuable sug-
gestions which improved the paper.

REFERENCES

[1] H. BRONNIMANN, G. MELQUIOND, AND S. PION, The design of the boost interval arithmetic
library, J. Theoret. Comput. Sci., 351 (2006), pp. 111-118.

[2] R.H. BYRD, J.-CH. GILBERT, AND J. NOCEDAL, A trust region method based on interior point
techniques for nonlinear programming, Math. Program., 89 (2000), pp. 149-185.

(3] R.H. BYrD, N.I.M. GouLD, J. NOCEDAL, AND R.A. WALTZ, An algorithm for nonlinear opti-
mization using linear programming and equality constrained subproblems, Math. Program.
Ser. B, 100 (2004), pp. 27-48.

[4] R.H. BYrD, N.ILM. GouLD, J. NOCEDAL, AND R.A. WALTZ, On the convergence of successive
linear-quadratic programmang algorithms, STAM J. Optim., 16 (2005), pp. 471-489.

(5] R.H. BYrRD, M.E. HRIBAR, AND J. NOCEDAL, An interior point algorithm for large-scale non-
linear programming, SIAM J. Optim., 9 (1999), pp. 877-900.

(6] R.H. Byrp, P. Lu, J. NOCEDAL, AND C. ZHU, A limited memory algorithm for bound con-
strained optimization, SIAM J. Sci. Comput., 16 (1995), pp. 1190-1208.

[7] R.H. BYRD, J. NOCEDAL, AND R.B. SCHNABEL, Representation of quasi-Newton matrices and
their use in limited memory methods, Math. Program., 63 (1994), pp. 129-156.

[8] R.H. BYRD, J. NOCEDAL, AND R.A. WALTZ, KNITRO: An integrated package for nonlinear op-
timization, in Large-Scale Nonlinear Optimization, G. di Pillo and M. Roma, eds., Springer,
Berlin, New York, 2006, pp. 35-59.

[9] The COCONUT Environment, http://www.mat.univie.ac.at/coconut-environment (2010).



[17]
18]
[19]

[20]

21]
22]

23]

24]
[25]
[26]
[27]

[28]

[29]
[30]

31]

32]

AUTOMATED SELECTION OF LOCAL OPTIMIZATION SOLVERS 1391

R. FLETCHER AND S. LEYFFER, Nonlinear programming without a penalty function, Math.
Program., 91 (2002), pp. 239-269.

A.H. GEBREMEDHIN, F. MANNE, AND A. POTHEN, What color is your Jacobian? Graph coloring
for computing derivatives, SIAM Rev., 47 (2005), pp. 629-705.

P.E. GiLL, W. MURRAY, AND M.A. SAUNDERS, SNOPT: An SQP algorithm for large-scale
constrained optimization, SIAM J. Optim., 12 (2002), pp. 979-1006.

P.E. GiLL, W. MURRAY, M.A. SAUNDERS, AND M.H. WRIGHT, Inertia-controlling methods for
general quadratic programmang, SIAM Rev., 33 (1991), pp. 1-36.

E. HANSEN, Global Optimization Using Interval Analysis, Marcel Dekker, New York, 1992.

R.B. KEARFOTT, On Verifying Feasibility in Equality Constrained Optimization Problems,
Technical report, University of Southwestern Louisiana, 1996.

M. LErRcH, G. TISCHLER, J. WOLFF VON GUDENBERG, W. HOFSCHUSTER, AND W. KRAMER,
FILIB++, a fast interval library supporting containment computations, ACM Trans. Math.
Software, 32 (2006), pp. 299-324.

J.J. MoRrE AND D.J. THUENTE, Line search algorithms with guaranteed sufficient decrease,
ACM Trans. Math. Software, 20 (1994), pp. 286-307.

A. NEUMAIER, Interval Methods for Systems of Equations, Encyclopedia Math. Appl. 37, Cam-
bridge University Press, Cambridge, UK, 1990.

J. NOCEDAL, A. WACHTER, AND R. A. WALTZ, Adaptive barrier update strategies for nonlinear
interior methods, SIAM J. Optim., 19 (2008), pp. 1674-1693.

D. OrRBAN, R. FOURER, A. NEUMAIER, H. SCHICHL, AND C. MAHESHWARI, Convezity and con-
cavity detection in computational graphs: Tree walks for convezity assessment, INFORMS
J. Comput., 22 (2010), pp. 26—43.

H. ScHICHL AND A. NEUMAIER, Ezclusion regions for systems of equations, SIAM J. Numer.
Anal., 42 (2004), pp. 383-408.

D.F. SHANNO AND R.J. VANDERBEI, Interior-point methods for nonconvex nonlinear program-
ming: Orderings and higher-order methods, Math. Program., 87 (2000), pp. 303-316.

O. SHCHERBINA, A. NEUMAIER, D. SAM-HAROUD, X.-H. VU, AND T.-V. NGUYEN, Benchmark-
ing global optimization and constraint satisfaction codes, in Global Optimization and Con-
straint Satisfaction, Ch. Bliek et al., eds., Springer, Berlin, 2003, pp. 211-222.

P. SpeELLUCCI, A new technique for inconsistent problems in the SQP method, Math. Methods
Oper. Res., 47 (1998), pp. 355—400.

P. SpeLLuccr, An SQP method for general nonlinear programs using only equality constrained
subproblems, Math. Program., 82 (1998), pp. 413-448.

R.J. VANDERBEL, LOQO: An interior point code for quadratic programming, Optim. Methods
Softw., 12 (1999), pp. 451-484.

R.J. VANDERBEI AND D.F. SHANNO, An interior-point algorithm for nonconvex nonlinear pro-
gramming, Comput. Optim. Appl., 13 (1999), pp. 231-252.

A. WACHTER, An Interior Point Algorithm for Large-Scale Nonlinear Optimization with Ap-
plications in Process Engineering, Ph.D. thesis, Carnegie Mellon University, Pittsburgh,
PA, 2002.

A. WACHTER AND L. T. BIEGLER, Line search filter methods for nonlinear programming: Local
convergence, SIAM J. Optim., 16 (2005), pp. 32-48.

A. WACHTER AND L. T. BIEGLER, Line search filter methods for nonlinear programming: Mo-
tivation and global convergence, STAM J. Optim., 16 (2005), pp. 1-31.

A. WACHTER AND L. T. BIEGLER, On the implementation of a primal-dual interior point filter
line search algorithm for large-scale nonlinear programming, Math. Program., 106 (2006),
pp. 25-57.

R.A. WaLTZ, J.L. MORALES, J. NOCEDAL, AND D. ORBAN, An interior algorithm for nonlinear
optimization that combines line search and trust region steps, Math. Program., 107 (2006),
pp. 391-408.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


