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Preface

Introduction

The unifying theme of the work presented here are algebro-geometric solutions of
hierarchies of nonlinear integrable differential-difference equations continuous in time
and discrete in space. Algebro-geometric solutions are a natural extension of the class of
soliton solutions and can be explicitly constructed using elements of algebraic geometry.
The construction of such solutions in terms of specific algebro-geometric data on a
compact hyperelliptic Riemann surface is exemplified for one model, the Ablowitz–
Ladik hierarchy. Scattering theory with respect to (two different) algebro-geometric
background operators and its application to the inverse scattering transform are studied
for a second discrete model, the celebrated Toda hierarchy. The key equations defining
the corresponding hierarchies are given by1

Toda:

(
at − a(b+ − b)

bt − 2(a2 − (a−)2)

)
= 0,

Ablowitz–Ladik:

(
−iαt − (1− αβ)(α− + α+) + 2α
−iβt + (1− αβ)(β− + β+)− 2β

)
= 0.

This Habilitationsschrift consists of my research papers [GHMT07],
[GHMT08b], [GHMT10], [M10], [EMT08], [EMT09a], and [EMT09b].
Most of them are joint work either with Fritz Gesztesy, Helge Holden, and Gerald
Teschl or with Iryna Egorova and Gerald Teschl. All articles are published in refereed
journals. My research papers [EMT06], [EMT07a], [EMT07b], [GHMT08a],
[MT04], [MT07], [MT09], and [EMT12] are not included in the Habilitations-
schrift, but they are related and at least some are implicitly incorporated, especially
in [EMT08]. Our research monograph [GHMT08] comprises the four papers
[GHMT07], [GHMT08a], [GHMT08b], and [GHMT10].

The treatise is structured into two parts. Part 1 consists of the papers [GHMT07],
[GHMT08b], [GHMT10], and [M10] in which we study the Ablowitz–Ladik hier-
archy and its algebro-geometric solutions. Part 2 entails [EMT08], [EMT09a],
and [EMT09b] which contribute to the study of the inverse scattering transform
for the Toda hierarchy with steplike background.

The following sections in this preface are related to the two parts and provide an
overview of the contained articles. The bibliographies are independently attached for
each paper and also for the preface. If the cited paper can be found in this collection,
the citation is supplemented with a page reference. All other references are confined
to the preface.

1Here, and in the following, a, b, α, β, in general called f , are complex-valued functions on Z×R,
ft(n, t) = d

dt
f(n, t) is the time derivative of the lattice function f , and f± denotes the shift on the

lattice, that is, f±(n, t) = f(n± 1, t) for (n, t) ∈ Z× R.

iii
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1. The Ablowitz–Ladik hierarchy and its algebro-geometric solutions

The introductions of the first three papers in Part 1 as well as the notes on the
Ablowitz–Ladik system in our monograph [GHMT08, Sec. 3.9] give detailed and in-
depth information on the history and scope of the problems in question. So rather
than repeating this information here, I will sketch our approach to the construction of
algebro-geometric solutions for the Ablowitz–Ladik hierarchy. This will complement
the introductions in Gesztesy and Holden [GH03] and [GHMT08], where similar
sketches were given for the Korteweg–de Vries (KdV) and Toda hierarchies.

Zero-curvature and Lax equations for the Ablowitz–Ladik system. The
Ablowitz–Ladik (AL) system,

−iαt − (1− αβ)(α− + α+) = 0,

−iβt + (1− αβ)(β− + β+) = 0,
(1.1)

where α = α(n, t), β = β(n, t), (n, t) ∈ Z × R, are complex-valued sequences and
f±(n, t) = f(n±1, t), n ∈ Z, can be viewed as an integrable discretisation of the AKNS-
ZS system2 or a complexified version of the discrete nonlinear Schrödinger equation3. It
was derived by Ablowitz and Ladik [AL75]–[AL76c] who used inverse scattering tech-
niques to obtain and solve certain classes of nonlinear differential-difference systems.
The AL system (1.1) was then found to be equivalent to a zero-curvature equation,

(1.2) Ut + UV − V +U = 0,

where U(z) and V (z) are 2 × 2 matrices with coefficients depending on a spectral
parameter z ∈ C \ {0},

(1.3) U(z) =

(
z α
zβ 1

)
, V (z) = i

(
z − 1− αβ− α− α−z−1
zβ− − β 1− z−1 + α−β

)
.

The zero-curvature equation arises as the compatibility requirement of the spatial and
temporal linear problems4

Φ = UΦ−, Φt = V +Φ.

On the other hand, the AL system (1.1) is equivalent to the Lax equation5

(1.4) Lt(t)− [P (t), L(t)] = 0, t ∈ R,

where [·, ·] denotes the commutator, [P,L] = PL − LP . The Lax operator L reads in
the standard basis of `2(Z) (abbreviate ρ = (1− αβ)1/2)

L =




. . .
. . .

. . .
. . .

. . . 00 −α(0)ρ(−1) −β(−1)α(0) −α(1)ρ(0) ρ(0)ρ(1)
ρ(−1)ρ(0) β(−1)ρ(0) −β(0)α(1) β(0)ρ(1) 0

0 −α(2)ρ(1) −β(1)α(2) −α(3)ρ(2) ρ(2)ρ(3)

0
ρ(1)ρ(2) β(1)ρ(2) −β(2)α(3) β(2)ρ(3) 0

. . .
. . .

. . .
. . .

. . .




(1.5)

and P is given by

P = i
2

(
L+ − L− + (L−1)− − (L−1)+ + 2Qd

)
.

2Ablowitz, Kaup, Newell, and Segur [AKNS74], Zakharov and Shabat [ZS72]
3Ablowitz and Ladik showed in [AL76a] that the defocusing (β = α) and focusing (β = −α) case

of (1.1) correspond to the discrete analogue of the nonlinear Schrödinger equation iqt+qxx±2q|q|2 = 0.
4Here the notation f±(n) = f(n± 1), n ∈ Z, is extended to C2-valued and (2× 2)-matrix-valued

sequences with complex-valued entries.
5The AL Lax pair in the finite-dimensional defocusing case is due to Nenciu [N05], [N06].
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Here Qd is the doubly infinite diagonal matrix Qd =
(
(−1)kδk,`

)
k,`∈Z and L± denote

the upper and lower triangular parts of L,

L± =
(
L±(m,n)

)
(m,n)∈Z2 , L±(m,n) =

{
L(m,n), ±(n−m) > 0,

0, otherwise.

The semi-infinite `2(N)-operator realisation of the difference expression L as a
five-diagonal matrix was recently rediscovered6 by Cantero, Moral, and Velazquez
[CMV03] in the context of orthogonal polynomials on the unit circle in the special
defocusing case, where β = α.

The Ablowitz–Ladik hierarchy. To set up the recursive formalism for the
AL hierarchy we assume α, β to be C1-functions in the time variable satisfying
α(n, t)β(n, t) 6= {0, 1} for all (n, t) ∈ Z× R.

Both the Lax and zero-curvature approach can be employed to construct a hierar-
chy of nonlinear evolution equations whose first nonlinear member is (1.1). This means
that we construct a hierarchy of matrices Vp, p = (p−, p+) ∈ N2

0 with N0 = N ∪ {0},
such that the zero-curvature equation

(1.6) Ut + UVp − V +
p U = 0

defines a hierarchy of differential-difference equations where time evolves continuously
and space is considered discrete. The coefficients of the matrices Vp are defined recur-

sively using Laurent polynomials with respect to the spectral parameter z ∈ C \ {0}
as suggested by the appearance of powers of z, z−1 in the entries of V (z) in (1.3).
This extends a recursive polynomial approach already successfully considered in the
continuous and in the discrete context7.

We take the shortest route8 to the construction of Vp by starting from the recursion

relations (1.7) and (1.8) below. Define sequences {f`,±}`∈N0
, {g`,±}`∈N0

, and {h`,±}`∈N0

recursively by

g0,+ = 1
2c0,+, f0,+ = −c0,+α+, h0,+ = c0,+β,

g`+1,+ − g−`+1,+ = αh−`,+ + βf`,+, ` ∈ N0,

f−`+1,+ = f`,+ − α(g`+1,+ + g−`+1,+), ` ∈ N0,

h`+1,+ = h−`,+ + β(g`+1,+ + g−`+1,+), ` ∈ N0,

(1.7)

and

g0,− = 1
2c0,−, f0,− = c0,−α, h0,− = −c0,−β+,

g`+1,− − g−`+1,− = αh`,− + βf−`,−, ` ∈ N0,

f`+1,− = f−`,− + α(g`+1,− + g−`+1,−), ` ∈ N0,

h−`+1,− = h`,− − β(g`+1,− + g−`+1,−), ` ∈ N0.

(1.8)

6Compare the discussion in Simon [S07]: the corresponding unitary half-lattice five-diagonal

matrices were first introduced in [BE91] and subsequently studied in [W93].
7 For the Korteweg–de Vries and AKNS hierarchies see [GH03], the Toda hierarchy is treated by

Bulla, Gesztesy, Holden, and Teschl [BGHT98] and Teschl [T00, Chs. 6, 12]. The Laurent polynomial

ansatz was originally developed by Al’ber [A79], [A81] in the context of the KdV hierarchy.
8For the constructive route see [GHMT08a], [GHMT08, Sec. 3.2]: The zero-curvature equation

(1.6) is postulated for U(z), Vp(z), where a general ansatz is made for the Laurent polynomial entries of

Vp(z). The zero-curvature equation imposes the relationship (1.11) between the Laurent polynomials.

A careful comparison of coefficients leads to the refined ansatz (1.9) for the Laurent polynomials.

Plugging the refined ansatz into the zero-curvature equation and comparing coefficients yield the
recursion relations (1.7) and (1.8) up to ` ≤ p± − 2 respectively ` ≤ p± − 1 and the pth AL equation

(1.12), [GHMT08a, Lemma 2.3].
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Here c0,± ∈ C are given constants. Since g`,± are only determined up to differences,
an arbitrary constant c`,± ∈ C is introduced on each level in the recursion. Using
the recursively defined sequences {f`,±, g`,±, h`,±}`∈N0 (whose elements are difference
polynomials with respect to α, β) one introduces Laurent polynomials Fp(z), Gp(z),

Hp(z), and Kp(z) for z ∈ C \ {0} by setting9

Fp(z) =

p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
`,

Gp(z) =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`,

Hp(z) =

p−−1∑

`=0

hp−−1−`,−z
−` +

p+∑

`=1

hp+−`,+z
`,

Kp(z) = Gp(z) + gp−,− − gp+,+.

(1.9)

Now we define the 2× 2 zero-curvature matrices by

(1.10) U(z) =

(
z α
zβ 1

)
, Vp(z) = i

(
G−p (z) −F−p (z)

H−p (z) −K−p (z)

)
,

and postulate the discrete zero-curvature equation (1.6), which results in the equations

αt = i
(
zF−p + α(Gp +K−p )− Fp

)
,

βt = −i
(
β(G−p +Kp)−Hp + z−1H−p

)
,

0 = z(G−p −Gp) + zβFp + αH−p ,

0 = zβF−p + αHp +K−p −Kp.

(1.11)

One verifies that the zero-curvature equation reduces to the basic equations

iαt = −α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−,
iβt = β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+.

(1.12)

Varying p ∈ N2
0, the collection of evolution equations

(1.13) ALp(α, β) =

(−iαt − α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
−iβt + β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0, t ∈ R,

then defines the time-dependent Ablowitz–Ladik hierarchy. The first few equations are
explicitly given by (taking p− = p+ for simplicity),

AL(0,0)(α, β) =

(
−iαt − c(0,0)α
−iβt + c(0,0)β

)
= 0,

AL(1,1)(α, β) =

(
−iαt − γ(c0,−α− + c0,+α

+)− c(1,1)α
−iβt + γ(c0,+β

− + c0,−β+) + c(1,1)β

)
= 0,

AL(2,2)(α, β) =




−iαt − γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

−iβt + γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc.,

9A sum is interpreted as zero whenever the upper limit in the sum is strictly less than its lower
limit.
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where cp = (cp,+ + cp,−)/2. Different ratios c0,+/c0,− of the summation constants lead

to different hierarchies. For example, the AL system (1.1) corresponds to the case
p = (1, 1) with c0,± = 1 and c(1,1) = −2. The special choices β = ±α, c0,± = 1 lead to
the discrete NLS hierarchy, the choices β = α, c0,± = ∓i yield the hierarchy of Schur
flows.

Alternatively, we can derive the AL hierarchy via Lax pairs (L,Pp). Define

Pp =
i

2

p+∑

`=1

cp+−`,+
(
(L`)+ − (L`)−

)
− i

2

p−∑

`=1

cp−−`,−
(
(L−`)+ − (L−`)−

)
− i

2
cpQd,

where L is the doubly infinite five-diagonal matrix (1.5). The AL hierarchy is defined
by imposing the Lax commutator relation

(1.14)
d

dt
L(t)− [Pp(t), L(t)] = 0

for each p ∈ N2
0. A fairly tedious computation then shows that the Lax equation

(1.14) is equivalent to the pth time-dependent AL equation ALp(α, β) = 0 in (1.13).

Moreover, the Lax equation implies existence of a propagator Wp(s, t) such that the

family of operators L(t), t ∈ R, is similar, L(s) = Wp(s, t)L(t)Wp(s, t)
−1.

Moreover, we introduce the special stationary Ablowitz–Ladik hierarchy defined by
the stationary zero-curvature equation

(1.15) UVp − V +
p U = 0,

respectively, by vanishing of the commutator of Pp and L, for p ranging in N2
0. To set

the stationary AL hierarchy apart from the general time-dependent one, we will denote
it by

(1.16) s-ALp(α, β) =

(−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0, p ∈ N2

0.

Algebro-geometric solutions. By definition, the class of algebro-geometric
Ablowitz–Ladik potentials equals the set of solutions α, β of the stationary AL hierarchy
(1.16). Algebro-geometric solutions represent a natural extension of soliton solutions.
Namely, associated with each equation in the stationary AL hierarchy is a hyperelliptic
curve, which we will describe in a moment. Solitons arise as the special case of solu-
tions corresponding to a singular hyperelliptic curve obtained by confluence of pairs of
branch points. The theta function associated with this singular curve then degenerates
into appropriate determinants with exponential entries. On the other hand, algebro-
geometric solutions can be used to approximate more general solutions such as, for
instance, almost periodic ones.

Our strategy to describe the solutions will be the following: First we assume the
existence of a solution α, β of the pth stationary AL equation and derive several of
its properties, in particular, the representations of α, β in terms of the Riemann theta
function. As a second step we will provide an explicit algorithm to construct the
solution given appropriate initial data.

We begin by introducing the hyperelliptic Riemann surface alluded to which is
associated with the pth equation in the stationary AL hierarchy. Let us assume that

c0,± ∈ C \ {0} and p = (p−, p+) ∈ N2
0 \ {(0, 0)}. In the stationary case, the coefficients

gp+,+ and gp−,− are equal10 up to a lattice constant which can be set equal to zero
without loss of generality. It implies that Kp = Gp in (1.9) and hence renders Vp in

10[GHMT08a, Lemma 2.2].
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(1.10) traceless. Taking determinants in (1.15) yields that the expression Rp defined

by

(1.17) Rp = G2
p − FpHp

is a lattice constant and depends only on z. Therefore we may write Rp as

Rp(z) = (c20,+/4)z−2p−
2p+1∏

m=0

(z − Em) for some {Em}m=0,...,2p+1 ⊂ C \ {0},

where p = p− + p+ − 1. If we endow the hyperelliptic curve Kp of (arithmetic) genus
p defined by

(1.18) Kp : Fp(z, y) = y2 −
2p+1∏

m=0

(z − Em) = 0

with the usual complex structure11 and compactify it by joining two points P∞± ,
P∞+

6= P∞− , Kp becomes a two-sheeted hyperelliptic Riemann surface in a standard
manner. Points P on Kp \ {P∞+ , P∞−} are represented as pairs P = (z, y), where y(·)
is the meromorphic function on Kp satisfying Fp(z, y) = 0. By fixing the curve, i.e.,
by fixing E0, . . . , E2p+1, the summation constants {c`,±}`∈N are uniquely determined.

A canonical meromorphic function φ on Kp (an analog of the Weyl–Titchmarsh
function for the system (1.1)) then serves as the starting point of simultaneously con-
structing all algebro-geometric solutions for the entire hierarchy. This fundamental
function φ defined by

φ(P, n) =
(c0,+/2)z−p−y +Gp(z, n)

Fp(z, n)

=
−Hp(z, n)

(c0,+/2)z−p−y −Gp(z, n)
, P = (z, y) ∈ Kp, n ∈ Z,

is linked with the solutions α, β via trace formulas and Dubrovin-type equations for
(projections of) the pole divisor of φ. It satisfies the Riccati-type equation

(1.19) αφ(P )φ−(P )− φ−(P ) + zφ(P ) = zβ.

We isolate the zeros of (·)p−Fp and (·)p−−1Hp by introducing the factorisations

(1.20) Fp(z) = −c0,+α+z−p−
p∏

j=1

(z − µj), Hp(z) = c0,+βz
−p−+1

p∏

j=1

(z − νj),

and ”lift” the zeros µj and νj from the complex plane to Kp using (1.17),

µ̂j(n) = (µj(n), (2/c0,+)µj(n)p−Gp(µj(n), n)),

ν̂j(n) = (νj(n),−(2/c0,+)νj(n)p−Gp(νj(n), n)),
j = 1, . . . , p, n ∈ Z.(1.21)

We also introduce the points P0,± by setting

(1.22) P0,± = (0,±(c0,−/c0,+)) ∈ Kp,
c20,−
c20,+

=

2p+1∏

m=0

Em.

The divisor (φ( · , n)) of φ( · , n) is given by12

(1.23) (φ( · , n)) = DP0,−ν̂(n) −DP∞− µ̂(n).

11See for example Appendix B in [GHMT08].
12We used the following additive notation for divisors: DQ0Q = DQ0

+DQ, where DQ = DQ1
+

· · ·+DQm for Q = {Q1, . . . , Qm} ∈ Symm(Kp) and Q0 ∈ Kp, m ∈ N.
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Here we abbreviated µ̂ = {µ̂1, . . . , µ̂p}, ν̂ = {ν̂1, . . . , ν̂p} ∈ Symp(Kp), where Symp(Kp)
denotes the pth symmetric product of Kp. Comparing coefficients of Fp, Hp in (1.9)

and in the factorisation (1.20) yields trace formulas for the solutions α, β of the pth
stationary AL equation in terms of the zeros µj and νj ,

(1.24)
α

α+
= (−1)p+1 c0,+

c0,−

p∏

j=1

µj ,
β+

β
= (−1)p+1 c0,+

c0,−

p∏

j=1

νj .

The basic function φ is then used to built the stationary Baker–Akhiezer vector Ψ =
(ψ1, ψ2)T on Kp. Its components are defined by13

ψ1(P, n, n0) =
n∏ ∗

j=n0+1

(
z + α(j)φ−(P, j)

)
,

ψ2(P, n, n0) = φ(P, n0)
n∏ ∗

j=n0+1

(
zβ(j)φ−(P, j)−1 + 1

)
.

For P = (z, y) ∈ Kp \ {P∞+ , P∞− , P0,+, P0,−}, the vector Ψ satisfies ψ2(P, n, n0) =
φ(P, n)ψ1(P, n, n0) and the zero-curvature equations

U(z)Ψ−(P ) = Ψ(P ),

Vp(z)Ψ
−(P ) = −(i/2)c0,+z

−p−yΨ−(P ).
(1.25)

The ultimate goal of the algebro-geometric approach is a representation of the solutions
α, β in terms of the Riemann theta function14 associated with Kp and an appropriate
homology basis of cycles on it. The explicit expressions for φ and the Baker-Akhiezer
vector Ψ in terms of the theta function are obtained more or less simultaneously with
those for the algebro-geometric solutions α, β. First one computes the asymptotic
expansions of φ and ψ1 with respect to the spectral parameter near the points P∞±
and P0,±. The known zeros and poles of φ in (1.23) and similarly, the set of zeros
{P0,−}∪{µ̂j(n)}pj=1 and poles {P∞+

}∪{µ̂j(n0)}pj=1 of ψ1(·, n, n0), then permit one to
find theta function representations for φ and ψ1 by referring to Riemann’s vanishing
theorem and the Riemann-Roch theorem (the results for ψ2(·, n, n0) immediately follow
from ψ2 = φψ1). The corresponding theta function representation of the algebro-
geometric solution α, β of the pth stationary AL equation is obtained from that of
φ by using the asymptotic expansions near P∞± and P0,±. This is the content of
[GHMT07, Thm. 3.7] on page 21.

The time-dependent Ablowitz–Ladik hierarchy. We now proceed with our
discussion to the time-dependent AL hierarchy and describe the steps involved to con-
struct solutions α = α(n, t), β = β(n, t) of the rth AL equation with initial values
being algebro-geometric solutions of the pth stationary AL equation. More precisely,
we are looking for solutions α, β of the time-dependent algebro-geometric initial value
problem

ÃLr(α, β) =

(
−iαt − α(g̃r+,+ + g̃−r−,−) + f̃r+−1,+ − f̃−r−−1,−
−iβt + β(g̃−r+,+ + g̃r−,−)− h̃r−−1,− + h̃−r+−1,+

)
= 0,

(α, β)
∣∣
t=t0

=
(
α(0), β(0)

)
,

s-ALp
(
α(0), β(0)

)
=

(
−α(0)(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(0)(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0,

(1.26)

13If n = n0, the star product is equal to 1; if n < n0, it takes the reciprocal value.
14For details on the p-dimensional theta function θ(z), z ∈ Cp, we refer to Appendix A in

[GHMT07] on page 37.
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for some t0 ∈ R, where a fixed curve Kp is associated with the stationary solutions

α(0), β(0). Since the summation constants in the functionals f`,±, g`,±, h`,± of α, β in
the stationary and time-dependent contexts are independent of each other, we indicate
this by adding a tilde to all time-dependent quantities. In terms of the zero-curvature
formulation, we intend to solve

Ut(z, t) + U(z, t)Ṽr(z, t)− Ṽ +
r (z, t)U(z, t) = 0,(1.27)

U(z, t0)Vp(z, t0)− V +
p (z, t0)U(z, t0) = 0.(1.28)

One can show15 that the stationary Ablowitz–Ladik system (1.28) is actually satisfied
for all times t ∈ R. Thus, we impose

Ut + UṼr − Ṽ +
r U = 0,

UVp − V +
p U = 0,

(1.29)

instead of (1.27) and (1.28). In particular, Rp = G2
p − FpHp holds in the present

t-dependent setting and we can define the fundamental meromorphic function φ(·, n, t)
on Kp as before, with the only difference that the Laurent polynomials Fp, Gp, and

Hp now depend on time. In addition to equation (1.19), φ satisfies the Riccati-type
equation

(1.30) φt(P ) = iF̃rφ
2(P )− i

(
G̃r(z) + K̃r(z)

)
φ(P ) + iH̃r(z),

which subsequently governs the time evolution of all quantities of interest. The time-
dependent Baker–Akhiezer vector Ψ is defined for (n, t) ∈ Z × R and P = (z, y) ∈
Kp \ {P∞+

, P∞− , P0,+, P0,−} by

Ψ(P, n, n0, t, t0) = exp

(
i

∫ t

t0

ds
(
G̃r(z, n0, s)− F̃r(z, n0, s)φ(P, n0, s)

))

×




n∏ ∗

j=n0+1

(
z + α(j, t)φ−(P, j, t)

)

φ(P, n0, t)
n∏ ∗

j=n0+1

(
zβ(j, t)φ−(P, j, t)−1 + 1

)



.

The Riccati-type equations for φ yield that Vp,t =
[
Ṽr, Vp

]
and

U(z)Ψ−(P ) = Ψ(P ),

Vp(z)Ψ
−(P ) = −(i/2)c0,+z

−p−yΨ−(P ),

Ψt(P ) = Ṽ +
r (z)Ψ(P ).

The corresponding representations of α, β, φ, and Ψ in terms of the Riemann theta
function associated with Kp are obtained in close analogy to the stationary case. Since
by definition of φ, the time parameter t can be viewed as an additional but fixed
parameter, it basically remains to analyse the integrand in the exponential term of Ψ.
This is done in [GHMT07, Thm. 4.6] on page 31.

The algebro-geometric initial value problem. We now turn to the second
part of our investigation of solutions and indicate how to construct unique global solu-
tions of the algebro-geometric initial value problem (1.26) for a general class of initial
data. This initial data will consist of the coefficient α(n0) ∈ C \ {0}, the constant

c0,+ ∈ C \ {0}, the set {Ej}2p+1
j=0 ⊂ C \ {0} satisfying Ej 6= Ej′ for j 6= j′, and suitably

chosen initial Dirichlet data {µ̂j}j=1,...,p at one fixed point n0. A first approach to the

15[GHMT10, Lemma 6.2], page 80.
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actual solution of this initial value problem based for example on the familiar case of
real-valued algebro-geometric solutions of the Toda hierarchy16 might, naively, consist
of the following two-step procedure:

(i) An algorithm that constructs admissible (i.e., finite and nonzero) nonspecial17

divisors Dµ̂(n) ∈ Symp(Kp) for all n ∈ Z, starting from a nonspecial initial Dirichlet

divisor Dµ̂(n0) ∈ Symp(Kp). Trace formulas of the type (1.24)18 should then construct

the stationary solutions α(0), β(0) of s-ALp(α, β) = 0.

(ii) Inserting the factorisation (1.20) of Fp into Fp,t(µj) = −2iGp(µj)F̃r(µj) (which

follows from Vp,t =
[
Ṽr, Vp

]
at z = µj) yields the first-order Dubrovin-type system of

differential equations

(1.31) µj,t = −iF̃r(µj)y(µ̂j)(α
+)−1

p∏

k=1
k 6=j

(µj − µk)−1, j = 1, . . . , p,

for the Dirichlet data {µ̂j}j=1,...,p. Augmenting this equations by the initial divisor
Dµ̂(n0,t0) = Dµ̂(n0) of step (i) together with the analogous trace formulas of (1.24) in

the time-dependent context should then yield unique global solutions α = α(t), β = β(t)
of the rth AL flow ALr(α, β) = 0 satisfying α(t0) = α(0), β(t0) = β(0).

However, this approach can be expected to work only if the Dirichlet divisors
Dµ̂(n,t) ∈ Symp(Kp) yield pairwise distinct Dirichlet eigenvalues µj(n, t), j = 1, . . . , p,

for fixed (n, t) ∈ Z × R, such that formula (1.31) for the time-derivatives µj,t is well-
defined. Analogous considerations apply to the Neumann divisors Dν̂ ∈ Symp(Kp).

Unfortunately, this scenario of pairwise distinct Dirichlet eigenvalues is not realistic
and “collisions” between them can occur at certain values of (n, t) ∈ Z × R. Thus,
the stationary algorithm in step (i) as well as the Dubrovin-type system of differential
equations (1.31) in step (ii) above breaks down at such values of (n, t). A priori, one has
no control over such collisions, especially, it is not possible to identify initial conditions
Dµ̂(n0,t0) at some (n0, t0) ∈ Z × R, which avoid collisions for all (n, t) ∈ Z × R. We

solve this problem head on by explicitly permitting collisions in the stationary as well
as the time-dependent context from the outset. In the stationary context, we introduce
an appropriate algorithm alluded to in step (i) by employing a general interpolation
formalism for polynomials, going beyond the usual Lagrange interpolation formulas. In
the time-dependent context, we replace the Dubrovin-type equations (1.31), augmented
with the initial divisor Dµ̂(n0,t0), by an autonomous first-order system of ordinary

differential equations for f`,±, g`,±, h`,± derived from Vp,t =
[
Ṽr, Vp

]
which focuses on

symmetric functions of µ1(n, t), . . . , µp(n, t) rather than individual Dirichlet eigenvalues
µj(n, t), j = 1, . . . , p. In this manner collisions of Dirichlet eigenvalues no longer pose
a problem.

There arises an additional complication with admissibility: In general, it cannot
be guaranteed that µj(n, t) and νj(n, t), j = 1, . . . , p, stay away from P∞± and P0,±
for all (n, t) ∈ Z×R. We show that the set of initial divisors Dµ̂(n0,t0) for which Dµ̂(n,t)
and Dν̂(n,t) are admissible and hence nonspecial for all (n, t) ∈ Z×R forms a dense set
of full measure in Symp(Kp), therefore most initial divisors are well-behaved. However,
in general (unless one is, e.g., in the special periodic case), Dµ̂(n,tr) will get arbitrarily

16See, e.g., [BGHT98], [GHMT08, Sec. 1.3], [T00, Sect. 8.3] and the extensive literature cited

therein.
17If D = n1DQ1

+ · · ·+nkDQk
∈ Symp(Kp) for some n` ∈ N, ` = 1, . . . , k, with n1 + · · ·+nk = p,

thenD is called nonspecial if there is no nonconstant meromorphic function on Kp which is holomorphic

on Kp \ {Q1, . . . , Qk} with poles at most of order n` at Q`, ` = 1, . . . , k.
18 The second formula in (1.24) requires prior construction of the Neumann divisor Dν̂ from the

Dirichlet divisor Dµ̂ using [GHMT10, (4.3)] on page 59.
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close to P∞± , P0,± since straight motions on the torus are generically dense19 and
hence no uniform bound (and no uniform bound away from zero) on the sequences
α(n, t), β(n, t) exists as (n, t) varies in Z × R. In particular, these complex-valued
algebro-geometric solutions of the Ablowitz–Ladik hierarchy initial value problem, in
general, will not be quasi-periodic20 with respect to n or t.

In summary, we develop a new algorithm to solve the inverse algebro-geometric
spectral problem for general Ablowitz–Ladik Lax operators, starting from a properly
chosen dense set of initial divisors of full measure. We combine it with an appropri-
ate first-order system of differential equations with respect to time which allows the
construction of global algebro-geometric solutions of the time-dependent AL hierarchy.
The approach described here is not limited to the AL hierarchy but applies universally
to constructing algebro-geometric solutions of (1 + 1)-dimensional integrable soliton
equations. The principal idea of replacing Dubrovin-type equations by a first-order
system of the type [GHMT10, (6.15), (6.23), (6.24)], page 77, 78, is also relevant in
the context of general (non-self-adjoint) Lax operators for the continuous models in
(1 + 1)-dimensions.

This concludes our tour into the realm of algebro-geometric solutions.

Conservation laws and the Hamiltonian formalism. In the remainder of this
part we discuss general topics on the AL hierarchy such as local conservation laws, the
Hamiltonian formalism, and asymptotical properties of solutions. First we employ our
Laurent polynomial approach to systematically derive local conservation laws. The AL
system (1.1) clearly implies that

d

dt

∑

n∈Z
α+(n, t)β(n, t) =

d

dt

∑

n∈Z
α(n, t)β+(n, t) = 0.

Indeed, there exists an infinite sequence {ρj,±}j∈N of polynomials of α, β and certain
shifts thereof, such that the lattice sum is time-independent,

d

dt

∑

n∈Z
ρj,±(n, t) = 0, j ∈ N.

This result is obtained by deriving local conservation laws of the type

d

dt
ρj,± + (S+ − I)Jj,± = 0, j ∈ N,

for certain polynomials Jj,± of α, β and shifts thereof. The polynomials Jj,± are con-
structed via an explicit recursion relation. These results are given in [GHMT08b,
Thm. 5.7, Rem. 5.8, 5.9] on pages 126–130.

The above analysis extends to the full Ablowitz–Ladik hierarchy as follows. If
one sets all summation constants c`, ` ∈ N, equal to zero in the recursive definitions

(1.7), (1.8) of f`,±, g`,±, h`,±, one obtains homogeneous coefficients f̂`,±, ĝ`,±, ĥ`,±. (A
hat ˆ is added in the notation for all corresponding homogeneous quantities). Then

f̂`,±, ĝ`,±, ĥ`,± can also be expressed explicitly21 in terms of appropriate matrix ele-
ments of powers of the AL Lax finite difference expression L defined in (1.5) and finite
difference expressions D and E arising from the factorisation L = DE. The conserved

19See Arnold [A89, Sect. 51] or Katok and Hasselblatt [KH95, Sects. 1.4, 1.5].
20A sequence f = {f(n)}n∈Z ∈ CZ is called quasi-periodic with fundamental periods

(ω1, . . . , ωN ) ∈ (0,∞)N if the frequencies 2π/ω1, . . . , 2π/ωN are linearly independent over Q and

if there exists a continuous function F ∈ C(RN), periodic of period 1 in each of its arguments, such

that f(n) = F (ω−1
1 n, . . . , ω−1

N n), n ∈ Z. See, e.g., Pastur and Figotin [PF92, p. 31].
21As described in [GHMT08b, Lemma 3.1] on page 104.
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densities ρj,± are independent of the equation in the hierarchy while the currents Jp,j,±
depend on p; thus one finds

(1.32)
d

dt
ρj,± + (S+ − I)Jp,j,± = 0, t ∈ R, j ∈ N, p ∈ N2

0.

For α, β ∈ `1(Z) it follows that

d

dt

∑

n∈Z
ρj,±(n, t) = 0, t ∈ R, j ∈ N, p ∈ N2

0.

By showing that ρj,± equals ĝj,± up to a first-order difference expression and by inves-
tigating the time-dependence of γ = 1− αβ, one concludes that

(1.33)
d

dt

∑

n∈Z
ln(γ(n, t)) = 0,

d

dt

∑

n∈Z
ĝj,±(n, t) = 0, t ∈ R, j ∈ N, p ∈ N2

0,

represent the two infinite sequences of AL conservation laws. Our approach to (1.32)
is based on a careful analysis of asymptotic expansions of the Green’s function (as the
spectral parameter tends to zero and to infinity) for the operator realisation of L in
`2(Z).

Next, we briefly touch on our results concerning the Hamiltonian formalism for the
AL hierarchy. The pth equation in the AL hierarchy can be written as

(1.34) ALp(α, β) =

(
−iαt
−iβt

)
+D∇Hp = 0, p ∈ N2

0,

where the Hamiltonians Hp are given by

Ĥ0 =
∑

n∈Z
ln(γ(n)), Ĥp±,± =

1

p±

∑

n∈Z
ĝp±,±(n), p± ∈ N,

Hp =

p+∑

`=1

cp+−`,+Ĥ`,+ +

p−∑

`=1

cp−−`,−Ĥ`,− + cpĤ0, p ∈ N2
0.

Here D = (1−αβ)
(

0 1
−1 0

)
. Furthermore, any Hr is conserved by the Hamiltonian flows

in (1.34), that is,
dHr
dt

= 0, r ∈ N2
0.

For general sequences α, β (i.e., not assuming that they satisfy an equation in the AL
hierarchy), Hp and Hr are in involution for all p, r ∈ N2

0, that is,

{Hp,Hr} = 0,

for a suitably defined Poisson bracket { · , · }. These results are the content of
[GHMT08b, Thms. 6.5–6.7] on page 138.

Spatial asymptotical properties of solutions. As our last instalment we turn
to a topic concerning spatial asymptotical properties of solutions. A question arising for
example in the context of the inverse scattering transform is to what extend solutions
are preserved by the time evolution. For the inverse scattering method (see Part 2) one
intends to prove existence of solutions within the respective class, in particular, short-
range perturbations of the background solution should remain short-range during the
time evolution. This is the case for solutions of the AL hierarchy; arbitrary bounded
solutions which are asymptotically close at the initial time stay close. More precisely,
if α(t), β(t) and α̃(t), β̃(t) are bounded solutions of some equation ALr = 0 in the AL
hierarchy and if

(1.35) ‖(α(t)− α̃(t), β(t)− β̃(t))‖w,p <∞



xiv PREFACE

holds for one t = t0 ∈ R, then it holds for all t ∈ (t0 − T, t0 + T ). The weighted norm
is defined by

‖(α, β)‖w,p =





( ∑
n∈Z

w(n)
(
|α(n)|p + |β(n)|p

))1/p

, 1 ≤ p <∞,

sup
n∈Z

w(n)
(
|α(n)|+ |β(n)|

)
, p =∞,

for a sequence w(·) satisfying w(n) ≥ 1 and supn(|w(n+1)
w(n) |+ |

w(n)
w(n+1) |) <∞. This result

clearly holds for perturbations of steplike background solutions as well.
But even the dominant term of suitably decaying solutions α(n, t), β(n, t) of (1.1),

for instance weighted `2p sequences whose spatial difference is in `p, 1 ≤ p < ∞, is
time independent. For example,

α(n, t) =
a

nδ
+O

( 1

nmin(2δ,δ+1)

)
, β(n, t) =

b

nδ
+O

( 1

nmin(2δ,δ+1)

)
, n→∞,

holds for fixed t, provided it holds at the initial time t = t0. Here a, b ∈ C and δ ≥ 0.
This result remains valid for suitable equations in the AL hierarchy, i.e., for certain
configurations of summation coefficients {cj,±}. For r = (r−, r+) ∈ N2

0 \ {(0, 0)}, they
have to satisfy the algebraic constraint

r+−1∑

j=0

cj,+ +

r−−1∑

j=0

cj,− = 0.

The proof relies on the idea to consider the differential equation in two nested spaces of
sequences, the Banach space of all (α(n), β(n)) with sup norm, and the Banach space
with norm ‖.‖w,p. Since the AL initial value problem has unique smooth solutions, the
result follows.

Overview. We conclude with a summary of the principal content of each article.
In [GHMT07] (Section 1.1, p. 3) we provide a detailed derivation of all complex-

valued algebro-geometric finite-band solutions of the Ablowitz–Ladik hierarchy. The
AL hierarchy is constructed using a carefully refined Laurent polynomial ansatz for the
zero-curvature matrix Vp (see also [GHMT08a]). This allows to simultaneously treat

all equations in the hierarchy. We discuss the stationary AL hierarchy and employ the
recursive Laurent polynomial formalism to introduce the basic meromorphic function
φ on the hyperelliptic curve Kp of genus p associated with the pth equation in the
stationary AL hierarchy. The nonnegative divisor Dµ̂(n) of degree p (the pole divisor

of φ) and an auxiliary divisor of degree p are used to prove the trace formulas for α,
β. Then we derive the explicit representation of φ, of the Baker-Akhiezer vector Ψ,
and of the solutions α, β in terms of the Riemann theta function associated with Kp,
both in the stationary and time-dependent context. Proofs of elementary results such
as basic properties of φ and Ψ, the Riccati-type equations for φ, and the asymptotic
expansions of φ and Ψ at the two points of infinity P∞± and zero P0,± are deferred to
[GHMT08a].

In [GHMT10] (Section 1.2, p. 45) we solve the algebro-geometric initial value
problem for the AL hierarchy with complex-valued initial data and prove unique solv-
ability globally in time for a set of initial (Dirichlet divisor) data of full measure. To this
effect we develop a new algorithm for constructing stationary complex-valued algebro-
geometric solutions of the AL hierarchy, which is of independent interest as it solves
the inverse algebro-geometric spectral problem for general (non-unitary) AL Lax oper-
ators, starting from a suitably chosen set of initial divisors of full measure. Combined
with an appropriate first-order system of differential equations with respect to time
(a substitute for the Dubrovin-type equations), this yields the construction of global
algebro-geometric solutions of the time-dependent AL hierarchy. The treatment of
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general (non-unitary) Lax operators associated with general coefficients for the AL hi-
erarchy poses a variety of difficulties that, to the best of our knowledge, are successfully
overcome here for the first time. The approach described in this paper is not limited
to the AL hierarchy but applies universally to constructing algebro-geometric solutions
of (1 + 1)-dimensional completely integrable soliton equations of differential-difference
type.

In [GHMT08b] (Section 1.3, p. 93) we derive the Lax pair (L,Pp) for the AL

hierarchy and prove its equivalence with the zero-curvature formulation. We also prove
existence of Weyl–Titchmarsh-type solutions for the system (L,Pp). Using Green’s

function of an `2(Z) realisation of L and high- and low-energy expansions of solutions
of the associated Riccati-type equation we recursively derive the infinite sequence of
local conservation laws. Variational derivatives for discrete systems are reviewed and
the Poisson brackets and Hamiltonians for the AL hierarchy are introduced. Then we
show how the AL equations can be recast in terms of the Hamiltonian formalism.

In [M10] (Section 1.4, p. 143) a general result on the spatial asymptotical proper-
ties of solutions of the AL hierarchy is derived. Namely, the dominant term of suitably
decaying solutions, for instance weighted `2p sequences whose spatial difference is in
`p, 1 ≤ p <∞, is time independent. In addition, we show that two arbitrary bounded
solutions of the AL hierarchy which are asymptotically close at the initial time stay
close. This implies that a solution of the AL hierarchy will stay close to a given back-
ground solution which is one of the main technical ingredients for the inverse scattering
transform.

2. Inverse scattering transform for the Toda hierarchy

Let us begin with a brief introduction to the Toda hierarchy following [T00],
[GHMT08].

The Toda hierarchy. The Toda lattice describes the dynamics of a lattice of
one-dimensional particles interacting with exponential forces,

xtt(n, t) = ex(n−1,t)−x(n,t) − ex(n,t)−x(n+1,t), (n, t) ∈ Z× R,
where x(n, t) denotes the displacement of the n-th particle from its equilibrium position
at time t. For example, it models a nonlinear one-dimensional crystal in solid state
physics. The lattice was introduced by Toda [T67a], [T67b] in 1967 in the wake of
the numerical experiment by Fermi, Pasta, and Ulam (FPU) from 1953, who analysed
the behaviour of oscillations in certain nonlinear lattices and observed, instead of the
expected equipartition of energy among the modes, that the system returned periodi-
cally to its initial state. Flaschka proved integrability of the Toda lattice in 1974 by
establishing a Lax pair. He used the variable transform

a(n, t) =
1

2
exp

(1

2

(
x(n, t)− x(n+ 1, t)

))
, b(n, t) = −1

2
xt(n, t),

and obtained the more familiar form of the Toda lattice,

at = a
(
b+ − b

)
,

bt = 2
(
a2 − (a−)2

)
,

(2.1)

for complex-valued sequences a = a(n, t), b = b(n, t), (n, t) ∈ Z × R. Then (2.1) is
equivalent to the Lax equation

Lt(t)− [P2(t), L(t)] = 0,

where L and P2 are difference expressions of the form

L = aS+ + a−S− + b, P2 = aS+ − a−S−.
Here S± denote the shift operators, (S±f)(n) = f(n± 1) for n ∈ Z.
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To derive the Toda hierarchy we will employ the Lax formalism (which is a more
feasible approach here in contradistinction to the Ablowitz–Ladik hierarchy) and con-
struct a hierarchy of finite, skew-symmetric operators P2p+2 such that the Lax equation

(2.2) Lt(t)− [P2p+2(t), L(t)] = 0,

holds. More precisely, we seek an operator P2p+2(t) of order at most 2p+ 2 such that
the commutator with L(t) is a symmetric difference operator of order at most two.
Let us assume that a, b are C1-functions in the time variable satisfying a(n, t) 6= 0 for
all (n, t) ∈ Z × R. Define polynomial functions g`, h` of a, b and certain of its shifts
recursively by

g0 = 1, h0 = c1,

2g`+1 − h` − h−` − 2bg` = 0, ` ∈ N0,

h`+1 − h−`+1 − 2(a2g+` − (a−)2g−` )− b(h` − h−` ) = 0, ` ∈ N0.

(2.3)

Here c1 is a given constant. By solving the difference equation for h` an arbitrary
summation constant c` is introduced on each level in the recursion. Now we define the
Lax operator by

(2.4) P2p+2 = −Lp+1 +

p∑

`=0

(2agp−`S
+ − hp−`)L` + gp+1.

Using the recursion (2.3), the commutator of P2p+2 and L reads22

[P2p+2, L] = a
(
h+p + hp − g+p+1 − gp+1 + 2b+g+p

)
S+

2
(
b(hp − gp+1) + a2g+p − (a−)2g−p + b2gp

)

a−
(
hp + h−p − gp+1 − g−p+1 + 2bgp

)
S−.

(2.5)

We postulate the Lax equation (2.2) which results in the equations

at = a(g+p+1 − gp+1), bt = hp+1 − h−p+1.

Varying p ∈ N0, the collection of evolution equations

(2.6) TLp(a, b) =

(
at − a(g+p+1 − gp+1)

bt − hp+1 + h−p+1

)
= 0, t ∈ R,

then defines the time-dependent Toda hierarchy. Explicitly, the first few equations are
given by

TL0(a, b) =

(
at − a(b+ − b)

bt − 2(a2 − (a−)2)

)
,

TL1(a, b) =

(
at − a((a+)2 − (a−)2 + (b+)2 − b2)
bt − 2a2(b+ + b) + 2(a−)2(b+ b−)

)
− c1

(
a(b+ − b)

2(a2 − (a−)2)

)
,

TL2(a, b) =

(
at−a((a+)2(b+++2b+)+a2(2b++b)+(b+)3−a2(b++2b)−(a−)2(2b+b−)−b3)

bt+2((a−)4+(a−−a−)2−a2(a2+(a+)2+(b+)2+bb++b2)+(a−)2(b2+b−b+(b−)2))

)

− c1
(
a((a+)2−(a−)2+(b+)2−b2)
2a2(b++b)−2(a−)2(b+b−)

)
− c2

(
a(b+−b)

2(a2−(a−)2)

)
, etc.

Recall that the Lax equation (2.2) also implies existence of a unitary propaga-
tor Ur(t, s) such that the family of operators L(t), t ∈ R, is unitarily equivalent,
L(t) = Ur(t, s)L(s)Ur(s, t).

22As hinted above, the quantities P2p+2 and {g`, h`}`=0,...,p are constructed such that all higher-

order difference operators in the commutator (2.5) vanish.
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Alternatively, one can construct the Toda hierarchy via the zero-curvature ap-
proach. Introducing the polynomials

Gp(z) =

p∑

`=0

gp−`z
`, Hp+1(z) = zp+1 +

p∑

`=0

hp−`z
` − gp+1,

for z ∈ C, one defines a pair of 2× 2 matrices depending polynomially on z by

U(z) =

(
0 1

−a−/a (z − b)/a

)
,

Vp+1(z) =

(
−H−p+1(z) 2a−G−p (z)

−2a−Gp(z) 2(z − b)Gp(z)−Hp+1(z)

)
,

and then postulates the zero-curvature equation

(2.7) Ut + UVp+1 − V +
p+1U = 0.

One verifies that both the Lax approach (2.6), as well as the zero-curvature approach
(2.7) reduce to the basic equations

at = −a
(
2(z − b+)G+

p −H+
p+1 −Hp+1

)
,

bt = 2
(
(z − b)2Gp − (z − b)Hp+1 + a2G+

p − (a−)2G−p
)
.

(2.8)

Each one of (2.6), (2.7), and (2.8) defines the Toda hierarchy by varying p ∈ N0. The
class of algebro-geometric Toda potentials, by definition, equals the set of solutions a, b
of the stationary Toda hierarchy

s-TLp(a, b) =

(
g+p+1 − gp+1

hp+1 − h−p+1

)
= 0, p ∈ N0.

Since detU(z, n) = a−(n)/a(n) 6= 0 for n ∈ Z, the stationary zero-curvature equation
UVp+1 − V +

p+1U = 0 yields that det(Vp+1(z, n)) is a lattice constant. Hence, using the

first line in (2.8) in the stationary case at = 0, we obtain from

det(yI2 − Vp+1(z, n)) = y2 + det(Vp+1(z, n))

= y2 −H−p+1(z, n)
(
2(z − b(n))Gp(z, n)−Hp+1(z, n)

)
+ 4(a−(n))2G−p (z, n)Gp(z, n)

= y2 +H−p+1(z, n)2 + 4(a−(n))2G−p (z, n)Gp(z, n) = y2 −R2p+2(z)

an n-independent monic polynomial R2p+2, which we write as

R2p+2(z) =

2p+1∏

m=0

(z − Em) for some {Em}m=0,...,2p+1 ⊂ C.

The characteristic equation of Vp+1(z, n) thus naturally leads to the introduction of
the hyperelliptic curve Kp of genus p ∈ N0 defined by

(2.9) Kp : Fp(z, y) = y2 −
2p+1∏

m=0

(z − Em) = 0.

The investigation of the stationary and time-dependent Toda hierarchy, starting from
the fundamental meromorphic function φ on Kp, and the construction of the algebro-
geometric solutions and their theta function representations now follow by similar
considerations as for the Ablowitz–Ladik case. We refer to (the introduction in)
[GHMT08] for further details and, in particular, for a recount of the historical devel-
opment leading up to soliton and algebro-geometric solutions. Note that the Kac–van
Moerbeke hierarchy, whose first equation reads

ρt − ρ
(
(ρ+)2 − (ρ−)2

)
= 0,

can be recast as a special case of the Toda hierarchy, see Michor and Teschl [MT09].
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It was already shown by Toda in [T67b] that the Korteweg–de Vries (KdV) equa-
tion emerges in a certain scaling limit from the Toda lattice, and the development of
the respective theories has been intertwined ever since. For an introduction to the KdV
hierarchy and its algebro-geometric solutions see Gesztesy and Holden [GH03].

Real-valued algebro-geometric solutions. In the following we will mainly be
interested in perturbations of real-valued algebro-geometric solutions23 of the Toda
hierarchy, so we review a few facts next. To obtain real-valued coefficients, one needs
to impose certain symmetry constraints on Kp and additional constraints on the data
involved in the theta function representation of a, b. For real-valued coefficients a, b,
the Lax difference expression L = aS+ + a−S−+ b is formally self-adjoint and leads to
the reality constraint

(2.10) E0 < E1 < · · · < E2p+1.

The `2-realisation of L with real-valued coefficients a, b is the Jacobi operator; we will
denote it by H,

(2.11)
H(t) : `2(Z) → `2(Z)

f(n) 7→ a(n, t)f(n+ 1) + a(n− 1, t)f(n− 1) + b(n, t)f(n).

The spectrum of the Jacobi operator H with bounded real-valued algebro-geometric
coefficients consists of p + 1 bands, σ(H) =

⋃p
j=0[E2j , E2j+1]. (Hence such algebro-

geometric solutions are also called finite-gap or p-gap solutions following the conven-
tional terminology.) One can show that all real-valued and bounded algebro-geometric
Jacobi coefficients arise in the following manner24. The initial position of the Dirichlet
data µ̂j(n0) ∈ Kp must be chosen in real position with its projections lying in the
closure of the spectral gaps of H, that is,

(2.12) µj(n0) ∈ [E2j−1, E2j ], j = 1, . . . , p.

In particular, as n varies in Z, the motion of the projection µj(n) of µ̂j(n) ∈ Kp
remains confined to the interval [E2j−1, E2j ]. Since the initial divisor data µ̂j(n0),
with the projections µj(n0) constrained by (2.12) for j = 1, . . . , p, are independent of
each other, the set of all initial divisors Dµ̂(n0) corresponds topologically to a product

of p circles. Thus, the corresponding isospectral set of all bounded algebro-geometric
Jacobi coefficients a2, b, corresponding to a fixed curve Kp, constrained by (2.10), can
be identified with the p-dimensional real torus Tp. Effective coordinates on this torus
uniquely characterising a2, b are the Dirichlet data µ̂(n0) = (µ̂1(n0), . . . , µ̂p(n0)), or
equivalently, Dirichlet divisors Dµ̂(n0) in real position constrained by (2.12). The theta

function formulas for a, b then provide a concrete representation of the elements of this
isospectral torus Tp. The coefficients a, b, in general, will be quasi-periodic with respect
to n ∈ Z.

Real-valued Jacobi coefficients a, b associated with Kp constrained by (2.10) can
also be constructed by misplacing one or several initial values µ̂j(n0) in the ”wrong”
spectral gap closure (−∞, E0]. This results in additional connected but noncompact
components of isospectral and singular, respectively, unbounded Jacobi coefficients
a2, b.

Inverse scattering transform. Our main interest in Part 2 is the inverse scatter-
ing transform for the Toda hierarchy relative to different real-valued algebro-geometric
backgrounds, which amounts to solving the initial value problem for the Toda hierarchy
with initial data a perturbation of real-valued algebro-geometric solutions. Gardner,
Greene, Kruskal, and Miura [GGKM67] discovered in 1967 that the inverse scattering

23See [BGHT98] or [T00] for specifics of the construction of real-valued algebro-geometric so-
lutions, or the rudimentary summary in [EMT09b, Sec. 3] on page 191.

24See [GHMT08, Rem. 1.22].
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method allowed one to solve initial value problems for the KdV equation for sufficiently
fast decaying initial data. A non-linear analog of the Fourier transform, this method
roughly consists of solving the scattering problem for the KdV Lax operator, deriving
the time evolution of the scattering data, and reconstructing the potential function
from the (time dependent) scattering data via the inverse scattering problem. In the
early 1970s, Zakharov, Shabat, and Ablowitz extended the inverse scattering trans-
form to a wide class of nonlinear PDEs, followed from 1974 onwards by an extension
to periodic and certain classes of quasi-periodic and almost periodic KdV finite-band
solutions, developed by pioneers such as Dubrovin, Its, Kac, Kriechever, Marchenko,
Matveev, McKean, and van Moerbeke.

We are interested in the Toda hierarchy with steplike quasi-periodic finite-gap
initial conditions. More precisely, we will assume that the solution a(t), b(t) of the Toda
hierarchy is asymptotically close to (in general) different real-valued algebro-geometric
quasi-periodic finite-gap potentials a±(t), b±(t) in the sense that

(2.13)

±∞∑

n=0

(1 + |n|)
(
|a(n, t)− a±(n, t)|+ |b(n, t)− b±(n, t)|

)
<∞,

for one (and hence for any25) t ∈ R. Let H and H± denote the Jacobi operators
associated with the sequences a, b and a±, b±. For the Toda lattice in the classical case,
where the solution is asymptotically equal to the (same) constant solution a±(n) ≡ 1/2,
b±(n) ≡ 0, the inverse scattering method is of course well understood and covered in
several monographs, e.g., Faddeev and Takhtajan [FT87], Toda [T89], or Teschl [T00].

The main theoretical pillow for the inverse scattering transform is the direct/inverse
scattering problem for the Toda Lax operator. The aim is to find a complete charac-
terisation, that is, necessary and sufficient conditions on the spectral data, which allow
to solve the direct and inverse spectral problems in the respective class of the coeffi-
cients for the operator. Originally, scattering theory for Jacobi operators with constant
background was developed on an informal level by Kac, Case, and Geronimo [CK73],
[C73], [CG80], the first rigorous results were given by Guseinov [G76] with further
extensions by Teschl [T00b], [T00]. Scattering theory relative to a simple step in the
background, a±(n) ≡ 1/2, b±(n) = sgn(n)b, |b| < 1, was treated by Egorova [E02],
first results for steplike periodic backgrounds of period 2 with a special choice for the
respective spectra followed in Bazargan and Egorova [BE03]. Periodic backgrounds
of period N ≥ 2 without steps were studied by Khanmamedov [K03], [K05]. Volberg
and Yuditskii [VY02] treat the case of almost periodic operators where H has a ho-
mogeneous Cantor type spectrum. The case of periodic backgrounds was completely
solved by Egorova et al. in [EMT06] as a special case of quasi-periodic backgrounds.
In this paper we solve the direct/inverse scattering problem relative to a quasi-periodic
finite-gap background operator (H+ = H−) and give minimal scattering data which
determine the perturbed operator uniquely for finite second moments (see also Mi-
chor [M05]). The case with (quasi-)periodic background showed new phenomena not
present in the constant background case. For example, the eigenvalues and the re-
flection coefficients can no longer be described independently if one wants to stay in
this class. Algebraic constraints on the location of the eigenvalues ensuring single-
valuedness of the transmission coefficient and hence solvability of the inverse scattering
problem were found by Teschl [T07].

Subsequently, we studied in [EMT07b] steplike quasi-periodic finite-gap initial
conditions, where H+ and H− belong to the same isospectral class, σ(H+) = σ(H−),
but are associated with possibly different Dirichlet data {µ̂±j }. Our motivation was

25By [EMT09a, Lem. 3.2] on page 181.



xx PREFACE

the investigation of solitons on (quasi-)periodic backgrounds. While solitons on quasi-
periodic backgrounds are well studied objects, not much about their stability was
known. In fact, as pointed out by Kamvissis and Teschl [KT07], [KT], the general
believe that the stability problem for solitons on quasi-periodic backgrounds is similar
to the one for solitons on a constant background is wrong. This is related to the
fact that solitons on such backgrounds give rise to different spatial asymptotics which
naturally leads to the type of operators studied in [EMT07b]. These results form
the basis for the investigation of solitons on quasi-periodic backgrounds via the inverse
scattering transform in [EMT09b], which we will discuss below.

General steplike quasi-periodic finite-gap initial conditions with no restriction on
the mutual location of the spectra of H+ and H− are treated in [EMT08] on pages
155–178. We briefly give an overview of the steps involved in solving the direct/inverse
scattering problem with a fixed finite moment.

Step 1. Transformation operators associated with both sides (in the sense of (2.13))
are constructed, which establish the connection between the unperturbed background
operators H± and the perturbed operator H in (2.13).

Step 2. We determine the decay speed of the kernels K±(n, ·) of the transformation
operators which depends on the moment of perturbation and derive formulas connecting
these kernels to the given potentials a±, b±. The analytical properties of the Jost
solutions, which clearly depend on the moment of perturbation, are investigated.

Step 3. The spectrum of the perturbed operator is determined. We derive the
properties of the scattering matrix, whose entries consist of the transmission and re-
flection coefficients, and in particular, its unitary property and asymptotical behaviour
at infinity. This also involves computing the relation between the coefficients of the
scattering matrix and the norms of the left and right eigenfunctions.

Step 4. We derive the left and right Marchenko equations, which are the main
equations of the inverse problem and connect the transformation operators to the set S
of scattering data (consisting of the scattering matrix, the discrete spectrum, and
normalising constants). The kernels F± of the Marchenko equations only depend on
the scattering data S.

Step 5. The decaying properties of F± for the given moment are determined.
The solution of the inverse scattering problem then consists of the following steps.

Step 6. Now we are given a set S of the same structure as the set of scattering
data and with properties as described in Steps 3 and 5. This implies that we are given
functions F± which satisfy the prescribed decaying properties. These properties are
sufficient to prove that the left and right Marchenko equations are uniquely solvable
with respect to the kernels K±(n, ·) of the transformation operators. Using the formulas
derived in Step 2, the kernels give rise to two potentials. Both restored potentials can
in general be well controlled on the associated half-axis; on the opposite half-axis, they
cannot be analysed. To ensure that the solution lies within the class, one has to show
that both potentials have the same finite moments as the initial potential.

Step 7. This is technically the most challenging step. We have to show that the
two restored potentials actually coincide and form the unique potential of the Jacobi
operator, for which the given set S is the set of scattering data.

The behaviour of the scattering data at the edge of the continuous spectrum plays
a key role in the proof of the uniqueness theorem alluded to in Step 7. For a dis-
cussion of the delicate issue of continuity of the reflection coefficients see for example
[EMT12]. There we show, in particular, that the reflection coefficient is continuous at
the edge of the spectrum in the resonance case for finite first moments with constant
backgrounds. For finite second moments of perturbation the behaviour of the reflec-
tion coefficient was described by Deift and Trubowitz [DT79] for Schödinger operators.
They derived the characteristic properties of the scattering data and completely solved
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the direct/inverse scattering problems in the respective class of Schrödinger operators.
But the approach used in [DT79] was not applicable for the largest class of potentials
for which direct/inverse scattering can be studied within the class, namely for finite
first moments. There the description of the characteristic properties of the scattering
data turned out to be a much more complicated problem. Marchenko solved it in
1977 (see [M86]), and the condition on the scattering data at the edge of the contin-
uous spectrum is now referred to as Marchenko condition. Marchenko’s approach for
solving the inverse scattering problem became the classic method and was successfully
generalised to several other types of operators and potentials, such as asymptotically
periodic, finite-gap non-periodic, or steplike potentials.

The solution of the direct and inverse scattering problem can now be directly
applied to solve the associated initial value problem for the Toda hierarchy via the
inverse scattering transform. Since the Lax equation implies unitary equivalence of
H(t) for all t ∈ R and hence time-independence of the spectral data, this amounts to
computing the time evolution of the entries of the scattering matrix and of the norming
constants. For the initial value problem relative to a quasi-periodic background this
is done in [EMT07a]. In [MT07] we derive the connection between the transmission
coefficient and Krein’s spectral shift theory [K62] and use it to compute the conserved
quantities for the Toda hierarchy with quasi-periodic background. The initial value
problem with steplike quasi-periodic finite-gap initial data is solved in [EMT09a],
page 179. Since we treat the entire Toda hierarchy, our results also cover the Kac–van
Moerbeke hierarchy as a special case, [MT09].

Stability of solutions. The direct/inverse scattering problem and the time evo-
lution of the reflection coefficient can be applied to derive the long-time asymptotics
of the soliton equation under consideration. One rewrites the scattering problem as
a Riemann–Hilbert problem and to control the solution for large times, uses the fact
that time t enters the problem through the jump matrix vt(z) only in the form of a
multiplier eitφ of the reflection coefficient. Hence it suffices to derive the asymptotics
of the jump matrix in order to describe the long time behaviour of solutions. This can
be done following the nonlinear steepest decent method of Deift and Zhou [DZ93].

The classical result by Zabusky and Kruskal [ZK63] states that a small initial
perturbation of the constant solution of a soliton equation eventually splits into a
number of stable solitons (originating from the discrete spectrum of the underlying
Lax operator) and a small oscillatory tail which decays like t−1/2 (arising from the
continuous spectrum). Therefore solitons constitute the stable part of arbitrary short-
range initial conditions.

For the Toda lattice, the case of decaying initial data relative to a constant back-
ground is well understood by now26. Less is known about the stability of steplike
constant solutions. Here the mutual location of the spectra of the two background
operators is crucial, as illustrated in Figure 1 for the solution a(n, t) of the Toda lattice
at a frozen time t in the n/t-plane. The left image depicts the Toda shock case with
initial data a(n, 0) = 1/2 and b(n, 0) = sgn(n)c for a constant c > 1. The two spec-
tra of the background operators do not overlap and one can distinguish three regions:
the region where |n/t| � 1, the shock has not been felt, and a(n, t) is exponentially
close to 1/2; a transitional region, and a region of apparent periodicity. In the last
region, Venakides, Deift, and Oba [VDO91] showed (using the Dyson formula) that
the lattice motion converges to a periodic motion of spatial period 2. The case c < −1
corresponds to the strong Toda rarefaction problem and was investigated by Deift,

26See the lecture notes by Deift [D98] or the expository article by Krüger and Teschl [KT09b].
The precise asymptotic form was first given by Novokshenov and Habibullin [NH81]. Kamvissis [K93]

derived the long time asymptotics for the Toda lattice when no solitons are present, Krüger and Teschl
[KT09a] treated the soliton region.
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Figure 1. Numerically computed solutions of the Toda shock (left figure)

and the steplike case with spectra of multiplicity one and two (right figure).

Kamvissis, Kriecherbauer, and Zhou [DKKZ96] using the Riemann–Hilbert factorisa-
tion method. The right image in Figure 1 illustrates the general case where spectrum
of multiplicity two is present, i.e., the two spectra of the background operators over-
lap, with a(n, t) and b(n, t) asymptotically equal to 1/2 and 0 at +∞ respectively 0.7
and 1 at −∞. The spectra of multiplicity one manifest itself as the two slopes, with
the oscillation part corresponding to the spectrum of multiplicity two. Results in this
direction were obtained by Boutet de Monvel and Egorova [BE00], Boutet de Monvel,
Egorova, and Khruslov [BEK97], and Guseinov and Khanmamedov [GK99], but a
unified treatment is still missing to date.

The investigation of the stability of periodic solutions began only recently, see
Kamvissis and Teschl [KT07], [KT]. In contrast to the issue of stability, solitons on
a (quasi-)periodic background have a long tradition. They are used to model localised
excitements on a phonon, lattice, or magnetic field background and consequently, soli-
tons travelling on a periodic background and periodic solutions are well understood.
However, the asymptotic state is more complicated as it was generally believed. Associ-
ated with every soliton is a phase shift which we compute in [EMT09b], page 189, and
the phase shifts of all solitons do not necessarily add up to zero in general. Hence there
must be an additional feature making up for the overall phase shift, for even if no soli-
tons are present, the asymptotic state is not just the periodic background. Kamvissis
and Teschl showed that the oscillation part does not decay as in the constant back-
ground case, but instead appears as a modulation of the quasi-periodic solution which
undergoes a continuous phase transition in the isospectral class of the quasi-periodic
background solution. More precisely, let p be the genus of the hyperelliptic curve as-
sociated with the unperturbed solution. The n/t-plane contains p+ 2 areas where the
perturbed solution is close to a finite-gap solution on the same isospectral torus. In
between there are p + 1 regions where the perturbed solution is asymptotically close
to a modulated lattice which undergoes a continuous phase transition in the Jacobian
variety and which interpolates between these isospectral solutions. The soliton part
can be understood by adding or removing the solitons using the commutation method
(Darboux-type transformations) for the underlying Jacobi operator, see [EMT09b],
page 189. We explicitly compute the phase shift in the Jacobian variety caused by a
soliton relative to a quasi-periodic finite-gap background and describe the effect of one
commutation step on the scattering data. Alternatively, solitons can also be directly
included in the Riemann–Hilbert problem using pole conditions, see Krüger and Teschl
[KT09c].

Overview. We finish with a brief summary of each article in Part 2.
In [EMT08] (Section 2.1, p. 155), we develop direct and inverse scattering theory

for Jacobi operators with steplike coefficients which are asymptotically close to (in
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general) different quasi-periodic finite-gap coefficients as n→ ±∞. We give a complete
characterisation of the scattering data, which allow unique solvability of the inverse
scattering problem in the class of perturbations with finite second moment.

The associated inverse scattering transform for the entire Toda hierarchy is derived
in [EMT09a] (Section 2.2, p. 179). We first show that arbitrary bounded solutions will
stay close to a given background solution which implies that a short-range perturbation
of a steplike finite-gap solution will stay short-range for all time. This result constitutes
the main technical ingredient for the inverse scattering transform as it shows that
the time-dependent scattering data satisfy the hypothesis necessary for the Gel’fand–
Levitan–Marchenko theory. We compute the time dependence of the scattering data
and discuss its dynamics.

In [EMT09b] (Section 2.3, p. 189) we investigate soliton solutions of the Toda hi-
erarchy on a quasi-periodic finite-gap background by means of the double commutation
method. In particular, the phase shift in the Jacobian variety caused by a soliton on a
quasi-periodic finite-gap background is computed. We finish with a full description of
the effect of the double commutation method on the scattering data and establish the
inverse scattering transform in this setting.
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Appl. 154, Birkhäuser, Basel, 2004.
[MT07] , Trace formulas for Jacobi operators in connection with scattering theory for quasi-

periodic background, in Operator Theory, Analysis, and Mathematical Physics, J. Janas, et al.

(eds.), 69–76, Oper. Theory Adv. Appl. 174, Birkhäuser, Basel, 2007.
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theoretical and mathematical physicist extraordinaire.

Abstract. We provide a detailed derivation of all complex-valued algebro-
geometric finite-band solutions of the Ablowitz–Ladik hierarchy. In addition,

we survey a recursive construction of the Ablowitz–Ladik hierarchy and its
zero-curvature and Lax formalism.

1. Introduction

In the mid-seventies, Ablowitz and Ladik, in a series of papers [3]–[6] (see also
[1], [2, Sect. 3.2.2], [7, Ch. 3], [22]), used inverse scattering methods to analyze
certain integrable differential-difference systems. One of their integrable variants
of such systems included a discretization of the celebrated AKNS-ZS system, the
pair of coupled nonlinear differential difference equations,

−iαt − (1− αβ)(α− + α+) + 2α = 0,

−iβt + (1− αβ)(β− + β+)− 2β = 0
(1.1)

with α = α(n, t), β = β(n, t), (n, t) ∈ Z × R. Here we used the notation f±(n) =
f(n ± 1), n ∈ Z, for complex-valued sequences f = {f(n)}n∈Z. In particular,
Ablowitz and Ladik [4] (see also [7, Ch. 3]) showed that in the focusing case, where
β = −α, and in the defocusing case, where β = α, (1.1) yields the discrete analog
of the nonlinear Schrödinger equation

− iαt − (1± |α|2)(α− + α+) + 2α = 0. (1.2)

We will refer to (1.1) as the Ablowitz–Ladik system. The principal theme of this
paper will be to derive the algebro-geometric finite-band solutions of the Ablowitz–
Ladik (AL) hierarchy, a completely integrable sequence of systems of nonlinear
evolution equations on the lattice Z whose first nonlinear member is the Ablowitz–
Ladik system (1.1).

Since the mid-seventies there has been an enormous amount of activity in the area
of integrable differential-difference equations. Two principal directions of research
are responsible for this development: Originally, the development was driven by
the theory of completely integrable systems and its applications to fields such as
nonlinear optics, and more recently, it gained additional momentum due to its
intimate connections with the theory of orthogonal polynomials. In the following
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we first briefly recall the development in connection with integrable systems and
subsequently turn to the one influenced by research on orthogonal polynomials.

The first systematic discussion of the Ablowitz–Ladik hierarchy appears to be
due to Schilling [51] (cf. also [58], [62], [65]); infinitely many conservation laws are
derived, for instance, by Ding, Sun, and Xu [26]; the bi-Hamiltonian structure of
the AL hierarchy is considered by Ercolani and Lozano [28]; connections between
the AL hierarchy and the motion of a piecewise linear curve have been established
by Doliwa and Santini [27]; Bäcklund and Darboux transformations were studied by
Geng [31] and Vekslerchik [63]; the Hirota bilinear formalism, AL τ -functions, etc.,
were considered by Vekslerchik [62]. The initial value problem for half-infinite AL
systems was discussed by Common [24], for an application of the inverse scattering
method to (1.2) we refer to Vekslerchik and Konotop [64]. This just scratches
the surface of these developments and the interested reader will find much more
material in the references cited in these papers and the ones discussed below.

Algebro-geometric (and periodic) solutions of the AL system (1.1) have briefly
been studied by Ahmad and Chowdhury [8], [9], Bogolyubov, Prikarpatskii, and
Samoilenko [17], Bogolyubov and Prikarpatskii [18], Chow, Conte, and Xu [23],
Geng, Dai, and Cao [32], and Vaninsky [60]. In an effort to analyze models describ-
ing oscillations in nonlinear dispersive wave systems, Miller, Ercolani, Krichever,
and Levermore [47] (see also [46]) gave a detailed analysis of algebro-geometric
solutions of the AL system (1.1). Introducing

U(z) =

(
z α
βz 1

)
, V (z) = i

(
z − 1− αβ− α− α−z−1
β−z − β 1 + α−β − z−1

)
(1.3)

with z ∈ C \ {0} a spectral parameter, the authors in [47] relied on the fact that
the Ablowitz–Ladik system (1.1) is equivalent to the zero-curvature equations

Ut + UV − V +U = 0, (1.4)

the latter being the compatibility relation for the spatial and temporal linear prob-
lems

Φ = UΦ−, Φ−t = V Φ−. (1.5)

Here we extended the notation f±(n) = f(n ± 1), n ∈ Z, to C2-valued and 2 × 2-
matrix-valued sequences with complex-valued entries.

Miller, Ercolani, Krichever, and Levermore [47] then performed a thorough anal-
ysis of the solutions Φ = Φ(z, n, t) associated with the pair (U, V ) and derived the
theta function representations of α, β satisfying the AL system (1.1). In the partic-
ular focusing and defocusing cases they also discussed periodic and quasi-periodic
solutions α with respect to n ∈ Z and t ∈ R. Vekslerchik [61] also studied finite-
genus solutions for the AL hierarchy by establishing connections with Fay’s identity
for theta functions.

The connection between the Ablowitz–Ladik system (1.1) and orthogonal poly-
nomials comes about as follows: Let {α(n)}n∈N ⊂ C be a sequence of complex
numbers subject to the condition |α(n)| < 1, n ∈ N, and define the transfer matrix

T (z) =

(
z α
αz 1

)
, z ∈ T, (1.6)

with spectral parameter z on the unit circle T = {z ∈ C | |z| = 1}. Consider the
system of difference equations

Φ(z, n) = T (z, n)Φ(z, n− 1), (z, n) ∈ T× N, (1.7)
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with initial condition Φ(z, 0) =

(
1
1

)
, where

Φ(z, n) =

(
ϕ(z, n)

znϕ(1/z, n)

)
, (z, n) ∈ T× N0. (1.8)

(Here N0 = N ∪ {0}.) Then ϕ( · , n) are monic polynomials of degree n first intro-
duced by Szegő in the 1920’s in his seminal work on the asymptotic distribution of
eigenvalues of sections of Toeplitz forms [55], [56] (see also [57, Ch. XI]). Szegő’s
point of departure was the trigonometric moment problem and hence the theory of
orthogonal polynomials on the unit circle. Indeed, given a probability measure dσ
supported on an infinite set on the unit circle, one is interested in finding monic
polynomials χ( · , n) of degree n ∈ N0 in z = eiθ, θ ∈ [0, 2π], such that

∫ 2π

0

dσ(eiθ)χ(eiθ,m)χ(eiθ, n) = w(n)−2δm,n, m, n ∈ N0, (1.9)

where w(0)2 = 1, w(n)2 =
∏n
j=1

(
1 − |α(j)|2

)−1
, n ∈ N. Szegő showed that

the corresponding polynomials (1.8) with ϕ replaced by χ satisfy the recurrence
formula (1.7). Early work in this area includes important contributions by Akhiezer,
Geronimus, Krein, Tomčuk, Verblunsky, Widom, and others, and is summarized in
the books by Akhiezer [10], Geronimus [37], Szegő [57], and especially in the recent
two-volume treatise by Simon [52].

Unaware of the paper [47], Geronimo and Johnson [35] studied (1.7) in the
case where the coefficients α are random variables. Under appropriate ergodicity
assumptions on α and the hypothesis of a vanishing Lyapunov exponent on pre-
scribed spectral arcs on the unit circle T, Geronimo and Johnson [35] (cf. also [34],
[36]) developed the corresponding spectral theory associated with (1.7) and the uni-
tary operator it generates in `2(Z). In this sense the discussion in [35] is a purely
stationary one and connections with a zero-curvature formalism, theta function rep-
resentations, and integrable hierarchies are not made in [35] (but in this context we
refer to the discussion concerning [33] in the next paragraph). More recently, the
defocusing case with periodic and quasi-periodic coefficients was studied in great
detail by Deift [25], Golinskii and Nevai [43], Killip and Nenciu [44], Li [45], Nenciu
[49], [50], and Simon [52, Ch. 11], [53], [54].

An important extension of (1.7) was developed by Baxter in a series of papers on
Toeplitz forms [11]–[14] in 1960–63. In these papers the transfer matrix T in (1.6) is
replaced by the more general (complexified) transfer matrix U(z) = ( z α

βz 1 ) in (1.5),
that is, precisely the matrix U responsible for the spatial part in the Ablowitz–
Ladik system in its zero-curvature formulation (1.3)–(1.5). Here α = {α(n)}n∈N,
β = {β(n)}n∈N are subject to the condition α(n)β(n) 6= 1, n ∈ N. Studying the
following extension of (1.7),

Ψ(z, n) = U(z, n)Ψ(z, n− 1), (z, n) ∈ T× N, (1.10)

Baxter was led to biorthogonal polynomials on the unit circle with respect to a
complex-valued measure on T. In this context of biorthogonal Laurent polynomials
we refer to [16] and [20]. Reference [16], in particular, deals with isomonodromic
tau functions and is applicable to generalized integrable lattices of the Toda-type.
Baxter’s U matrix in (1.5) led to a new hierarchy of nonlinear difference equations,
called the Szegő–Baxter (SB) hierarchy in [33], in honor of these two pioneers of
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orthogonal polynomials on the unit circle. The latter reference also contains an in
depth study of algebro-geometric solutions of (1.7).

In addition to these recent developments on the AL system and the AL hierarchy,
we offer a variety of results in this paper apparently not covered before. These
include:
• An elementary, yet effective recursive construction of the AL hierarchy using

Laurent polynomials.
• Explicit formulas for Lax pairs for the AL hierarchy.
• The detailed connection between the AL hierarchy and a “complexified” version

of transfer matrices first introduced by Baxter.
• A unified treatment of stationary algebro-geometric finite-band solutions and

their theta function representations of the entire AL hierarchy.
• A unified treatment of algebro-geometric solutions and their theta function

representations of the time-dependent AL hierarchy by solving the rth AL flow
with initial data given by stationary algebro-geometric finite-band solutions.

The structure of this paper is as follows: In Section 2 we describe our zero-
curvature formalism for the Ablowitz–Ladik (AL) hierarchy. Extending a recursive
polynomial approach discussed in great detail in [38] in the continuous case and
in [19], [39, Ch. 4], [59, Chs. 6, 12] in the discrete context to the case of Laurent
polynomials with respect to the spectral parameter, we derive the AL hierarchy
of systems of nonlinear evolution equations whose first nonlinear member is the
Ablowitz–Ladik system (1.1). Section 3 is devoted to a detailed study of the sta-
tionary AL hierarchy. We employ the recursive Laurent polynomial formalism of
Section 2 to describe nonnegative divisors of degree p on a hyperelliptic curve Kp
of genus p associated with the pth system in the stationary AL hierarchy. By
means of a fundamental meromorphic function φ on Kp (an analog of the Weyl–
Titchmarsh function for the system (1.7)) we then proceed to derive the theta
function representations of the associated Baker–Akhiezer vector and all station-
ary algebro-geometric finite-band solutions of the AL hierarchy. The corresponding
time-dependent results for the AL hierarchy are presented in detail in Section 4.
Appendix A collects relevant material on hyperelliptic curves and their theta func-
tions and introduces the terminology freely used in Sections 3 and 4. Appendix B
is of a technical nature and summarizes expansions of various key quantities related
to the Laurent polynomial recursion formalism as the spectral parameter tends to
zero and to infinity.

2. The Ablowitz–Ladik Hierarchy, Recursion Relations,
Zero-Curvature Pairs, and Hyperelliptic Curves

In this section we summarize the construction of the Ablowitz–Ladik hierar-
chy employing a Laurent polynomial recursion formalism and derive the associated
sequence of Ablowitz–Ladik zero-curvature pairs (we also hint at Lax pairs). More-
over, we discuss the Burchnall–Chaundy Laurent polynomial in connection with the
stationary Ablowitz–Ladik hierarchy and the underlying hyperelliptic curve. For a
detailed treatment of this material we refer to [39], [40].

We denote by CZ the set of complex-valued sequences indexed by Z.
Throughout this section we suppose the following hypothesis.
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Hypothesis 2.1. In the stationary case we assume that α, β satisfy

α, β ∈ CZ, α(n)β(n) /∈ {0, 1}, n ∈ Z. (2.1)

In the time-dependent case we assume that α, β satisfy

α( · , t), β( · , t) ∈ CZ, t ∈ R, α(n, · ), β(n, · ) ∈ C1(R), n ∈ Z,
α(n, t)β(n, t) /∈ {0, 1}, (n, t) ∈ Z× R.

(2.2)

We denote by S± the shift operators acting on complex-valued sequences f =
{f(n)}n∈Z ∈ CZ according to

(S±f)(n) = f(n± 1), n ∈ Z. (2.3)

Moreover, we will frequently use the notation

f± = S±f, f ∈ CZ. (2.4)

To construct the Ablowitz–Ladik hierarchy one typically introduces appropriate
zero-curvature pairs of 2×2 matrices, denoted by U(z) and Vp(z), p = (p−, p+) ∈ N2

0

(with z a certain spectral parameter to be discussed later), defined recursively in the
following. We take the shortest route to the construction of Vp and hence to that of

the Ablowitz–Ladik hierarchy by starting from the recursion relation (2.5)–(2.12)
below.

Define sequences {f`,±}`∈N0
, {g`,±}`∈N0

, and {h`,±}`∈N0
recursively by

g0,+ = 1
2c0,+, f0,+ = −c0,+α+, h0,+ = c0,+β, (2.5)

g`+1,+ − g−`+1,+ = αh−`,+ + βf`,+, ` ∈ N0, (2.6)

f−`+1,+ = f`,+ − α(g`+1,+ + g−`+1,+), ` ∈ N0, (2.7)

h`+1,+ = h−`,+ + β(g`+1,+ + g−`+1,+), ` ∈ N0, (2.8)

and

g0,− = 1
2c0,−, f0,− = c0,−α, h0,− = −c0,−β+, (2.9)

g`+1,− − g−`+1,− = αh`,− + βf−`,−, ` ∈ N0, (2.10)

f`+1,− = f−`,− + α(g`+1,− + g−`+1,−), ` ∈ N0, (2.11)

h−`+1,− = h`,− − β(g`+1,− + g−`+1,−), ` ∈ N0. (2.12)

Here c0,± ∈ C are given constants. For later use we also introduce

f−1,± = h−1,± = 0. (2.13)

Remark 2.2. The sequences {f`,+}`∈N0
, {g`,+}`∈N0

, and {h`,+}`∈N0
can be com-

puted recursively as follows: Assume that f`,+, g`,+, and h`,+ are known. Equation
(2.6) is a first-order difference equation in g`+1,+ that can be solved directly and
yields a local lattice function that is determined up to a new constant denoted by
c`+1,+ ∈ C. Relations (2.7) and (2.8) then determine f`+1,+ and h`+1,+, etc. The
sequences {f`,−}`∈N0

, {g`,−}`∈N0
, and {h`,−}`∈N0

are determined similarly.

Upon setting

γ = 1− αβ, (2.14)
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one explicitly obtains

f0,+ = c0,+(−α+), f1,+ = c0,+
(
− γ+α++ + (α+)2β

)
+ c1,+(−α+),

g0,+ = 1
2c0,+, g1,+ = c0,+(−α+β) + 1

2c1,+,

h0,+ = c0,+β, h1,+ = c0,+
(
γβ− − α+β2

)
+ c1,+β,

f0,− = c0,−α, f1,− = c0,−
(
γα− − α2β+

)
+ c1,−α,

g0,− = 1
2c0,−, g1,− = c0,−(−αβ+) + 1

2c1,−,

h0,− = c0,−(−β+), h1,− = c0,−
(
− γ+β++ + α(β+)2

)
+ c1,−(−β+), etc.

(2.15)

Here {c`,±}`∈N denote summation constants which naturally arise when solving the
difference equations for g`,± in (2.6), (2.10). Subsequently, it will also be useful to

work with the corresponding homogeneous coefficients f̂`,±, ĝ`,±, and ĥ`,±, defined
by the vanishing of all summation constants ck,± for k = 1, . . . , `, and choosing
c0,± = 1,

f̂0,+ = −α+, f̂0,− = α, f̂`,± = f`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N, (2.16)

ĝ0,± = 1
2 , ĝ`,± = g`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N, (2.17)

ĥ0,+ = β, ĥ0,− = −β+, ĥ`,± = h`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N. (2.18)

By induction one infers that

f`,± =
∑̀

k=0

c`−k,±f̂k,±, g`,± =
∑̀

k=0

c`−k,±ĝk,±, h`,± =
∑̀

k=0

c`−k,±ĥk,±. (2.19)

In a slight abuse of notation we will occasionally stress the dependence of f`,±, g`,±,
and h`,± on α, β by writing f`,±(α, β), g`,±(α, β), and h`,±(α, β).

One can show (cf. [40]) that all homogeneous elements f̂`,±, ĝ`,±, and ĥ`,±,
` ∈ N0, are polynomials in α, β, and some of their shifts.

Remark 2.3. As an efficient tool to later distinguish between nonhomogeneous

and homogeneous quantities f`,±, g`,±, h`,±, and f̂`,±, ĝ`,±, ĥ`,±, respectively, we
now introduce the notion of degree as follows. Denote

f (r) = S(r)f, f = {f(n)}n∈Z ∈ CZ, S(r) =

{
(S+)r, r ≥ 0,

(S−)−r, r < 0,
r ∈ Z, (2.20)

and define
deg

(
α(r)

)
= r, deg

(
β(r)

)
= −r, r ∈ Z. (2.21)

This then results in

deg
(
f̂
(r)
`,+

)
= `+ 1 + r, deg

(
f̂
(r)
`,−
)

= −`+ r, deg
(
ĝ
(r)
`,±
)

= ±`,
deg

(
ĥ
(r)
`,+

)
= `− r, deg

(
ĥ
(r)
`,−
)

= −`− 1− r, ` ∈ N0, r ∈ Z.
(2.22)

We also note the following useful result (cf. [40]): Assume (2.1), then,

g`,+ − g−`,+ = αh`,+ + βf−`,+, ` ∈ N0,

g`,− − g−`,− = αh−`,− + βf`,−, ` ∈ N0.
(2.23)

Moreover, we note the following symmetries,

f̂`,±(c0,±, α, β) = ĥ`,∓(c0,∓, β, α), ĝ`,±(c0,±, α, β) = ĝ`,∓(c0,∓, β, α), ` ∈ N0.
(2.24)
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Next we relate the homogeneous coefficients f̂`,±, ĝ`,±, and ĥ`,± to certain matrix
elements of L, where L will later be identified as the Lax difference expression
associated with the Ablowitz–Ladik hierarchy. For this purpose it is useful to
introduce the standard basis {δm}m∈Z in `2(Z) by

δm = {δm,n}n∈Z, m ∈ Z, δm,n =

{
1, m = n,

0, m 6= n.
(2.25)

The scalar product in `2(Z), denoted by ( · , · ), is defined by

(f, g) =
∑

n∈Z
f(n)g(n), f, g ∈ `2(Z). (2.26)

In the standard basis just defined, we introduce the difference expression L by

L =




. . .
. . .

. . .
. . .

. . . 00 −α(0)ρ(−1) −β(−1)α(0) −α(1)ρ(0) ρ(0)ρ(1)
ρ(−1)ρ(0) β(−1)ρ(0) −β(0)α(1) β(0)ρ(1) 0

0 −α(2)ρ(1) −β(1)α(2) −α(3)ρ(2) ρ(2)ρ(3)

0
ρ(1)ρ(2) β(1)ρ(2) −β(2)α(3) β(2)ρ(3) 0

. . .
. . .

. . .
. . .

. . .




(2.27)

= ρ−ρ δeven S
−− + (β−ρ δeven − α+ρ δodd)S− − βα+

+ (βρ+ δeven − α++ρ+ δodd)S+ + ρ+ρ++ δodd S
++,

where

δeven = χ
2Z , δodd = 1− δeven = χ

2Z+1
. (2.28)

In particular, terms of the form −β(n)α(n+1) represent the diagonal (n, n)-entries,
n ∈ Z, in the infinite matrix (2.27). In addition, we used the abbreviation

ρ = γ1/2 = (1− αβ)1/2. (2.29)

Next, we introduce the unitary operator Uε̃ in `2(Z) by

Uε̃ =
(
ε̃(n)δm,n

)
(m,n)∈Z2 , ε̃(n) ∈ {1,−1}, n ∈ Z, (2.30)

and the sequence ε = {ε(n)}n∈Z ∈ CZ by

ε(n) = ε̃(n− 1)ε̃(n), n ∈ Z. (2.31)

A straightforward computation then shows that

Uε̃LU
−1
ε̃ = L̃ε, (2.32)

where L̃ε is associated with the sequences α̃ = α, β̃ = β, and ρ̃ = ερ. Moreover, the
recursion formalism in (2.5)–(2.12) yields coefficients which are polynomials in α,
β and some of their shifts and hence depends only quadratically on ρ. As a result,
the choice of square root of ρ(n), n ∈ Z, in (2.29) is immaterial when introducing
the AL hierarchy via the Lax equations (2.72).

The half-lattice (i.e., semi-infinite) version of L was rediscovered by Cantero,
Moral, and Velázquez [21] in 2003 in the special case where β = α (see also Simon
[52]–[54] who coined the term CMV matrix in this context).

The next result details the connections between L and the recursion coefficients
f`,±, g`,±, and h`,±:
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Lemma 2.4. Let n ∈ Z. Then the homogeneous coefficients {f̂`,±}`∈N0
, {ĝ`,±}`∈N0

,

and {ĥ`,±}`∈N0 satisfy the following relations:

f̂`,+(n) = α(n)(δn, L
`+1δn) + ρ(n)

{
(δn−1, L`+1δn), n even,

(δn, L
`+1δn−1), n odd,

` ∈ N0,

f̂`,−(n) = α(n)(δn, L
−`δn) + ρ(n)

{
(δn−1, L−`δn), n even,

(δn, L
−`δn−1), n odd,

` ∈ N0,

ĝ0,± = 1/2, ĝ`,±(n) = (δn, L
±`δn), ` ∈ N, (2.33)

ĥ`,+(n) = β(n)(δn, L
`δn) + ρ(n)

{
(δn, L

`δn−1), n even,

(δn−1, L`δn), n odd,
` ∈ N0,

ĥ`,−(n) = β(n)(δn, L
−`−1δn) + ρ(n)

{
(δn, L

−`−1δn−1), n even,

(δn−1, L−`−1δn), n odd,
` ∈ N0.

For the proof of Lemma 2.4 and some of its applications in connection with
conservation laws and the Hamiltonian formalism for the Ablowitz–Ladik hierarchy
we refer to [42].

Next we define the 2× 2 zero-curvature matrices

U(z) =

(
z α
zβ 1

)
(2.34)

and

Vp(z) = i

(
G−p (z) −F−p (z)

H−p (z) −K−p (z)

)
, p = (p−, p+) ∈ N2

0, (2.35)

for appropriate Laurent polynomials Fp(z), Gp(z), Hp(z), and Kp(z) in the spectral

parameter z ∈ C\{0} to be determined shortly. By postulating the stationary zero-
curvature relation,

0 = UVp − V +
p U, (2.36)

one concludes that (2.36) is equivalent with the following relations

z(G−p −Gp) + zβFp + αH−p = 0, (2.37)

zβF−p + αHp −Kp +K−p = 0, (2.38)

−Fp + zF−p + α(Gp +K−p ) = 0, (2.39)

zβ(G−p +Kp)− zHp +H−p = 0. (2.40)

In order to make the connection between the zero-curvature formalism and the
recursion relations (2.5)–(2.12), we now define Laurent polynomials Fp, Gp, Hp,

and Kp by1

Fp(z) =

p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
`, (2.41)

Gp(z) =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`, (2.42)

1In this paper, a sum is interpreted as zero whenever the upper limit in the sum is strictly less

than its lower limit.
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Hp(z) =

p−−1∑

`=0

hp−−1−`,−z
−` +

p+∑

`=1

hp+−`,+z
`, (2.43)

Kp(z) =

p−∑

`=0

gp−−`,−z
−` +

p+∑

`=1

gp+−`,+z
` = Gp(z) + gp−,− − gp+,+. (2.44)

The corresponding homogeneous quantities are defined by (` ∈ N0)

F̂0,∓(z) = 0, F̂`,−(z) =
∑̀

k=1

f̂`−k,−z
−k, F̂`,+(z) =

`−1∑

k=0

f̂`−1−k,+z
k,

Ĝ0,−(z) = 0, Ĝ`,−(z) =
∑̀

k=1

ĝ`−k,−z
−k,

Ĝ0,+(z) =
1

2
, Ĝ`,+(z) =

∑̀

k=0

ĝ`−k,+z
k,

Ĥ0,∓(z) = 0, Ĥ`,−(z) =

`−1∑

k=0

ĥ`−1−k,−z
−k, Ĥ`,+(z) =

∑̀

k=1

ĥ`−k,+z
k,

K̂0,−(z) =
1

2
, K̂`,−(z) =

∑̀

k=0

ĝ`−k,−z
−k = Ĝ`,−(z) + ĝ`,−,

K̂0,+(z) = 0, K̂`,+(z) =
∑̀

k=1

ĝ`−k,+z
k = Ĝ`,+(z)− ĝ`,+.

(2.45)

The stationary zero-curvature relation (2.36), 0 = UVp−V +
p U , is then equivalent

to

−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,− = 0, (2.46)

β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,− = 0. (2.47)

Thus, varying p± ∈ N0, equations (2.46) and (2.47) give rise to the stationary
Ablowitz–Ladik (AL) hierarchy which we introduce as follows

s-ALp(α, β) =

(−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,−

)
= 0,

p = (p−, p+) ∈ N2
0.

(2.48)

Explicitly (recalling γ = 1− αβ and taking p− = p+ for simplicity),

s-AL(0,0)(α, β) =

(
−c(0,0)α
c(0,0)β

)
= 0,

s-AL(1,1)(α, β) =

(
−γ(c0,−α− + c0,+α

+)− c(1,1)α
γ(c0,+β

− + c0,−β+) + c(1,1)β

)
= 0,

s-AL(2,2)(α, β) =




−γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)



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+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc., (2.49)

represent the first few equations of the stationary Ablowitz–Ladik hierarchy. Here
we introduced

cp = (cp−,− + cp+,+)/2, p± ∈ N0. (2.50)

By definition, the set of solutions of (2.48), with p± ranging in N0 and c`,± ∈ C,
` ∈ N0, represents the class of algebro-geometric Ablowitz–Ladik solutions.

In the following we will frequently assume that α, β satisfy the pth stationary
AL system s-ALp(α, β) = 0, supposing a particular choice of summation constants

c`,± ∈ C, ` = 0, . . . , p±, p± ∈ N0, has been made.
In accordance with our notation introduced in (2.16)–(2.18) and (2.45), the cor-

responding homogeneous stationary Ablowitz–Ladik equations are defined by

s-ÂLp(α, β) = s-ALp(α, β)
∣∣
c0,±=1, c`,±=0, `=1,...,p±

, p = (p−, p+) ∈ N2
0. (2.51)

In addition, one can show (cf. [40, Lemma 2.2]) that gp+,+ = gp−,− up to a
lattice constant which can be set equal to zero without loss of generality. Thus, we
will henceforth assume that

gp+,+ = gp−,−, (2.52)

which in turn implies that

Kp = Gp (2.53)

and hence renders Vp in (2.35) traceless in the stationary context. (We note

that equations (2.52) and (2.53) cease to be valid in the time-dependent context,
though.)

Remark 2.5. (i) The particular choice c0,+ = c0,− = 1 yields the stationary
Ablowitz–Ladik equation. Scaling c0,± with the same constant then amounts to
scaling Vp with this constant which drops out in the stationary zero-curvature

equation (2.36).
(ii) Different ratios between c0,+ and c0,− will lead to different stationary hierar-
chies. In particular, the choice c0,+ = 2, c0,− = · · · = cp−−1,− = 0, cp−,− 6= 0,
yields the stationary Baxter–Szegő hierarchy considered in detail in [33]. However,
in this case some parts from the recursion relation for the negative coefficients still
remain. In fact, (2.12) reduces to gp−,− − g−p−,− = αhp−−1,−, hp−−1,− = 0 and

thus requires gp−,− to be a constant in (2.48) and (2.64). Moreover, fp−−1,− = 0
in (2.48) in this case.

Next, taking into account (2.53), one infers that the expression Rp, defined as

Rp = G2
p − FpHp, (2.54)

is a lattice constant, that is, Rp−R−p = 0, by taking determinants in the stationary

zero-curvature equation (2.36). Hence, Rp(z) only depends on z, and assuming in

addition to (2.1) that

c0,± ∈ C \ {0}, p = (p−, p+) ∈ N2
0 \ {(0, 0)}, (2.55)
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one may write Rp as2

Rp(z) = (c20,+/4)z−2p−
2p+1∏

m=0

(z − Em), {Em}2p+1
m=0 ⊂ C \ {0},

p = p− + p+ − 1 ∈ N0.

(2.56)

Moreover, multiplying (2.54) by z2p− and taking z → 0 yields

2p+1∏

m=0

Em =
c20,−
c20,+

. (2.57)

Relation (2.54) allows one to introduce a hyperelliptic curve Kp of (arithmetic)
genus p = p− + p+ − 1 (possibly with a singular affine part), where

Kp : Fp(z, y) = y2 − 4c−20,+z
2p−Rp(z) = y2 −

2p+1∏

m=0

(z − Em) = 0, p = p− + p+ − 1.

(2.58)
Next we turn to the time-dependent Ablowitz–Ladik hierarchy. For that pur-

pose the coefficients α and β are now considered as functions of both the lattice
point and time. For each system in the hierarchy, that is, for each p±, we in-
troduce a deformation (time) parameter tp ∈ R in α, β, replacing α(n), β(n) by

α(n, tp), β(n, tp). Moreover, the definitions (2.34), (2.35), and (2.41)–(2.44) of U, Vp,

and Fp, Gp, Hp,Kp, respectively, still apply. Imposing the zero-curvature relation

Utp + UVp − V +
p U = 0, p ∈ N2

0, (2.59)

then results in the equations

αtp = i
(
zF−p + α(Gp +K−p )− Fp

)
, (2.60)

βtp = −i
(
β(G−p +Kp)−Hp + z−1H−p

)
, (2.61)

0 = z(G−p −Gp) + zβFp + αH−p , (2.62)

0 = zβF−p + αHp +K−p −Kp. (2.63)

Varying p ∈ N2
0, the collection of evolution equations

ALp(α, β) =

(−iαtp − α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
−iβtp + β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0,

tp ∈ R, p = (p−, p+) ∈ N2
0,

(2.64)

then defines the time-dependent Ablowitz–Ladik hierarchy. Explicitly, taking p− =
p+ for simplicity,

AL(0,0)(α, β) =

(
−iαt(0,0) − c(0,0)α
−iβt(0,0) + c(0,0)β

)
= 0,

AL(1,1)(α, β) =

(−iαt(1,1) − γ(c0,−α− + c0,+α
+)− c(1,1)α

−iβt(1,1) + γ(c0,+β
− + c0,−β+) + c(1,1)β

)
= 0,

AL(2,2)(α, β) (2.65)

2We use the convention that a product is to be interpreted equal to 1 whenever the upper limit

of the product is strictly less than its lower limit.
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=




−iαt(2,2) − γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

−iβt(2,2) + γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc.,

represent the first few equations of the time-dependent Ablowitz–Ladik hierarchy.
Here we recall the definition of cp in (2.50).

By (2.64), (2.6), and (2.10), the time derivative of γ = 1− αβ is given by

γtp = iγ
(
(gp+,+ − g−p+,+)− (gp−,− − g−p−,−)

)
. (2.66)

Remark 2.6. From (2.37)–(2.40) and the explicit computations of the coefficients
f`,±, g`,±, and h`,±, one concludes that the zero-curvature equation (2.59) and
hence the Ablowitz–Ladik hierarchy is invariant under the scaling transformation

α→ αc = {c α(n)}n∈Z, β → βc = {β(n)/c}n∈Z, c ∈ C \ {0}. (2.67)

Moreover, Rp = G2
p − HpFp and hence {Em}2p+1

m=0 are invariant under this trans-

formation. Furthermore, choosing c = eicpt, one verifies that it is no restriction
to assume cp = 0. This also indicates that stationary solutions α, β can only be

constructed up to a multiplicative constant (compare Theorem 3.7, in particular,
(3.64), (3.65)).

Finally, we briefly hint at explicit expressions of the Lax pair for the Ablowitz–
Ladik hierarchy. More details will be presented in [42]. First we need some notation.
Let T be a bounded operator in `2(Z). Given the standard basis (2.25) in `2(Z),
we represent T by

T =
(
T (m,n)

)
(m,n)∈Z2 , T (m,n) = (δm, T δn), (m,n) ∈ Z2. (2.68)

Moreover, we introduce the upper and lower triangular parts T± of T by

T± =
(
T±(m,n)

)
(m,n)∈Z2 , T±(m,n) =

{
T (m,n), ±(n−m) > 0,

0, otherwise.
(2.69)

Next, consider the finite difference expression Pp defined by

Pp =
i

2

p+∑

`=1

cp+−`,+
(
(L`)+ − (L`)−

)
− i

2

p−∑

`=1

cp−−`,−
(
(L−`)+ − (L−`)−

)

− i

2
cpQd, p = (p−, p+) ∈ N2

0, (2.70)

with L given by (2.27), cp = (cp−,−+cp+,+)/2, and Qd denoting the doubly infinite

diagonal matrix

Qd =
(
(−1)kδk,`

)
k,`∈Z. (2.71)

Then one can show that (L,Pp) represents the Lax pair for the Ablowitz–Ladik

equations (2.64) for p ∈ N2
0 \ {(0, 0}. In particular, the hierarchy of nonlinear

Ablowitz–Ladik evolution equations (2.64) then can alternatively be derived by
imposing the Lax commutator equations

Ltp(tp)− [Pp(tp), L(tp)] = 0, tp ∈ R, p ∈ N2
0. (2.72)
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For additional representations of Pp in terms of L and a particular factorization

of L we refer to [42]. The Ablowitz–Ladik Lax pair in the special defocusing case,
where β = α, in the finite-dimensional context, was recently derived by Nenciu [50].

In the special stationary case, where Pp and L commute, [Pp, L] = 0, they satisfy

an algebraic relationship of the type

P 2
p +Rp(L) = P 2

p + (c20,+/4)L−2p−
2p+1∏

m=0

(L− Em) = 0,

Rp(z) = (c20,+/4)z−2p−
2p+1∏

m=0

(z − Em), p = p− + p+ − 1.

(2.73)

Thus, the expression P 2
p +Rp(L) in (2.73) represents the Burchnall–Chaundy Lau-

rent polynomial of the Lax pair (L,Pp).

3. The Stationary Ablowitz–Ladik Formalism

This section is devoted to a detailed study of the stationary Ablowitz–Ladik
hierarchy and its algebro-geometric solutions. Our principal tools are derived from
combining the Laurent polynomial recursion formalism introduced in Section 2 and
a fundamental meromorphic function φ on a hyperelliptic curve Kp. With the help
of φ we study the Baker–Akhiezer vector Ψ, trace formulas, and theta function
representations of φ, Ψ, α, and β. For proofs of the elementary results of the
stationary formalism we refer to [39], [40].

Unless explicitly stated otherwise, we suppose throughout this section that

α, β ∈ CZ, α(n)β(n) /∈ {0, 1}, n ∈ Z, (3.1)

and assume (2.5)–(2.13), (2.34)–(2.36), (2.41)–(2.44), (2.48), (2.53), (2.54), (2.56),
keeping p ∈ N2

0 \ {(0, 0} fixed.
We recall the hyperelliptic curve

Kp : Fp(z, y) = y2 − 4c−20,+z
2p−Rp(z) = y2 −

2p+1∏

m=0

(z − Em) = 0, (3.2)

Rp(z) =

(
c0,+
2zp−

)2 2p+1∏

m=0

(z − Em), {Em}2p+1
m=0 ⊂ C \ {0}, p = p− + p+ − 1,

as introduced in (2.58). Throughout this section we assume the affine part of Kp
to be nonsingular, that is, we suppose that

Em 6= Em′ for m 6= m′, m,m′ = 0, 1, . . . , 2p+ 1. (3.3)

Kp is compactified by joining two points P∞± , P∞+ 6= P∞− , but for notational
simplicity the compactification is also denoted by Kp. Points P on Kp\{P∞+

, P∞−}
are represented as pairs P = (z, y), where y( · ) is the meromorphic function on Kp
satisfying Fp(z, y) = 0. The complex structure on Kp is then defined in the usual
way, see Appendix A. Hence, Kp becomes a two-sheeted hyperelliptic Riemann
surface of genus p in a standard manner.

We also emphasize that by fixing the curve Kp (i.e., by fixing E0, . . . , E2p+1),
the summation constants c1,±, . . . , cp±,± in fp±,±, gp±,±, and hp±,± (and hence in
the corresponding stationary s-ALp equations) are uniquely determined as is clear
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from (B.8) which establishes the summation constants c`,± as symmetric functions

of E±10 , . . . , E±12p+1.
For notational simplicity we will usually tacitly assume that p ∈ N and hence

p ∈ N2
0 \ {(0, 0), (0, 1), (1, 0)}.

We denote by {µj(n)}j=1,...,p and {νj(n)}j=1,...,p the zeros of ( · )p−Fp( · , n) and

( · )p−−1Hp( · , n), respectively. Thus, we may write

Fp(z) = −c0,+α+z−p−
p∏

j=1

(z − µj), (3.4)

Hp(z) = c0,+βz
−p−+1

p∏

j=1

(z − νj), (3.5)

and we recall that (cf. (2.54))

Rp −G2
p = −FpHp. (3.6)

The next step is crucial; it permits us to “lift” the zeros µj and νj of ( · )p−Fp and

( · )p−−1Hp from the complex plane C to the curve Kp. From (3.6) one infers that

Rp(z)−Gp(z)2 = 0, z ∈ {µj , νk}j,k=1,...,p. (3.7)

We now introduce {µ̂j}j=1,...,p ⊂ Kp and {ν̂j}j=1,...,p ⊂ Kp by

µ̂j(n) = (µj(n), (2/c0,+)µj(n)p−Gp(µj(n), n)), j = 1, . . . , p, n ∈ Z, (3.8)

and

ν̂j(n) = (νj(n),−(2/c0,+)νj(n)p−Gp(νj(n), n)), j = 1, . . . , p, n ∈ Z. (3.9)

We also introduce the points P0,± by

P0,± = (0,±(c0,−/c0,+)) ∈ Kp,
c20,−
c20,+

=

2p+1∏

m=0

Em. (3.10)

We emphasize that P0,± and P∞± are not necessarily on the same sheet of Kp.
Next we introduce the fundamental meromorphic function on Kp by

φ(P, n) =
(c0,+/2)z−p−y +Gp(z, n)

Fp(z, n)
(3.11)

=
−Hp(z, n)

(c0,+/2)z−p−y −Gp(z, n)
, (3.12)

P = (z, y) ∈ Kp, n ∈ Z,

with divisor (φ( · , n)) of φ( · , n) given by

(φ( · , n)) = DP0,−ν̂(n) −DP∞− µ̂(n), (3.13)

using (3.4) and (3.5). Here we abbreviated

µ̂ = {µ̂1, . . . , µ̂p}, ν̂ = {ν̂1, . . . , ν̂p} ∈ Symp(Kp). (3.14)

Given φ( · , n), the meromorphic stationary Baker–Akhiezer vector Ψ( · , n, n0) on
Kp is then defined by

Ψ(P, n, n0) =

(
ψ1(P, n, n0)

ψ2(P, n, n0)

)
,
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ψ1(P, n, n0) =





∏n
n′=n0+1

(
z + α(n′)φ−(P, n′)

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
z + α(n′)φ−(P, n′)

)−1
, n ≤ n0 − 1,

(3.15)

ψ2(P, n, n0) = φ(P, n0)





∏n
n′=n0+1

(
zβ(n′)φ−(P, n′)−1 + 1

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
zβ(n′)φ−(P, n′)−1 + 1

)−1
, n ≤ n0 − 1.

(3.16)

Basic properties of φ and Ψ are summarized in the following result.

Lemma 3.1 ([40]). Suppose that α, β satisfy (3.1) and the pth stationary Ablowitz–
Ladik system (2.48). Moreover, assume (3.2) and (3.3) and let P = (z, y) ∈ Kp \
{P∞+ , P∞− , P0,+, P0,−}, (n, n0) ∈ Z2. Then φ satisfies the Riccati-type equation

αφ(P )φ−(P )− φ−(P ) + zφ(P ) = zβ, (3.17)

as well as

φ(P )φ(P ∗) =
Hp(z)

Fp(z)
, (3.18)

φ(P ) + φ(P ∗) = 2
Gp(z)

Fp(z)
, (3.19)

φ(P )− φ(P ∗) = c0,+z
−p− y(P )

Fp(z)
. (3.20)

The vector Ψ satisfies

U(z)Ψ−(P ) = Ψ(P ), (3.21)

Vp(z)Ψ
−(P ) = −(i/2)c0,+z

−p−yΨ−(P ), (3.22)

ψ2(P, n, n0) = φ(P, n)ψ1(P, n, n0), (3.23)

ψ1(P, n, n0)ψ1(P ∗, n, n0) = zn−n0
Fp(z, n)

Fp(z, n0)
Γ(n, n0), (3.24)

ψ2(P, n, n0)ψ2(P ∗, n, n0) = zn−n0
Hp(z, n)

Fp(z, n0)
Γ(n, n0), (3.25)

ψ1(P, n, n0)ψ2(P ∗, n, n0) + ψ1(P ∗, n, n0)ψ2(P, n, n0) (3.26)

= 2zn−n0
Gp(z, n)

Fp(z, n0)
Γ(n, n0),

ψ1(P, n, n0)ψ2(P ∗, n, n0)− ψ1(P ∗, n, n0)ψ2(P, n, n0) (3.27)

= −c0,+zn−n0−p− y

Fp(z, n0)
Γ(n, n0),

where we used the abbreviation

Γ(n, n0) =





∏n
n′=n0+1 γ(n′), n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1 γ(n′)−1, n ≤ n0 − 1.

(3.28)



18 F. GESZTESY, H. HOLDEN, J. MICHOR, AND G. TESCHL

Combining the Laurent polynomial recursion approach of Section 2 with (3.4)
and (3.5) readily yields trace formulas for f`,± and h`,± in terms of symmetric
functions of the zeros µj and νk of ( · )p−Fp and ( · )p−−1Hp, respectively. For

simplicity we just record the simplest cases.

Lemma 3.2 ([40]). Suppose that α, β satisfy (3.1) and the pth stationary Ablowitz–
Ladik system (2.48). Then,

α

α+
= (−1)p+1 c0,+

c0,−

p∏

j=1

µj , (3.29)

β+

β
= (−1)p+1 c0,+

c0,−

p∏

j=1

νj , (3.30)

p∑

j=1

µj = α+β − γ+α
++

α+
− c1,+
c0,+

, (3.31)

p∑

j=1

νj = α+β − γ β
−

β
− c1,+
c0,+

. (3.32)

Next we turn to asymptotic properties of φ and Ψ in a neighborhood of P∞±
and P0,±.

Lemma 3.3 ([40]). Suppose that α, β satisfy (3.1) and the pth stationary Ablowitz–
Ladik system (2.48). Moreover, let P = (z, y) ∈ Kp \ {P∞+

, P∞− , P0,+, P0,−},
(n, n0) ∈ Z2. Then φ has the asymptotic behavior

φ(P ) =
ζ→0

{
β + β−γζ +O(ζ2), P → P∞+

,

−(α+)−1ζ−1 + (α+)−2α++γ+ +O(ζ), P → P∞− ,
ζ = 1/z,

(3.33)

φ(P ) =
ζ→0

{
α−1 − α−2α−γζ +O(ζ2), P → P0,+,

−β+ζ − β++γ+ζ2 +O(ζ3), P → P0,−,
ζ = z. (3.34)

The components of the Baker–Akhiezer vector Ψ have the asymptotic behavior

ψ1(P, n, n0) =
ζ→0

{
ζn0−n(1 +O(ζ)), P → P∞+ ,
α+(n)
α+(n0)

Γ(n, n0) +O(ζ), P → P∞− ,
ζ = 1/z, (3.35)

ψ1(P, n, n0) =
ζ→0

{
α(n)
α(n0)

+O(ζ), P → P0,+,

ζn−n0Γ(n, n0)(1 +O(ζ)), P → P0,−,
ζ = z, (3.36)

ψ2(P, n, n0) =
ζ→0

{
β(n)ζn0−n(1 +O(ζ)), P → P∞+

,

− 1
α+(n0)

Γ(n, n0)ζ−1(1 +O(ζ)), P → P∞− ,
ζ = 1/z, (3.37)

ψ2(P, n, n0) =
ζ→0

{
1

α(n0)
+O(ζ), P → P0,+,

−β+(n)Γ(n, n0)ζn+1−n0(1 +O(ζ)), P → P0,−,
ζ = z.

(3.38)

The divisors (ψj) of ψj, j = 1, 2, are given by

(ψ1( · , n, n0)) = Dµ̂(n) −Dµ̂(n0) + (n− n0)(DP0,− −DP∞+
), (3.39)
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(ψ2( · , n, n0)) = Dν̂(n) −Dµ̂(n0) + (n− n0)(DP0,− −DP∞+
) +DP0,− −DP∞− .

(3.40)

Since nonspecial divisors play a fundamental role in this section and the next,
we now take a closer look at them.

Lemma 3.4 ([40]). Suppose that α, β satisfy (3.1) and the pth stationary Ablowitz–
Ladik system (2.48). Moreover, assume (3.2) and (3.3) and let n ∈ Z. Let Dµ̂,

µ̂ = {µ̂1, . . . , µ̂p}, and Dν̂ , ν̂ = {ν̂1, . . . , ν̂p}, be the pole and zero divisors of degree
p, respectively, associated with α, β, and φ defined according to (3.8) and (3.9),
that is,

µ̂j(n) = (µj(n), (2/c0,+)µj(n)p−Gp(µj(n), n)), j = 1, . . . , p,

ν̂j(n) = (νj(n),−(2/c0,+)νj(n)p−Gp(νj(n), n)), j = 1, . . . , p.
(3.41)

Then Dµ̂(n) and Dν̂(n) are nonspecial for all n ∈ Z.

Next, we shall provide an explicit representation of φ, Ψ, α, and β in terms of
the Riemann theta function associated with Kp. We freely employ the notation
established in Appendix A. (We recall our tacit assumption p ∈ N to avoid the
trivial case p = 0.)

Let θ denote the Riemann theta function associated with Kp and introduce a
fixed homology basis {aj , bj}j=1,...,p on Kp. Choosing as a convenient fixed base
point one of the branch points, Q0 = (Em0 , 0), the Abel maps AQ0

and αQ0
are

defined by (A.20) and (A.21) and the Riemann vector ΞQ0
is given by (A.31). Let

ω
(3)
P+,P− be the normal differential of the third kind holomorphic on Kp \ {P+, P−}

with simple poles at P± and residues ±1, respectively. In particular, one obtains

for ω
(3)
P0,−,P∞±

,

ω
(3)
P0,−,P∞±

=

(
y + y0,−

z
∓

p∏

j=1

(z − λ±,j)
)
dz

2y
, P0,− = (0, y0,−), (3.42)

where the constants {λ±,j}pj=1 ⊂ C are uniquely determined by employing the
normalization ∫

aj

ω
(3)
P0,−,P∞±

= 0, j = 1, . . . , p. (3.43)

The explicit formula (3.42) then implies the following asymptotic expansions (using
the local coordinate ζ = z near P0,± and ζ = 1/z near P∞±),

∫ P

Q0

ω
(3)
P0,−,P∞−

=
ζ→0

{
0

ln(ζ)

}
+ ω0,±

0 (P0,−, P∞−) +O(ζ) as P → P0,±, (3.44)

∫ P

Q0

ω
(3)
P0,−,P∞−

=
ζ→0

{
0

− ln(ζ)

}
+ ω

∞±
0 (P0,−, P∞−) +O(ζ) as P → P∞± , (3.45)

∫ P

Q0

ω
(3)
P0,−,P∞+

=
ζ→0

{
0

ln(ζ)

}
+ ω0,±

0 (P0,−, P∞+) +O(ζ) as P → P0,±, (3.46)

∫ P

Q0

ω
(3)
P0,−,P∞+

=
ζ→0

{
− ln(ζ)

0

}
+ ω

∞±
0 (P0,−, P∞+

) +O(ζ) as P → P∞± . (3.47)
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Lemma 3.5. With ω∞σ
0 (P0,−, P∞±) and ω0,σ′

0 (P0,−, P∞±), σ, σ′ ∈ {+,−}, defined
as in (3.44)–(3.47) one has

exp
(
ω0,−
0 (P0,−, P∞±)− ω∞+

0 (P0,−, P∞±)

− ω∞−0 (P0,−, P∞±) + ω0,+
0 (P0,−, P∞±)

)
= 1.

(3.48)

Proof. Pick Q1,± = (z1,±y1) ∈ Kp \ {P∞±} in a neighborhood of P∞± and Q2,± =
(z2,±y2) ∈ Kp \ {P0,±} in a neighborhood of P0,±. Without loss of generality one
may assume that P∞+

and P0,+ lie on the same sheet. Then by (3.42),
∫ Q2,−

Q0

ω
(3)
P0,−,P∞−

−
∫ Q1,+

Q0

ω
(3)
P0,−,P∞−

−
∫ Q1,−

Q0

ω
(3)
P0,−,P∞−

+

∫ Q2,+

Q0

ω
(3)
P0,−,P∞−

=

∫ Q2,+

Q0

dz

z
−
∫ Q1,+

Q0

dz

z
= ln(z2)− ln(z1) + 2πik, (3.49)

for some k ∈ Z. On the other hand, by (3.44)–(3.47) one obtains
∫ Q2,−

Q0

ω
(3)
P0,−,P∞−

−
∫ Q1,+

Q0

ω
(3)
P0,−,P∞−

−
∫ Q1,−

Q0

ω
(3)
P0,−,P∞−

+

∫ Q2,+

Q0

ω
(3)
P0,−,P∞−

= ln(z2) + ln(1/z1) + ω0,−
0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−)

− ω∞−0 (P0,−, P∞−) + ω0,+
0 (P0,−, P∞−) +O(z2) +O(1/z1), (3.50)

and hence the part of (3.48) concerning ω
(3)
P0,−,P∞−

follows. The corresponding

result for ω
(3)
P0,−,P∞+

is proved analogously. �

In the following it will be convenient to use the abbreviation

z(P,Q) = ΞQ0
−AQ0

(P ) + αQ0
(DQ),

P ∈ Kp, Q = {Q1, . . . , Qp} ∈ Symp(Kp).
(3.51)

We note that z( · , Q) is independent of the choice of base point Q0.
For later use we state the following result.

Lemma 3.6. The following relations hold:

z(P∞+
, µ̂+) = z(P∞− , ν̂) = z(P0,−, µ̂) = z(P0,+, ν̂

+), (3.52)

z(P∞+
, ν̂+) = z(P0,−, ν̂), z(P0,+, µ̂

+) = z(P∞− , µ̂). (3.53)

Proof. We indicate the proof of some of the relations to be used in (3.69) and (3.70).

Let λ̂ denote either µ̂ or ν̂. Then,

z(P0,+, λ̂
+

) = ΞQ0
−AQ0

(P0,+) + αQ0
(D

λ̂
+)

= ΞQ0
−AQ0

(P0,+) + αQ0
(Dλ̂) +AP0,−(P∞+)

= ΞQ0
−AQ0

(P∞−) + αQ0
(Dλ̂)

= z(P∞− , λ̂), (3.54)

z(P∞+
, λ̂

+
) = ΞQ0

−AQ0
(P∞+

) + αQ0
(D

λ̂
+)

= ΞQ0
−AQ0

(P∞+) + αQ0
(Dλ̂) +AP0,−(P∞+)

= ΞQ0
−AQ0

(P0,−) + αQ0
(Dλ̂)
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= z(P0,−, λ̂), etc. (3.55)

Here we used AQ0
(P ∗) = −AQ0

(P ), P ∈ Kp, since Q0 is a branch point of Kp,
and αQ0

(D
λ̂
+) = αQ0

(Dλ̂) + AP0,−(P∞+). The latter equality immediately follows

from (3.39) in the case λ̂ = µ̂ and from combining (3.13) and (3.40) in the case

λ̂ = ν̂. �

Given these preparations, the theta function representations of φ, ψ1, ψ2, α, and
β then read as follows.

Theorem 3.7. Suppose that α, β satisfy (3.1) and the pth stationary Ablowitz–
Ladik system (2.48). Moreover, assume hypothesis (3.2) and (3.3), and let P ∈
Kp \ {P∞+

, P∞− , P0,+, P0,−} and (n, n0) ∈ Z2. Then for each n ∈ Z, Dµ̂(n) and

Dν̂(n) are nonspecial. Moreover,

φ(P, n) = C(n)
θ(z(P, ν̂(n)))

θ(z(P, µ̂(n)))
exp

(∫ P

Q0

ω
(3)
P0,−,P∞−

)
, (3.56)

ψ1(P, n, n0) = C(n, n0)
θ(z(P, µ̂(n)))

θ(z(P, µ̂(n0)))
exp

(
(n− n0)

∫ P

Q0

ω
(3)
P0,−,P∞+

)
, (3.57)

ψ2(P, n, n0) = C(n)C(n, n0)
θ(z(P, ν̂(n)))

θ(z(P, µ̂(n0)))

× exp

(∫ P

Q0

ω
(3)
P0,−,P∞−

+ (n− n0)

∫ P

Q0

ω
(3)
P0,−,P∞+

)
, (3.58)

where

C(n) = (−1)n−n0 exp
(
(n− n0)(ω0,−

0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−))
)

× 1

α(n0)
exp

(
− ω0,+

0 (P0,−, P∞−)
)θ(z(P0,+, µ̂(n0)))

θ(z(P0,+, ν̂(n0)))
, (3.59)

C(n, n0) = exp
(
− (n− n0)ω

∞+

0 (P0,−, P∞+
)
)θ(z(P∞+

, µ̂(n0)))

θ(z(P∞+ , µ̂(n)))
. (3.60)

The Abel map linearizes the auxiliary divisors Dµ̂(n) and Dν̂(n) in the sense that

αQ0
(Dµ̂(n)) = αQ0

(Dµ̂(n0)) + (n− n0)AP0,−(P∞+
), (3.61)

αQ0
(Dν̂(n)) = αQ0

(Dν̂(n0)) + (n− n0)AP0,−(P∞+
), (3.62)

in addition,

αQ0
(Dν̂(n)) = αQ0

(Dµ̂(n))−AQ0
(P0,−) +AQ0

(P∞−)

= αQ0
(Dµ̂(n)) +AP0,−(P∞−). (3.63)

Finally, α, β are of the form

α(n) = α(n0)(−1)n−n0 exp
(
− (n− n0)(ω0,−

0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−))
)

×
θ(z(P0,+, ν̂(n0)))θ(z(P0,+, µ̂(n)))

θ(z(P0,+, µ̂(n0)))θ(z(P0,+, ν̂(n)))
, (3.64)

β(n) = β(n0)(−1)n−n0 exp
(
(n− n0)(ω0,−

0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−))
)

×
θ(z(P∞+ , µ̂(n0)))θ(z(P∞+ , ν̂(n)))

θ(z(P∞+
, ν̂(n0)))θ(z(P∞+

, µ̂(n)))
, (3.65)
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α(n)β(n) = exp
(
ω
∞+

0 (P0,−, P∞−)− ω0,+
0 (P0,−, P∞−)

)

×
θ(z(P0,+, µ̂(n)))θ(z(P∞+

, ν̂(n)))

θ(z(P0,+, ν̂(n)))θ(z(P∞+
, µ̂(n)))

, (3.66)

Γ(n, n0) = exp
(
(n− n0)(ω0,−

0 (P0,−, P∞+)− ω∞+

0 (P0,−, P∞+))
)

×
θ(z(P0,−, µ̂(n)))θ(z(P∞+

, µ̂(n0)))

θ(z(P0,−, µ̂(n0)))θ(z(P∞+
, µ̂(n)))

. (3.67)

Proof. Applying Abel’s theorem (cf. Theorem A.1, (A.29)) to (3.13) proves (3.63),
and applying it to (3.39), (3.40) results in (3.61) and (3.62). By Lemma 3.4,
Dµ̂ and Dν̂ are nonspecial. By equation (3.13) and Theorem A.3, φ(P, n) exp

(
−

∫ P
Q0
ω
(3)
P0,−,P∞−

)
must be of the type

φ(P, n) exp

(
−
∫ P

Q0

ω
(3)
P0,−,P∞−

)
= C(n)

θ(z(P, ν̂(n)))

θ(z(P, µ̂(n)))
(3.68)

for some constant C(n). A comparison of (3.68) and the asymptotic relations
(3.33) then yields, with the help of (3.44), (3.45) and (3.52), (3.53), the following
expressions for α and β:

(α+)−1 = C+eω
0,+
0 (P0,−,P∞− ) θ(z(P0,+, ν̂

+))

θ(z(P0,+, µ̂
+))

= C+eω
0,+
0 (P0,−,P∞− ) θ(z(P∞− , ν̂))

θ(z(P∞− , µ̂))

= −Ceω
∞−
0 (P0,−,P∞− ) θ(z(P∞− , ν̂))

θ(z(P∞− , µ̂))
. (3.69)

Similarly one obtains

β+ = C+eω
∞+
0 (P0,−,P∞− ) θ(z(P∞+

, ν̂+))

θ(z(P∞+
, µ̂+))

= C+eω
∞+
0 (P0,−,P∞− ) θ(z(P0,−, ν̂))

θ(z(P0,−, µ̂))

= −Ceω
0,−
0 (P0,−,P∞− ) θ(z(P0,−, ν̂))

θ(z(P0,−, µ̂))
. (3.70)

Here we used (3.61) and (3.62), more precisely,

αQ0
(Dµ̂+) = αQ0

(Dµ̂) +AP0,−(P∞+
), αQ0

(Dν̂+) = αQ0
(Dν̂) +AP0,−(P∞+

).

(3.71)
Thus, one concludes

C(n+ 1) = − exp
[
ω0,−
0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−)
]
C(n), n ∈ Z, (3.72)

and

C(n+ 1) = − exp
[
ω
∞−
0 (P0,−, P∞−)− ω0,+

0 (P0,−, P∞−)
]
C(n), n ∈ Z, (3.73)

which is consistent with (3.48). The first-order difference equation (3.72) then
implies

C(n) = (−1)(n−n0) exp
[
(n− n0)(ω0,−

0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−))
]
C(n0),

n, n0 ∈ Z. (3.74)
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Thus one infers (3.64) and (3.65). Moreover, (3.74) and taking n = n0 in the first
line in (3.69) yield (3.59). Dividing the first line in (3.70) by the first line in (3.69)
then proves (3.66).

By (3.39) and Theorem A.3, ψ1(P, n, n0) must be of the type (3.57). A compar-
ison of (3.15), (3.33), and (3.57) as P → P∞+

(with local coordinate ζ = 1/z) then
yields

ψ1(P, n, n0) =
ζ→0

ζn0−n(1 +O(ζ)) (3.75)

and

ψ1(P, n, n0) =
ζ→0

C(n, n0)
θ(z(P∞+

, µ̂(n)))

θ(z(P∞+ , µ̂(n0)))

× exp
[
(n− n0)ω

∞+

0 (P0,−, P∞+)
]
ζn0−n(1 +O(ζ)) (3.76)

proving (3.60). Equation (3.58) is clear from (3.23), (3.56), and (3.57).
Finally, a comparison of (3.36) and (3.57) as P → P0,− (with local coordinate

ζ = z) yields

ψ1(P, n, n0) =
ζ→0

Γ(n, n0)ζn−n0(1 +O(ζ)) (3.77)

=
ζ→0

C(n, n0)
θ(z(P0,−, µ̂(n)))

θ(z(P0,−, µ̂(n0)))
exp

(
(n− n0)ω0,−

0 (P0,−, P∞+
)
)

× ζn−n0(1 +O(ζ)) (3.78)

and hence

Γ(n, n0) = C(n, n0)
θ(z(P0,−, µ̂(n)))

θ(z(P0,−, µ̂(n0)))
exp

(
(n− n0)ω0,−

0 (P0,−, P∞+
)
)

= exp
(
(n− n0)(ω0,−

0 (P0,−, P∞+
)− ω∞+

0 (P0,−, P∞+
))
)

×
θ(z(P0,−, µ̂(n)))θ(z(P∞+

, µ̂(n0)))

θ(z(P0,−, µ̂(n0)))θ(z(P∞+
, µ̂(n)))

(3.79)

using (3.60). �

We note that the apparent n0-dependence of C(n) in the right-hand side of (3.59)
actually drops out to ensure the n0-independence of φ in (3.56).

The theta function representations (3.64), (3.65) for α, β and that for Γ in (3.67)
also show that γ(n) /∈ {0, 1} for all n ∈ Z, and hence condition (3.1) is satisfied for
the stationary algebro-geometric AL solutions discussed in this section, provided
the associated divisors Dµ̂(n) and Dν̂(n) stay away from P∞± , P0,± for all n ∈ Z.

The stationary algebro-geometric initial value problem for the Ablowitz–Ladik
hierarchy with complex-valued initial data, that is, the construction of α and β
by starting from a set of initial data (nonspecial divisors) of full measure, will be
presented in [41].

4. The Time-Dependent Ablowitz–Ladik Formalism

In this section we extend the algebro-geometric analysis of Section 3 to the time-
dependent Ablowitz–Ladik hierarchy. For proofs of the elementary results of the
time-dependent formalism we refer to [39], [40].

For most of this section we assume the following hypothesis.
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Hypothesis 4.1. (i) Suppose that α, β satisfy

α( · , t), β( · , t) ∈ CZ, t ∈ R, α(n, · ), β(n, · ) ∈ C1(R), n ∈ Z,
α(n, t)β(n, t) /∈ {0, 1}, (n, t) ∈ Z× R.

(4.1)

(ii) Assume that the hyperelliptic curve Kp satisfies (3.2) and (3.3).

The basic problem in the analysis of algebro-geometric solutions of the Ablowitz–
Ladik hierarchy consists of solving the time-dependent rth Ablowitz–Ladik flow
with initial data a stationary solution of the pth system in the hierarchy. More

precisely, given p ∈ N2
0\{(0, 0} we consider a solution α(0), β(0) of the pth stationary

Ablowitz–Ladik system s-ALp(α
(0), β(0)) = 0, p = (p−, p+) ∈ N2

0\{(0, 0}, associated

with the hyperelliptic curve Kp and a corresponding set of summation constants
{c`,±}`=1,...,p± ⊂ C. Next, let r = (r−, r+) ∈ N2

0; we intend to construct a solution

α, β of the Ablowitz–Ladik flow ALr(α, β) = 0 with α(t0,r) = α(0), β(t0,r) = β(0) for
some t0,r ∈ R. To emphasize that the summation constants in the definitions of the
stationary and the time-dependent Ablowitz–Ladik equations are independent of
each other, we indicate this by adding a tilde on all the time-dependent quantities.

Hence we shall employ the notation Ṽr, F̃r, G̃r, H̃r, K̃r, f̃s,±, g̃s,±, h̃s,±, c̃s,±,
in order to distinguish them from Vp, Fp, Gp, Hp, Kp, f`,±, g`,±, h`,±, c`,±, in

the following. In addition, we will follow a more elaborate notation inspired by
Hirota’s τ -function approach and indicate the individual rth Ablowitz–Ladik flow
by a separate time variable tr ∈ R.

Summing up, we are looking for solutions α, β of the time-dependent algebro-
geometric initial value problem

ÃLr(α, β) =

(
−iαtr − α(g̃r+,+ + g̃−r−,−) + f̃r+−1,+ − f̃−r−−1,−
−iβtr + β(g̃−r+,+ + g̃r−,−)− h̃r−−1,− + h̃−r+−1,+

)
= 0,

(α, β)
∣∣
t=t0,r

=
(
α(0), β(0)

)
,

(4.2)

s-ALp
(
α(0), β(0)

)
=

(
−α(0)(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(0)(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0 (4.3)

for some t0,r ∈ R, where α = α(n, tr), β = β(n, tr) satisfy (4.1) and a fixed curve

Kp is associated with the stationary solutions α(0), β(0) in (4.3). Here,

p = (p−, p+) ∈ N2
0 \ {(0, 0)}, r = (r−, r+) ∈ N2

0, p = p− + p+ − 1. (4.4)

In terms of the zero-curvature formulation this amounts to solving

Utr (z, tr) + U(z, tr)Ṽr(z, tr)− Ṽ +
r (z, tr)U(z, tr) = 0, (4.5)

U(z, t0,r)Vp(z, t0,r)− V +
p (z, t0,r)U(z, t0,r) = 0. (4.6)

One can show (cf. [41]) that the stationary Ablowitz–Ladik system (4.6) is actually
satisfied for all times tr ∈ R. Thus, we impose

Utr (z, tr) + U(z, tr)Ṽr(z, tr)− Ṽ +
r (z, tr)U(z, tr) = 0, (4.7)

U(z, tr)Vp(z, tr)− V +
p (z, tr)U(z, tr) = 0, (4.8)
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instead of (4.5) and (4.6). For further reference, we recall the relevant quantities
here (cf. (2.34), (2.35), (2.41)–(2.43), (2.53)):

U(z) =

(
z α
zβ 1

)
,

Vp(z) = i

(
G−p (z) −F−p (z)

H−p (z) −G−p (z)

)
, Ṽr(z) = i

(
G̃−r (z) −F̃−r (z)

H̃−r (z) −K̃−r (z)

)
,

(4.9)

and

Fp(z) =

p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
` = −c0,+α+z−p−

p∏

j=1

(z − µj),

Gp(z) =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`,

Hp(z) =

p−−1∑

`=0

hp−−1−`,−z
−` +

p+∑

`=1

hp+−`,+z
` = c0,+βz

−p−+1

p∏

j=1

(z − νj),

F̃r(z) =

r−∑

s=1

f̃r−−s,−z
−s +

r+−1∑

s=0

f̃r+−1−s,+z
s, (4.10)

G̃r(z) =

r−∑

s=1

g̃r−−s,−z
−s +

r+∑

s=0

g̃r+−s,+z
s,

H̃r(z) =

r−−1∑

s=0

h̃r−−1−s,−z
−s +

r+∑

s=1

h̃r+−s,+z
s,

K̃r(z) =

r−∑

s=0

g̃r−−s,−z
−s +

r+∑

s=1

g̃r+−s,+z
s = G̃r(z) + g̃r−,− − g̃r+,+

for fixed p ∈ N2
0 \ {(0, 0)}, r ∈ N2

0. Here f`,±, f̃s,±, g`,±, g̃s,±, h`,±, and h̃s,± are
defined as in (2.5)–(2.12) with appropriate sets of summation constants c`,±, ` ∈ N0,
and c̃k,±, k ∈ N0. Explicitly, (4.7) and (4.8) are equivalent to (cf. (2.37)–(2.40),
(2.60)–(2.63)),

αtr = i
(
zF̃−r + α(G̃r + K̃−r )− F̃r

)
, (4.11)

βtr = −i
(
β(G̃−r + K̃r)− H̃r + z−1H̃−r

)
, (4.12)

0 = z(G̃−r − G̃r) + zβF̃r + αH̃−r , (4.13)

0 = zβF̃−r + αH̃r + K̃−r − K̃r, (4.14)

0 = z(G−p −Gp) + zβFp + αH−p , (4.15)

0 = zβF−p + αHp −Gp +G−p , (4.16)

0 = −Fp + zF−p + α(Gp +G−p ), (4.17)

0 = zβ(Gp +G−p )− zHp +H−p , (4.18)

respectively. In particular, (2.54) holds in the present tr-dependent setting, that is,

G2
p − FpHp = Rp. (4.19)
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As in the stationary context (3.8), (3.9) we introduce

µ̂j(n, tr) = (µj(n, tr), (2/c0,+)µj(n, tr)
p−Gp(µj(n, tr), n, tr)) ∈ Kp,
j = 1, . . . , p, (n, tr) ∈ Z× R,

(4.20)

and

ν̂j(n, tr) = (νj(n, tr),−(2/c0,+)νj(n, tr)
p−Gp(νj(n, tr), n, tr)) ∈ Kp,
j = 1, . . . , p, (n, tr) ∈ Z× R,

(4.21)

and note that the regularity assumptions (4.1) on α, β imply continuity of µj and
νk with respect to tr ∈ R (away from collisions of these zeros, µj and νk are of
course C∞).

In analogy to (3.11), (3.12), one defines the following meromorphic function
φ( · , n, tr) on Kp,

φ(P, n, tr) =
(c0,+/2)z−p−y +Gp(z, n, tr)

Fp(z, n, tr)
(4.22)

=
−Hp(z, n, tr)

(c0,+/2)z−p−y −Gp(z, n, tr)
, (4.23)

P = (z, y) ∈ Kp, (n, tr) ∈ Z× R,

with divisor (φ( · , n, tr)) of φ( · , n, tr) given by

(φ( · , n, tr)) = DP0,−ν̂(n,tr) −DP∞− µ̂(n,tr). (4.24)

The time-dependent Baker–Akhiezer vector is then defined in terms of φ by

Ψ(P, n, n0, tr, t0,r) =

(
ψ1(P, n, n0, tr, t0,r)
ψ2(P, n, n0, tr, t0,r)

)
, (4.25)

ψ1(P, n, n0, tr, t0,r) = exp

(
i

∫ tr

t0,r

ds
(
G̃r(z, n0, s)− F̃r(z, n0, s)φ(P, n0, s)

))

×





∏n
n′=n0+1

(
z + α(n′, tr)φ−(P, n′, tr)

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
z + α(n′, tr)φ−(P, n′, tr)

)−1
, n ≤ n0 − 1,

(4.26)

ψ2(P, n, n0, tr, t0,r) = exp

(
i

∫ tr

t0,r

ds
(
G̃r(z, n0, s)− F̃r(z, n0, s)φ(P, n0, s)

))

× φ(P, n0, tr)





∏n
n′=n0+1

(
zβ(n′, tr)φ−(P, n′, tr)−1 + 1

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
zβ(n′, tr)φ−(P, n′, tr)−1 + 1

)−1
, n ≤ n0 − 1,

(4.27)

P = (z, y) ∈ Kp \ {P∞+ , P∞− , P0,+, P0,−}, (n, tr) ∈ Z× R.

One observes that

ψ1(P, n, n0, tr, t̃r) = ψ1(P, n0, n0, tr, t̃r)ψ1(P, n, n0, tr, tr),

P = (z, y) ∈ Kp \ {P∞+ , P∞− , P0,+, P0,−}, (n, n0, tr, t̃r) ∈ Z2 × R2.
(4.28)

The following lemma records basic properties of φ and Ψ in analogy to the
stationary case discussed in Lemma 3.1.
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Lemma 4.2 ([40]). Assume Hypothesis 4.1 and suppose that (4.7), (4.8) hold. In
addition, let P = (z, y) ∈ Kp \ {P∞+ , P∞−}, (n, n0, tr, t0,r) ∈ Z2 × R2. Then φ
satisfies

αφ(P )φ−(P )− φ−(P ) + zφ(P ) = zβ, (4.29)

φtr (P ) = iF̃rφ
2(P )− i

(
G̃r(z) + K̃r(z)

)
φ(P ) + iH̃r(z), (4.30)

φ(P )φ(P ∗) =
Hp(z)

Fp(z)
, (4.31)

φ(P ) + φ(P ∗) = 2
Gp(z)

Fp(z)
, (4.32)

φ(P )− φ(P ∗) = c0,+z
−p− y(P )

Fp(z)
. (4.33)

Moreover, assuming P = (z, y) ∈ Kp \ {P∞+
, P∞− , P0,+, P0,−}, then Ψ satisfies

ψ2(P, n, n0, tr, t0,r) = φ(P, n, tr)ψ1(P, n, n0, tr, t0,r), (4.34)

U(z)Ψ−(P ) = Ψ(P ), (4.35)

Vp(z)Ψ
−(P ) = −(i/2)c0,+z

−p−yΨ−(P ), (4.36)

Ψtr (P ) = Ṽ +
r (z)Ψ(P ), (4.37)

ψ1(P, n, n0, tr, t0,r)ψ1(P ∗, n, n0, tr, t0,r) = zn−n0
Fp(z, n, tr)

Fp(z, n0, t0,r)
Γ(n, n0, tr), (4.38)

ψ2(P, n, n0, tr, t0,r)ψ2(P ∗, n, n0, tr, t0,r) = zn−n0
Hp(z, n, tr)

Fp(z, n0, t0,r)
Γ(n, n0, tr), (4.39)

ψ1(P, n, n0, tr, t0,r)ψ2(P ∗, n, n0, tr, t0,r) + ψ1(P ∗, n, n0, tr, t0,r)ψ2(P, n, n0, tr, t0,r)

= 2zn−n0
Gp(z, n, tr)

Fp(z, n0, t0,r)
Γ(n, n0, tr), (4.40)

ψ1(P, n, n0, tr, t0,r)ψ2(P ∗, n, n0, tr, t0,r)− ψ1(P ∗, n, n0, tr, t0,r)ψ2(P, n, n0, tr, t0,r)

= −c0,+zn−n0−p− y

Fp(z, n0, t0,r)
Γ(n, n0, tr), (4.41)

where

Γ(n, n0, tr) =





∏n
n′=n0+1 γ(n′, tr), n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1 γ(n′, tr)−1, n ≤ n0 − 1.

(4.42)

In addition, as long as the zeros µj(n0, s) of ( · )p−Fp( · , n0, s) are all simple and

distinct from zero for s ∈ Iµ, Iµ ⊆ R an open interval, Ψ( · , n, n0, tr, t0,r) is mero-
morphic on Kp \ {P∞+ , P∞− , P0,+, P0,−} for (n, tr, t0,r) ∈ Z× I2µ.

Next we consider the tr-dependence of Fp, Gp, and Hp.

Lemma 4.3 ([40]). Assume Hypothesis 4.1 and suppose that (4.7), (4.8) hold. In
addition, let (z, n, tr) ∈ C× Z× R. Then,

Fp,tr = −2iGpF̃r + i
(
G̃r + K̃r

)
Fp, (4.43)

Gp,tr = iFpH̃r − iHpF̃r, (4.44)
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Hp,tr = 2iGpH̃r − i
(
G̃r + K̃r

)
Hp. (4.45)

In particular, (4.43)–(4.45) are equivalent to

Vp,tr =
[
Ṽr, Vp

]
. (4.46)

Next we turn to the Dubrovin equations for the time variation of the zeros µj of

( · )p−Fp and νj of ( · )p−−1Hp governed by the ÃLr flow.

Lemma 4.4 ([40]). Assume Hypothesis 4.1 and suppose that (4.7), (4.8) hold on
Z × Iµ with Iµ ⊆ R an open interval. In addition, assume that the zeros µj, j =
1, . . . , p, of ( · )p−Fp( · ) remain distinct and nonzero on Z×Iµ. Then {µ̂j}j=1,...,p,

defined in (4.20), satisfies the following first-order system of differential equations
on Z× Iµ,

µj,tr = −iF̃r(µj)y(µ̂j)(α
+)−1

p∏

k=1
k 6=j

(µj − µk)−1, j = 1, . . . , p, (4.47)

with
µ̂j(n, ·) ∈ C∞(Iµ,Kp), j = 1, . . . , p, n ∈ Z. (4.48)

For the zeros νj, j = 1, . . . , p, of ( · )p−−1Hp( · ), identical statements hold with µj
and Iµ replaced by νj and Iν , etc. (with Iν ⊆ R an open interval ). In particular,
{ν̂j}j=1,...,p, defined in (4.21), satisfies the first-order system on Z× Iν ,

νj,tr = iH̃r(νj)y(ν̂j)(βνj)
−1

p∏

k=1
k 6=j

(νj − νk)−1, j = 1, . . . , p, (4.49)

with
ν̂j(n, ·) ∈ C∞(Iν ,Kp), j = 1, . . . , p, n ∈ Z. (4.50)

When attempting to solve the Dubrovin systems (4.47) and (4.49), they must
be augmented with appropriate divisors Dµ̂(n0,t0,r) ∈ SympKp, t0,r ∈ Iµ, and

Dν̂(n0,t0,r) ∈ SympKp, t0,r ∈ Iν , as initial conditions. The algebro-geometric initial
value problem for the AL hierarchy with appropriate initial divisors will be discussed
in detail in [41].

Next, we turn to the asymptotic expansions of φ and Ψ in a neighborhood of
P∞± and P0,±. Since this is a bit more involved we provide some details.

Lemma 4.5. Assume Hypothesis 4.1 and suppose that (4.7), (4.8) hold. Moreover,
let P = (z, y) ∈ Kp \ {P∞+

, P∞− , P0,+, P0,−}, (n, n0, tr, t0,r) ∈ Z2 × R2. Then φ
has the asymptotic behavior

φ(P ) =
ζ→0

{
β + β−γζ +O(ζ2), P → P∞+

,

−(α+)−1ζ−1 + (α+)−2α++γ+ +O(ζ), P → P∞− ,
ζ = 1/z,

(4.51)

φ(P ) =
ζ→0

{
α−1 − α−2α−γζ +O(ζ2), P → P0,+,

−β+ζ − β++γ+ζ2 +O(ζ3), P → P0,−,
ζ = z. (4.52)

The component ψ1 of the Baker–Akhiezer vector Ψ has the asymptotic behavior

ψ1(P, n, n0, tr, t0,r) =
ζ→0

exp

(
± i

2
(tr − t0,r)

r+∑

s=0

c̃r+−s,+ζ
−s
)

(1 +O(ζ))
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×





ζn0−n, P → P∞+
,

Γ(n, n0, tr)
α+(n,tr)

α+(n0,t0,r)

× exp
(
i
∫ tr
t0,r

ds
(
g̃r+,+(n0, s)− g̃r−,−(n0, s)

))
,
P → P∞− ,

ζ = 1/z,

(4.53)

ψ1(P, n, n0, tr, t0,r) =
ζ→0

exp

(
± i

2
(tr − t0,r)

r−∑

s=0

c̃r−−s,−ζ
−s
)

(1 +O(ζ))

×





α(n,tr)

α(n0,t0,r)
, P → P0,+,

Γ(n, n0, tr)ζ
n−n0

× exp
(
i
∫ tr
t0,r

ds
(
g̃r+,+(n0, s)− g̃r−,−(n0, s)

))
,
P → P0,−,

ζ = z.

(4.54)

Proof. Since by the definition of φ in (4.22) the time parameter tr can be viewed as
an additional but fixed parameter, the asymptotic behavior of φ remains the same
as in Lemma 3.3. Similarly, also the asymptotic behavior of ψ1(P, n, n0, tr, tr) is
derived in an identical fashion to that in Lemma 3.3. This proves (4.53) and (4.54)
for t0,r = tr, that is,

ψ1(P, n, n0, tr, tr) =
ζ→0

{
ζn0−n(1 +O(ζ)), P → P∞+

,

Γ(n, n0, tr)
α+(n,tr)

α+(n0,tr)
+O(ζ), P → P∞− ,

ζ = 1/z,

(4.55)

ψ1(P, n, n0, tr, tr) =
ζ→0

{
α(n,tr)

α(n0,tr)
+O(ζ), P → P0,+,

Γ(n, n0, tr)ζ
n−n0(1 +O(ζ)), P → P0,−,

ζ = z.

(4.56)

Remaining to be investigated is

ψ1(P, n0, n0, tr, t0,r) = exp

(
i

∫ tr

t0,r

dt
(
G̃r(z, n0, t)−F̃r(z, n0, t)φ(P, n0, t)

))
. (4.57)

The asymptotic expansion of the integrand is derived using Theorem B.1. Focusing
on the homogeneous coefficients first, one computes as P → P∞± ,

Ĝs,+ − F̂s,+φ = Ĝs,+ − F̂s,+
Gp + (c0,+/2)z−p−y

Fp

= Ĝs,+ − F̂s,+
(

2zp−

c0,+

Gp

y
+ 1

)(
2zp−

c0,+

Fp

y

)−1

=
ζ→0
±1

2
ζ−s +

ĝ0,+ ∓ 1
2

f̂0,+
f̂s,+ +O(ζ), P → P∞± , ζ = 1/z. (4.58)

Since

F̃r =
ζ→0

r+∑

s=0

c̃r+−s,+F̂s,+ +O(ζ), G̃r =
ζ→0

r+∑

s=0

c̃r+−s,+Ĝs,+ +O(ζ), (4.59)



30 F. GESZTESY, H. HOLDEN, J. MICHOR, AND G. TESCHL

one infers from (4.51)

G̃r − F̃rφ =
ζ→0

1

2

r+∑

s=0

c̃r+−s,+ζ
−s +O(ζ), P → P∞+

, ζ = 1/z. (4.60)

Insertion of (4.60) into (4.57) then proves (4.53) as P → P∞+
.

As P → P∞− , we need one additional term in the asymptotic expansion of F̃r,
that is, we will use

F̃r =
ζ→0

r+∑

s=0

c̃r+−s,+F̂s,+ +

r−∑

s=0

c̃r−−s,−f̂s−1,−ζ +O(ζ2). (4.61)

This then yields

G̃r − F̃rφ =
ζ→0
−1

2

r+∑

s=0

c̃r+−s,+ζ
−s − (α+)−1(f̃r+,+ − f̃r−−1,−) +O(ζ). (4.62)

Invoking (2.7) and (4.2) one concludes that

f̃r−−1,− − f̃r+,+ = −iα+
tr + α+(g̃r+,+ − g̃r−,−) (4.63)

and hence

G̃r − F̃rφ =
ζ→0
−1

2

r+∑

s=0

c̃r+−s,+ζ
−s −

iα+
tr

α+
+ g̃r+,+ − g̃r−,− +O(ζ). (4.64)

Insertion of (4.64) into (4.57) then proves (4.53) as P → P∞− .
Using Theorem B.1 again, one obtains in the same manner as P → P0,±,

Ĝs,− − F̂s,−φ =
ζ→0
±1

2
ζ−s − ĝs,− +

ĝ0,− ± 1
2

f̂0,−
f̂s,− +O(ζ). (4.65)

Since

F̃r =
ζ→0

r−∑

s=0

c̃r−−s,−F̂s,− + f̃r+−1,+ +O(ζ), P → P0,±, ζ = z, (4.66)

G̃r =
ζ→0

r−∑

s=0

c̃r−−s,−Ĝs,− + g̃r+,+ +O(ζ), P → P0,±, ζ = z, (4.67)

(4.65)–(4.67) yield

G̃r−F̃rφ =
ζ→0
±1

2

r−∑

s=0

c̃r−−s,−ζ
−s+g̃r+,+−g̃r−,−−

ĝ0,− ± 1
2

f̂0,−
(f̃r+−1,+−f̃r−,−)+O(ζ),

(4.68)
where we again used (4.52), (2.19), and (4.2). As P → P0,−, one thus obtains

G̃r − F̃rφ =
ζ→0
−1

2

r−∑

s=0

c̃r−−s,−ζ
−s + g̃r+,+ − g̃r−,−, P → P0,−, ζ = z. (4.69)

Insertion of (4.69) into (4.57) then proves (4.54) as P → P0,−.
As P → P0,+, one obtains

G̃r − F̃rφ =
ζ→0

1

2

r−∑

s=0

c̃r−−s,−ζ
−s + g̃r+,+ − g̃r−,− −

1

α
(f̃r+−1,+ − f̃r−,−) +O(ζ),
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=
ζ→0

1

2

r−∑

s=0

c̃r−−s,−ζ
−s − iαtr

α
+O(ζ), P → P0,+, ζ = z, (4.70)

using f̃r−,− = f̃−r−−1,−+α(g̃r−,−− g̃−r−,−) (cf. (2.11)) and (4.2). Insertion of (4.70)

into (4.57) then proves (4.54) as P → P0,+. �

Next, we note that Lemmas 3.2 and 3.4 on trace formulas and nonspecial divi-
sors in the stationary context immediately extend to the present time-dependent
situation since tr ∈ R just plays the role of a parameter. We thus omit the details.

Finally, we turn to the principal result of this section, the representation of φ,
Ψ, α, and β in terms of the Riemann theta function associated with Kp, assuming
p ∈ N for the remainder of this section.

In addition to (3.42)–(3.48), let ω
(2)
P∞± ,q

and ω
(2)
P0,±,q be the normalized differ-

entials of the second kind with a unique pole at P∞± and P0,±, respectively, and
principal parts

ω
(2)
P∞± ,q

=
ζ→0

(
ζ−2−q +O(1)

)
dζ, P → P∞± , ζ = 1/z, q ∈ N0, (4.71)

ω
(2)
P0,±,q =

ζ→0

(
ζ−2−q +O(1)

)
dζ, P → P0,±, ζ = z, q ∈ N0, (4.72)

with vanishing a-periods,
∫

aj

ω
(2)
P∞± ,q

=

∫

aj

ω
(2)
P0,±,q = 0, j = 1, . . . , p. (4.73)

Moreover, we define

Ω̃(2)
r =

i

2

( r−∑

s=1

sc̃r−−s,−
(
ω
(2)
P0,+,s−1 − ω

(2)
P0,−,s−1

)

+

r+∑

s=1

sc̃r+−s,+
(
ω
(2)
P∞+

,s−1 − ω
(2)
P∞− ,s−1

))
, (4.74)

where c̃`,± are the summation constants in F̃r. The corresponding vector of b-

periods of Ω̃
(2)
r /(2πi) is then denoted by

Ũ
(2)

r =
(
Ũ

(2)
r,1 , . . . , Ũ

(2)
r,p

)
, Ũ

(2)
r,j =

1

2πi

∫

bj

Ω̃(2)
r , j = 1, . . . , p. (4.75)

Finally, we abbreviate

Ω̃∞±r = lim
P→P∞±

(∫ P

Q0

Ω̃(2)
r ±

i

2

r+∑

s=0

c̃r+−s,+ζ
−s
)
, (4.76)

Ω̃0,±
r = lim

P→P0,±

(∫ P

Q0

Ω̃(2)
r ±

i

2

r−∑

s=0

c̃r−−s,−ζ
−s
)
. (4.77)

Theorem 4.6. Assume Hypothesis 4.1 and suppose that (4.7), (4.8) hold. In ad-
dition, let P ∈ Kp \ {P∞+ , P∞− , P0,+, P0,−} and (n, n0, tr, t0,r) ∈ Z2 × R2. Then
for each (n, tr) ∈ Z× R, Dµ̂(n,tr) and Dν̂(n,tr) are nonspecial. Moreover,

φ(P, n, tr) = C(n, tr)
θ(z(P, ν̂(n, tr)))

θ(z(P, µ̂(n, tr)))
exp

(∫ P

Q0

ω
(3)
P0,−,P∞−

)
, (4.78)
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ψ1(P, n, n0, tr, t0,r) = C(n, n0, tr, t0,r)
θ(z(P, µ̂(n, tr)))

θ(z(P, µ̂(n0, t0,r)))
(4.79)

× exp

(
(n− n0)

∫ P

Q0

ω
(3)
P0,−,P∞+

− (tr − t0,r)
∫ P

Q0

Ω̃(2)
r

)
,

ψ2(P, n, n0, tr, t0,r) = C(n, tr)C(n, n0, tr, t0,r)
θ(z(P, ν̂(n, tr)))

θ(z(P, µ̂(n0, t0,r)))
(4.80)

× exp

(∫ P

Q0

ω
(3)
P0,−,P∞−

+ (n− n0)

∫ P

Q0

ω
(3)
P0,−,P∞+

− (tr − t0,r)
∫ P

Q0

Ω̃(2)
r

)
,

where

C(n, tr) =
(−1)n−n0

α(n0, tr)
exp

(
(n− n0)(ω0,−

0 (P0,−, P∞−)− ω∞+

0 (P0,−, P∞−))
)

(4.81)

× exp
(
− ω0,+

0 (P0,−, P∞−)
)θ(z(P0,+, µ̂(n0, tr)))

θ(z(P0,+, ν̂(n0, tr)))
,

C(n, n0, tr, t0,r) =
θ(z(P∞+

, µ̂(n0, t0,r)))

θ(z(P∞+
, µ̂(n, tr)))

(4.82)

× exp
(
(tr − t0,r)Ω̃∞+

r − (n− n0)ω
∞+

0 (P0,−, P∞+
)
)
.

The Abel map linearizes the auxiliary divisors Dµ̂(n,tr) and Dν̂(n,tr) in the sense

that

αQ0
(Dµ̂(n,tr)) = αQ0

(Dµ̂(n0,t0,r)) + (n− n0)AP0,−(P∞+
) + (tr − t0,r)Ũ

(2)

r , (4.83)

αQ0
(Dν̂(n,tr)) = αQ0

(Dν̂(n0,t0,r)) + (n− n0)AP0,−(P∞+) + (tr − t0,r)Ũ
(2)

r . (4.84)

Finally, α, β are of the form

α(n, tr) = α(n0, t0,r) exp
(
(n− n0)(ω0,+

0 (P0,−, P∞+
)− ω∞+

0 (P0,−, P∞+
))
)

(4.85)

× exp
(
(tr − t0,r)(Ω̃∞+

r − Ω̃0,+
r )

)θ(z(P0,+, µ̂(n, tr)))θ(z(P∞+ , µ̂(n0, t0,r)))

θ(z(P0,+, µ̂(n0, t0,r)))θ(z(P∞+ , µ̂(n, tr)))
,

β(n, tr) =
1

α(n0, t0,r)
exp

(
(n− n0)(ω0,+

0 (P0,−, P∞+
)− ω∞+

0 (P0,−, P∞+
))
)

× exp
(
ω
∞+

0 (P0,−, P∞−)− ω0,+
0 (P0,−, P∞−)

)
(4.86)

× exp
(
− (tr − t0,r)(Ω̃∞+

r − Ω̃0,+
r )

)θ(z(P0,+, µ̂(n0, t0,r)))θ(z(P∞+
, ν̂(n, tr)))

θ(z(P0,+, ν̂(n0, t0,r)))θ(z(P∞+ , µ̂(n, tr)))
,

and

α(n, tr)β(n, tr) = exp
(
ω
∞+

0 (P0,−, P∞−)− ω0,+
0 (P0,−, P∞−)

)

×
θ(z(P0,+, µ̂(n, tr)))θ(z(P∞+

, ν̂(n, tr)))

θ(z(P0,+, ν̂(n, tr)))θ(z(P∞+ , µ̂(n, tr)))
.

(4.87)

Proof. As in Theorem 3.7 one concludes that φ(P, n, tr) is of the form (4.78) and
that for t0,r = tr, ψ1(P, n, n0, tr, tr) is of the form

ψ1(P, n, n0, tr, tr) = C(n, n0, tr, tr)
θ(z(P, µ̂(n, tr)))

θ(z(P, µ̂(n0, tr)))
exp

(
(n−n0)

∫ P

Q0

ω
(3)
P0,−,P∞+

)
.

(4.88)
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To discuss ψ1(P, n, n0, tr, t0,r) we recall (4.28), that is,

ψ1(P, n, n0, tr, t0,r) = ψ1(P, n, n0, tr, tr)ψ1(P, n0, n0, tr, t0,r), (4.89)

and hence remaining to be studied is

ψ1(P, n0, n0, tr, t0,r) = exp

(
i

∫ tr

t0,r

ds
(
G̃r(z, n0, s)− F̃r(z, n0, s)φ(P, n0, s)

))
.

(4.90)

Introducing ψ̂1(P ) on Kp \ {P∞+
, P∞−} by

ψ̂1(P, n0, tr, t0,r) = C(n0, n0, tr, t0,r)
θ(z(P, µ̂(n0, tr)))

θ(z(P, µ̂(n0, t0,r)))

× exp

(
− (tr − t0,r)

∫ P

Q0

Ω̃(2)
r

)
, (4.91)

we intend to prove that

ψ1(P, n0, n0, tr, t0,r) = ψ̂1(P, n0, tr, t0,r),

P ∈ Kp \ {P∞+
, P∞−}, n0 ∈ Z, tr, t0,r ∈ R,

(4.92)

for an appropriate choice of the normalization constant C(n0, n0, tr, t0,r) in (4.91).
We start by noting that a comparison of (4.53), (4.54) and (4.71), (4.72), (4.74),

(4.79) shows that ψ1 and ψ̂1 have the same essential singularities at P∞± and P0,±.

Thus, we turn to the local behavior of ψ1 and ψ̂1. By (4.91), ψ̂1 has zeros and
poles at µ̂(n0, tr) and µ̂(n0, t0,r), respectively. Similarly, by (4.90), ψ1 can have
zeros and poles only at poles of φ(P, n0, s), s ∈ [t0,r, tr] (resp., s ∈ [tr, t0,r]). In
the following we temporarily restrict t0,r and tr to a sufficiently small nonempty
interval I ⊆ R and pick n0 ∈ Z such that for all s ∈ I, µj(n0, s) 6= µk(n0, s) for all
j 6= k, j, k = 1, . . . , p. One computes

iG̃r(z, n0, s)− iF̃r(z, n0, s)φ(P, n0, s)

= iG̃r(z, n0, s)− iF̃r(z, n0, s)
(c0,+/2)z−p−y +Gp(z, n0, s)

Fp(z, n0, s)

=
P→µ̂j(n0,s)

iF̃r(µj(n0, s), n0, s)y(µ̂j(n0, s))

α+(n0, s)(z − µj(n0, s))
∏p
k=1
k 6=j

(µj(n0, s)− µk(n0, s))
+O(1)

=
P→µ̂j(n0,s)

∂

∂s
ln
(
µj(n0, s)− z

)
+O(1). (4.93)

Restricting P to a sufficiently small neighborhood Uj(n0) of {µ̂j(n0, s) ∈ Kp | s ∈
[t0,r, tr] ⊆ I} such that µ̂k(n0, s) 6∈ Uj(n0) for all s ∈ [t0,r, tr] ⊆ I and all k ∈
{1, . . . , p} \ {j}, (4.91) and (4.93) imply

ψ1(P, n0, n0, tr, t0,r)

=





(µj(n0, tr)− z)O(1) as P → µ̂j(n0, tr) 6= µ̂j(n0, t0,r),

O(1) as P → µ̂j(n0, tr) = µ̂j(n0, t0,r),

(µj(n0, t0,r)− z)−1O(1) as P → µ̂j(n0, t0,r) 6= µ̂j(n0, tr),

(4.94)

P = (z, y) ∈ Kp,
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with O(1) 6= 0. Thus, ψ1 and ψ̂1 have the same local behavior and identical essential

singularities at P∞± and P0,±. By Lemma A.4, ψ1 and ψ̂1 coincide up to a multiple
constant (which may depend on n0, tr, t0,r). This proves (4.92) for t0,r, tr ∈ I and
for n0 as restricted above. By continuity with respect to divisors this extends to
all n0 ∈ Z since by hypothesis Dµ̂(n,s) remain nonspecial for all (n, s) ∈ Z × R.

Moreover, since by (4.90), for fixed P and n0, ψ1(P, n0, n0, ., t0,r) is entire in tr
(and this argument is symmetric in tr and t0,r), (4.92) holds for all tr, t0,r ∈ R (for
an appropriate choice of C(n0, n0, tr, t0,r)). Together with (4.89), this proves (4.79)
for all (n, tr), (n0, t0,r) ∈ Z × R. The expression (4.80) for ψ2 then immediately
follows from (4.78) and (4.79).

To determine the constant C(n, n0, tr, t0,r) one compares the asymptotic expan-
sions of ψ1(P, n, n0, tr, t0,r) for P → P∞+

in (4.53) and (4.79)

C(n, n0, tr, t0,r) = exp
(
(tr − t0,r)Ω̃∞+

r − (n− n0)ω
∞+

0 (P0,−, P∞+
)
)

×
θ(z(P∞+ , µ̂(n0, t0,r)))

θ(z(P∞+ , µ̂(n, tr)))
. (4.95)

Remaining to be computed are the expressions for α and β. Comparing the asymp-
totic expansions of ψ1(P, n, n0, tr, t0,r) for P → P0,+ in (4.54) and (4.79) shows

α(n, tr)

α(n0, t0,r)
= C(n, n0, tr, t0,r) exp

(
(n− n0)(ω0,+

0 (P0,−, P∞+
)− (tr − t0,r)Ω̃0,+

r

)

×
θ(z(P0,+, µ̂(n, tr)))

θ(z(P0,+, µ̂(n0, t0,r)))
(4.96)

and inserting C(n, n0, tr, t0,r) proves (4.85). Equation (4.81) for C(n, tr) follows as
in the stationary case since tr can be viewed as an additional but fixed parameter.
By the first line of (3.69),

α(n, tr) =
1

C(n, tr)
exp

(
− ω0,+

0 (P0,−, P∞−)
)θ(z(P0,+, µ̂(n, tr)))

θ(z(P0,+, ν̂(n, tr)))
. (4.97)

Inserting the result (4.85) for α(n, tr) into (4.97) then yields (using Lemma 3.6)

C(n, tr) =
1

α(n0, t0,r)

θ(z(P0,+, µ̂(n0, t0,r)))

θ(z(P∞+ , µ̂(n0, t0,r)))
exp

(
(tr − t0,r)(Ω̃0,+

r − Ω̃∞+
r )

)

× exp
(
(n− n0)(ω

∞+

0 (P0,−, P∞+
)− ω0,+

0 (P0,−, P∞+
))− ω0,+

0 (P0,−, P∞−)
)
.

(4.98)

Also, since the first line of (3.70) holds,

β(n, tr) = C(n, tr) exp
(
ω
∞+

0 (P0,−, P∞−)
) θ(z(P∞+

, ν̂(n, tr)))

θ(z(P∞+
, µ̂(n, tr)))

, (4.99)

an insertion of (4.98) into (4.99), observing Lemma 3.6, yields equation (4.86) for
β(n, tr). Finally, multiplying (4.97) and (4.99) proves (4.87).

Single-valuedness of ψ1( · , n0, n0, tr, t0,r) on Kp implies

αQ0
(Dµ̂(n0,tr)) = αQ0

(Dµ̂(n0,t0,r)) + i(tr − t0,r)Ũ
(2)

r . (4.100)

Inserting (4.100) into (3.61),

αQ0
(Dµ̂(n,tr)) = αQ0

(Dµ̂(n0,tr)) +AP0,−(P∞+)(n− n0), (4.101)
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one obtains the result (4.83). �

Again we note that the apparent n0-dependence of C(n, tr) in the right-hand
side of (4.81) actually drops out to ensure the n0-independence of φ in (4.78).

The theta function representations (4.85) and (4.86) for α and β, and the one
for Γ( · , · , tr) analogous to that in (4.87) also show that γ(n, tr) /∈ {0, 1} for all
(n, tr) ∈ Z× R. Hence, condition (4.1) is satisfied for the time-dependent algebro-
geometric AL solutions discussed in this section, provided the associated divisors
Dµ̂(n, tr) and Dν̂(n, tr) stay away from P∞± , P0,± for all (n, tr) ∈ Z× R.

The time-dependent algebro-geometric initial value problem for the Ablowitz–
Ladik hierarchy with complex-valued initial data, that is, the construction of α and
β by starting from a set of initial data (nonspecial divisors) of full measure, will be
presented in [41].

Appendix A. Hyperelliptic Curves and Their Theta Functions

We provide a very brief summary of some of the fundamental properties and
notations needed from the theory of hyperelliptic curves. More details can be
found in some of the standard textbooks [29], [30], and [48], as well as monographs
dedicated to integrable systems such as [15, Ch. 2], [38, App. A, B].

Fix p ∈ N. The hyperelliptic curve Kp of genus p used in Sections 2 and 3 is
defined by

Kp : Fp(z, y) = y2 −R2p+2(z) = 0, R2p+2(z) =

2p+1∏

m=0

(z − Em), (A.1)

{Em}m=0,...,2p+1 ⊂ C, Em 6= Em′ for m 6= m′, m,m′ = 0, . . . , 2p+ 1. (A.2)

The curve (A.1) is compactified by adding the points P∞+
and P∞− , P∞+

6= P∞− ,
at infinity. One then introduces an appropriate set of p+ 1 nonintersecting cuts Cj
joining Em(j) and Em′(j) and denotes

C =
⋃

j∈{1,...,p+1}
Cj , Cj ∩ Ck = ∅, j 6= k. (A.3)

Defining the cut plane
Π = C \ C, (A.4)

and introducing the holomorphic function

R2p+2( · )1/2 : Π→ C, z 7→
(

2p+1∏

m=0

(z − Em)

)1/2

(A.5)

on Π with an appropriate choice of the square root branch in (A.5), one considers

Mp = {(z, σR2p+2(z)1/2) | z ∈ C, σ ∈ {±1}} ∪ {P∞+ , P∞−} (A.6)

by extending R2p+2( · )1/2 to C. The hyperelliptic curve Kp is then the setMp with
its natural complex structure obtained upon gluing the two sheets ofMp crosswise
along the cuts. The set of branch points B(Kp) of Kp is given by

B(Kp) = {(Em, 0)}m=0,...,2p+1 (A.7)

and finite points P on Kp are denoted by P = (z, y), where y(P ) denotes the
meromorphic function on Kp satisfying Fp(z, y) = y2 − R2p+2(z) = 0. Local coor-
dinates near P0 = (z0, y0) ∈ Kp \ (B(Kp)∪ {P∞+

, P∞−}) are given by ζP0
= z− z0,
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near P∞± by ζP∞± = 1/z, and near branch points (Em0
, 0) ∈ B(Kp) by ζ(Em0

,0) =

(z−Em0
)1/2. The Riemann surface Kp defined in this manner has topological genus

p. Moreover, we introduce the holomorphic sheet exchange map (involution)

∗ : Kp → Kp, P = (z, y) 7→ P ∗ = (z,−y), P∞± 7→ P ∗∞± = P∞∓ . (A.8)

One verifies that dz/y is a holomorphic differential on Kp with zeros of order
p− 1 at P∞± and hence

ηj =
zj−1dz
y

, j = 1, . . . , p, (A.9)

form a basis for the space of holomorphic differentials on Kp. Introducing the
invertible matrix C in Cp,

C = (Cj,k)j,k=1,...,p, Cj,k =

∫

ak

ηj ,

c(k) = (c1(k), . . . , cp(k)), cj(k) = C−1j,k , j, k = 1, . . . , p,

(A.10)

the corresponding basis of normalized holomorphic differentials ωj , j = 1, . . . , p on
Kp is given by

ωj =

p∑

`=1

cj(`)η`,

∫

ak

ωj = δj,k, j, k = 1, . . . , p. (A.11)

Here {aj , bj}j=1,...,p is a homology basis for Kp with intersection matrix of the cycles
satisfying

aj ◦ bk = δj,k, aj ◦ ak = 0, bj ◦ bk = 0, j, k = 1, . . . , p. (A.12)

Associated with the homology basis {aj , bj}j=1,...,p we also recall the canonical

dissection of Kp along its cycles yielding the simply connected interior K̂p of the

fundamental polygon ∂K̂p given by

∂K̂p = a1b1a
−1
1 b−11 a2b2a

−1
2 b−12 · · · a−1p b−1p . (A.13)

Let M(Kp) and M1(Kp) denote the set of meromorphic functions (0-forms) and
meromorphic differentials (1-forms) on Kp. Holomorphic differentials are also called
Abelian differentials of the first kind. Abelian differentials of the second kind,
ω(2) ∈ M1(Kp), are characterized by the property that all their residues vanish.
They will usually be normalized by demanding that all their a-periods vanish, that
is,
∫
aj
ω(2) = 0, j = 1, . . . , p. Any meromorphic differential ω(3) on Kp not of the

first or second kind is said to be of the third kind. A differential of the third kind
ω(3) ∈ M1(Kp) is usually normalized by the vanishing of its a-periods, that is,∫
aj
ω(3) = 0, j = 1, . . . , p. A normal differential of the third kind ω

(3)
P1,P2

associated

with two points P1, P2 ∈ K̂p, P1 6= P2, by definition, has simple poles at Pj with
residues (−1)j+1, j = 1, 2 and vanishing a-periods.

Next, define the matrix τ = (τj,`)j,`=1,...,p by

τj,` =

∫

b`

ωj , j, ` = 1, . . . , p. (A.14)

Then

Im(τ) > 0 and τj,` = τ`,j , j, ` = 1, . . . , p. (A.15)
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Associated with τ one introduces the period lattice

Lp = {z ∈ Cp | z = m+ nτ, m, n ∈ Zp} (A.16)

and the Riemann theta function associated with Kp and the given homology basis
{aj , bj}j=1,...,p,

θ(z) =
∑

n∈Zp
exp

(
2πi(n, z) + πi(n, nτ)

)
, z ∈ Cp, (A.17)

where (u, v) = u v> =
∑p
j=1 uj vj denotes the scalar product in Cp. It has the

fundamental properties

θ(z1, . . . , zj−1,−zj , zj+1, . . . , zp) = θ(z), (A.18)

θ(z +m+ nτ) = exp
(
− 2πi(n, z)− πi(n, nτ)

)
θ(z), m, n ∈ Zp. (A.19)

Next, fix a base point Q0 ∈ Kp \ {P0,±, P∞±}, denote by J(Kp) = Cp/Lp the
Jacobi variety of Kp, and define the Abel map AQ0

by

AQ0
: Kp → J(Kp), AQ0

(P ) =

(∫ P

Q0

ω1, . . . ,

∫ P

Q0

ωp

)
(mod Lp), P ∈ Kp.

(A.20)
Similarly, we introduce

αQ0
: Div(Kp)→ J(Kp), D 7→ αQ0

(D) =
∑

P∈Kp
D(P )AQ0

(P ), (A.21)

where Div(Kp) denotes the set of divisors on Kp. Here D : Kp → Z is called a
divisor on Kp if D(P ) 6= 0 for only finitely many P ∈ Kp. (In the main body of this
paper we will choose Q0 to be one of the branch points, i.e., Q0 ∈ B(Kp), and for
simplicity we will always choose the same path of integration from Q0 to P in all
Abelian integrals.)

In connection with divisors on Kp we shall employ the following (additive) no-
tation,

DQ0Q = DQ0 +DQ, DQ = DQ1 + · · ·+DQm , (A.22)

Q = {Q1, . . . , Qm} ∈ SymmKp, Q0 ∈ Kp, m ∈ N,

where for any Q ∈ Kp,

DQ : Kp → N0, P 7→ DQ(P ) =

{
1 for P = Q,

0 for P ∈ Kp \ {Q},
(A.23)

and SymnKp denotes the nth symmetric product of Kp. In particular, SymmKp
can be identified with the set of nonnegative divisors 0 ≤ D ∈ Div(Kp) of degree
m.

For f ∈ M(Kp) \ {0}, ω ∈ M1(Kp) \ {0} the divisors of f and ω are denoted
by (f) and (ω), respectively. Two divisors D, E ∈ Div(Kp) are called equivalent,
denoted by D ∼ E , if and only if D − E = (f) for some f ∈ M(Kp) \ {0}. The
divisor class [D] of D is then given by [D] = {E ∈ Div(Kp) | E ∼ D}. We recall that

deg((f)) = 0, deg((ω)) = 2(p− 1), f ∈M(Kp) \ {0}, ω ∈M1(Kp) \ {0}, (A.24)

where the degree deg(D) of D is given by deg(D) =
∑
P∈Kp D(P ). It is customary

to call (f) (respectively, (ω)) a principal (respectively, canonical) divisor.
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Introducing the complex linear spaces

L(D) = {f ∈M(Kp) | f = 0 or (f) ≥ D}, r(D) = dimL(D), (A.25)

L1(D) = {ω ∈M1(Kp) |ω = 0 or (ω) ≥ D}, i(D) = dimL1(D), (A.26)

with i(D) the index of speciality of D, one infers that deg(D), r(D), and i(D) only
depend on the divisor class [D] of D. Moreover, we recall the following fundamental
facts.

Theorem A.1. Let D ∈ Div(Kp), ω ∈M1(Kp) \ {0}. Then,

i(D) = r(D − (ω)), p ∈ N0. (A.27)

The Riemann–Roch theorem reads

r(−D) = deg(D) + i(D)− p+ 1, p ∈ N0. (A.28)

By Abel’s theorem, D ∈ Div(Kp), p ∈ N is principal if and only if

deg(D) = 0 and αQ0
(D) = 0. (A.29)

Finally, assume p ∈ N. Then αQ0
: Div(Kp) → J(Kp) is surjective (Jacobi’s

inversion theorem).

Theorem A.2. Let DQ ∈ SympKp, Q = {Q1, . . . , Qp}. Then,

1 ≤ i(DQ) = s (A.30)

if and only if {Q1, . . . , Qp} contains s pairings of the type {P, P ∗}. (This includes,
of course, branch points for which P = P ∗.) One has s ≤ p/2.

Denote by ΞQ0
= (ΞQ0,1

, . . . ,ΞQ0,p
) the vector of Riemann constants,

ΞQ0,j
=

1

2
(1 + τj,j)−

p∑

`=1
6̀=j

∫

a`

ω`(P )

∫ P

Q0

ωj , j = 1, . . . , p. (A.31)

Theorem A.3. Let Q = {Q1, . . . , Qp} ∈ SympKp and assume DQ to be nonspecial,

that is, i(DQ) = 0. Then

θ(ΞQ0
−AQ0

(P ) + αQ0(DQ)) = 0 if and only if P ∈ {Q1, . . . , Qp}. (A.32)

Lemma A.4. [19, Lemmas 5.4 and 6.1] Let (n, tr), (n0, t0,r) ∈ Ω for some Ω ⊆
Z×R. Assume ψ( · , n, tr) to be meromorphic on Kp \ {P∞+

, P∞− , P0,+, P0,−} with

possible essential singularities at P∞± , P0,± such that ψ̃( · , n, tr) defined by

ψ̃(P, n, tr) = ψ(P, n, tr) exp

(
(tr − t0,r)

∫ P

Q0

Ω̃(2)
r

)
(A.33)

is meromorphic on Kp and its divisor satisfies

(ψ̃( · , n, tr)) ≥ −Dµ̂(n0,t0,r) + (n− n0)
(
DP0,− −DP∞+

)
(A.34)

for some positive divisor Dµ̂(n0,t0,r) of degree p. Here Ω̃
(2)
r is defined in (4.74) and

the path of integration is chosen identical to that in the Abel maps3 (A.20) and
(A.21). Define a divisor D0(n, tr) by

(ψ̃( · , n, tr)) = D0(n, tr)−Dµ̂(n0,t0,r) + (n− n0)
(
DP0,− −DP∞+

)
. (A.35)

3This is to avoid multi-valued expressions and hence the use of the multiplicative Riemann–

Roch theorem in the proof of Lemma A.4.
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Then

D0(n, tr) ∈ SympKp, D0(n, tr) > 0, deg(D0(n, tr)) = p. (A.36)

Moreover, if D0(n, tr) is nonspecial for all (n, tr) ∈ Ω, that is, if

i(D0(n, tr)) = 0, (n, tr) ∈ Ω, (A.37)

then ψ( · , n, tr) is unique up to a constant multiple (which may depend on the pa-
rameters (n, tr), (n0, t0,r) ∈ Ω).

Appendix B. Asymptotic Spectral Parameter Expansions

In this appendix we consider asymptotic spectral parameter expansions of Fp/y,

Gp/y, and Hp/y, the resulting recursion relations for the homogeneous coefficients

f̂`, ĝ`, and ĥ`, their connection with the nonhomogeneous coefficients f`, g`, and
h`, and the connection between c`,± and c`(E

±1) (cf. (B.3)). For detailed proofs of
the material in this section we refer to [39], [40]. We will employ the notation

E±1 =
(
E±10 , . . . , E±12p+1

)
. (B.1)

We start with the following elementary results (consequences of the binomial
expansion) assuming η ∈ C such that |η| < min{|E0|−1, . . . , |E2p+1|−1}:

(
2p+1∏

m=0

(
1− Emη

)
)1/2

=
∞∑

k=0

ck(E)ηk, (B.2)

where

c0(E) = 1,

ck(E) =
k∑

j0,...,j2p+1=0
j0+···+j2p+1=k

(2j0)! · · · (2j2p+1)!Ej00 · · ·E
j2p+1

2p+1

22k(j0!)2 · · · (j2p+1!)2(2j0 − 1) · · · (2j2p+1 − 1)
, k ∈ N. (B.3)

The first few coefficients explicitly are given by

c0(E) = 1, c1(E) = −1

2

2p+1∑

m=0

Em, c2(E) =
1

4

2p+1∑

m1,m2=0
m1<m2

Em1Em2 −
1

8

2p+1∑

m=0

E2
m, etc.

(B.4)

Next we turn to asymptotic expansions. We recall the convention y(P ) =
∓ζ−p−1 + O(ζ−p) near P∞± (where ζ = 1/z) and y(P ) = ±(c0,−/c0,+) + O(ζ)
near P0,± (where ζ = z).

Theorem B.1 ([40]). Assume (3.1), s-ALp(α, β) = 0, and suppose P = (z, y) ∈
Kp \ {P∞+

, P∞−}. Then zp−Fp/y, zp−Gp/y, and zp−Hp/y have the following con-

vergent expansions as P → P∞± , respectively, P → P0,±,

zp−

c0,+

Fp(z)

y
=

{
∓∑∞`=0 f̂`,+ζ

`+1, P → P∞± , ζ = 1/z,

±∑∞`=0 f̂`,−ζ
`, P → P0,±, ζ = z,

(B.5)

zp−

c0,+

Gp(z)

y
=

{
∓∑∞`=0 ĝ`,+ζ

`, P → P∞± , ζ = 1/z,

±∑∞`=0 ĝ`,−ζ
`, P → P0,±, ζ = z,

(B.6)
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zp−

c0,+

Hp(z)

y
=

{
∓∑∞`=0 ĥ`,+ζ

`, P → P∞± , ζ = 1/z,

±∑∞`=0 ĥ`,−ζ
`+1, P → P0,±, ζ = z,

(B.7)

where ζ = 1/z (resp., ζ = z) is the local coordinate near P∞± (resp., P0,±) and

f̂`,±, ĝ`,±, and ĥ`,± are the homogeneous versions of the coefficients f`,±, g`,±, and
h`,± introduced in (2.16)–(2.18).

Moreover, the Em-dependent summation constants c`,±, ` = 0, . . . , p±, in Fp,

Gp, and Hp are given by

c`,± = c0,±c`(E
±1), ` = 0, . . . , p±. (B.8)
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THE ALGEBRO-GEOMETRIC INITIAL VALUE PROBLEM FOR

THE ABLOWITZ–LADIK HIERARCHY

FRITZ GESZTESY, HELGE HOLDEN, JOHANNA MICHOR, AND GERALD TESCHL

Dedicated with great pleasure to Percy Deift on the occasion of his 60th birthday

Abstract. We discuss the algebro-geometric initial value problem for the

Ablowitz–Ladik hierarchy with complex-valued initial data and prove unique

solvability globally in time for a set of initial (Dirichlet divisor) data of full
measure. To this effect we develop a new algorithm for constructing stationary

complex-valued algebro-geometric solutions of the Ablowitz–Ladik hierarchy,

which is of independent interest as it solves the inverse algebro-geometric spec-
tral problem for general (non-unitary) Ablowitz–Ladik Lax operators, start-

ing from a suitably chosen set of initial divisors of full measure. Combined

with an appropriate first-order system of differential equations with respect
to time (a substitute for the well-known Dubrovin-type equations), this yields

the construction of global algebro-geometric solutions of the time-dependent

Ablowitz–Ladik hierarchy.
The treatment of general (non-unitary) Lax operators associated with gen-

eral coefficients for the Ablowitz–Ladik hierarchy poses a variety of difficulties
that, to the best of our knowledge, are successfully overcome here for the first

time. Our approach is not confined to the Ablowitz–Ladik hierarchy but ap-

plies generally to (1 + 1)-dimensional completely integrable soliton equations
of differential-difference type.

1. Introduction

The principal aim of this paper is an explicit construction of unique global so-
lutions of the algebro-geometric initial value problem for the Ablowitz–Ladik hi-
erarchy for a general class of initial data. However, to put this circle of ideas
into a proper perspective, we first very briefly recall the origins of this subject:
In the mid-seventies, Ablowitz and Ladik, in a series of papers [3]–[6] (see also
[1], [2, Sect. 3.2.2], [7, Ch. 3]), used inverse scattering methods to analyze certain
integrable differential-difference systems. One of their integrable variants of such
systems included a discretization of the celebrated AKNS-ZS system, the pair of
coupled nonlinear differential-difference equations,

−iαt − (1− αβ)(α− + α+) + 2α = 0,

−iβt + (1− αβ)(β− + β+)− 2β = 0
(1.1)

2000 Mathematics Subject Classification. Primary 37K10, 37K20, 47B36; Secondary 35Q58,
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Key words and phrases. Ablowitz–Ladik hierarchy, complex-valued solutions, initial value

problem.
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with α = α(n, t), β = β(n, t), (n, t) ∈ Z × R. Here we used the notation f±(n) =
f(n ± 1), n ∈ Z, for complex-valued sequences f = {f(n)}n∈Z. In particular,
Ablowitz and Ladik [4] (see also [7, Ch. 3]) showed that in the focusing case, where
β = −α, and in the defocusing case, where β = α, (1.1) yields the discrete analog
of the nonlinear Schrödinger equation

− iαt − (1± |α|2)(α− + α+) + 2α = 0. (1.2)

Since then there has been an enormous activity in this area and we refer, for in-
stance, to [7, Ch. 3], [27], [31], [32], [33], [36], [37], [40], [43], [44], [45], [50] and the
extensive literature cited therein, for developments leading up to current research
in this particular area of completely integrable differential-difference systems. Par-
ticularly relevant to this paper are algebro-geometric (and periodic) solutions of
the AL system (1.1) and its associated hierarchy of integrable equations. The first
systematic and detailed treatment of algebro-geometric solutions of the AL system
(1.1) was performed by Miller, Ercolani, Krichever, and Levermore [40] (see also
[9], [10], [14], [15], [39], [52]). Algebro-geometric solutions of the AL hierarchy were
discussed in great detail in [32] (see also [25], [26], [53]). The initial value problem
for the half-infinite discrete linear Schrödinger equation and the Schur flow were
discussed by Common [17] (see also [18]) using a continued fraction approach. The
corresponding nonabelian cases on a finite interval were studied by Gekhtman [24].
In addition to these developments within integrable systems and their applications
to fields such as nonlinear optics, the study of AL systems recently gained consider-
able momentum due to its connections with the theory of orthogonal polynomials.
Especially, the particular defocusing case β = α and the associated CMV matrices
and orthogonal polynomials on the unit circle attracted great interest. In this con-
text we refer the interested reader to the two-volume treatise by Simon [47] (see
also [48]) and the survey by Deift [19] and the detailed reference lists therein.

Returning to the principal scope of this paper, we intend to describe a solution
of the following problem: Given p = (p−, p+) ∈ N2

0 \ {(0, 0)}, r ∈ N2
0, assume

α(0), β(0) to be solutions of the pth stationary Ablowitz–Ladik system s-ALp(α, β) =

0 associated with a prescribed hyperelliptic curve Kp of genus p = p− + p+ − 1
(with nonsingular affine part). We want to construct a unique global solution α =
α(tr), β = β(tr) of the rth AL flow ALr(α, β) = 0 with α(t0,r) = α(0), β(t0,r) = β(0)

for some t0,r ∈ R. Thus, we seek the unique global solution of the initial value
problem

ALr(α, β) = 0,

(α, β)
∣∣
tr=t0,r

=
(
α(0), β(0)

)
,

(1.3)

s-ALp
(
α(0), β(0)

)
= 0, (1.4)

where α = α(n, tr), β = β(n, tr) satisfy the conditions in (2.2).
Given the particularly familiar case of real-valued algebro-geometric solutions of

the Toda hierarchy (see, e.g., [16], [29, Sect. 1.3], [51, Sect. 8.3] and the extensive
literature cited therein), the actual solution of this algebro-geometric initial value
problem, naively, might consist of the following two-step procedure:1

1We freely use the notation of divisors of degree p as introduced in Appendix A (see also the

beginning of Section 3).
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(i) An algorithm that constructs admissible (cf. Section 4) nonspecial divisors
Dµ̂(n) ∈ SympKp for all n ∈ Z, starting from a nonspecial initial Dirichlet divisor

Dµ̂(n0) ∈ SympKp. “Trace formulas” of the type (3.30) and (3.31) (the latter

requires prior construction of the Neumann divisor Dν̂ from the Dirichlet divisor

Dµ̂, though, cf. (4.3)) should then construct the stationary solutions α(0), β(0) of

s-ALp(α, β) = 0.

(ii) The first-order Dubrovin-type system of differential equations (5.43), aug-
mented by the initial divisor Dµ̂(n0,t0,r) = Dµ̂(n0) (cf. step (i)) together with the

analogous “trace formulas” (3.30), (3.31) in the time-dependent context should then
yield unique global solutions α = α(tr), β = β(tr) of the rth AL flow ALr(α, β) = 0

satisfying α(t0,r) = α(0), β(t0,r) = β(0).
However, this approach can be expected to work only if the Dirichlet divisors

Dµ̂(n,tr) ∈ SympKp, µ̂(n, tr) = (µ̂1(n, tr), . . . , µ̂p(n, tr)), yield pairwise distinct

Dirichlet eigenvalues µj(n, tr), j = 1, . . . , p, for fixed (n, tr) ∈ Z × R, such that
formula (5.43) for the time-derivatives µj,tr , j = 1, . . . , p, is well-defined. Analo-
gous considerations apply to the Neumann divisors Dν̂ ∈ SympKp.

Unfortunately, this scenario of pairwise distinct Dirichlet eigenvalues is not real-
istic and “collisions” between them can occur at certain values of (n, tr) ∈ Z × R.
Thus, the stationary algorithm in step (i) as well as the Dubrovin-type first-order
system of differential equations (5.43) in step (ii) above breaks down at such values
of (n, tr). A priori, one has no control over such collisions, especially, it is not
possible to identify initial conditions Dµ̂(n0,t0,r) at some (n0, t0,r) ∈ Z × R, which

avoid collisions for all (n, tr) ∈ Z×R. We solve this problem head on by explicitly
permitting collisions in the stationary as well as the time-dependent context from
the outset. In the stationary context, we introduce an appropriate algorithm al-
luded to in step (i) by employing a general interpolation formalism (cf. Appendix
B) for polynomials, going beyond the usual Lagrange interpolation formulas. In the
time-dependent context we replace the first-order system of Dubrovin-type equa-
tions (5.43), augmented with the initial divisor Dµ̂(n0,t0,r), by a different first-order

system of differential equations (6.15), (6.23), and (6.24) with initial conditions
(6.25) which focuses on symmetric functions of µ1(n, tr), . . . , µp(n, tr) rather than
individual Dirichlet eigenvalues µj(n, tr), j = 1, . . . , p. In this manner it will be
shown that collisions of Dirichlet eigenvalues no longer pose a problem.

In addition, there is an additional complication: In general, it cannot be guar-
anteed that µj(n, tr) and νj(n, tr), j = 1, . . . , p, stay finite and nonzero for all
(n, tr) ∈ Z × R. We solve this particular problem in the stationary as well as
the time-dependent case by properly restricting the initial Dirichlet and Neumann
divisors Dµ̂(n0,t0,r),Dν̂(n0,t0,r) ∈ SympKp to a dense set of full measure.

Summing up, we offer a new algorithm to solve the inverse algebro-geometric
spectral problem for general Ablowitz–Ladik Lax operators, starting from a prop-
erly chosen dense set of initial divisors of full measure. Combined with an appro-
priate first-order system of differential equations with respect to time (a substitute
for the Dubrovin-type equations), this yields the construction of global algebro-
geometric solutions of the time-dependent Ablowitz–Ladik hierarchy.

We emphasize that the approach described in this paper is not limited to the
Ablowitz–Ladik hierarchy but applies universally to constructing algebro-geometric
solutions of (1+1)-dimensional integrable soliton equations. In particular, it applies
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to the Toda lattice hierarchy as discussed in [30]. Moreover, the principal idea of
replacing Dubrovin-type equations by a first-order system of the type (6.15), (6.23),
and (6.24) is also relevant in the context of general (non-self-adjoint) Lax operators
for the continuous models in (1 + 1)-dimensions. In particular, the models studied
in detail in [28] can be revisited from this point of view. (However, the fact that the
set in (6.67) is of measure zero relies on the fact that n varies in the countable set
Z and hence is not applicable to continuous models in 1 + 1-dimensions.) We also
note that while the periodic case with complex-valued α, β is of course included in
our analysis, we throughout consider the more general algebro-geometric case (in
which α, β need not be quasi-periodic).

Finally we briefly describe the content of each section. Section 2 presents a quick
summary of the basics of the Ablowitz–Ladik hierarchy, its recursive construc-
tion, Lax pairs, and zero-curvature equations. The stationary algebro-geometric
Ablowitz–Ladik hierarchy solutions, the underlying hyperelliptic curve, trace for-
mulas, etc., are the subject of Section 3. A new algorithm solving the algebro-
geometric inverse spectral problem for general Ablowitz–Ladik Lax operators is
presented in Section 4. In Section 5 we briefly summarize the properties of algebro-
geometric time-dependent solutions of the Ablowitz–Ladik hierarchy and formulate
the algebro-geometric initial value problem. Uniqueness and existence of global
solutions of the algebro-geometric initial value problem as well as their explicit
construction are then presented in our final and principal Section 6. Appendix A
reviews the basics of hyperelliptic Riemann surfaces of the Ablowitz–Ladik-type
and sets the stage of much of the notation used in this paper. Finally, various in-
terpolation formulas of fundamental importance to our stationary inverse spectral
algorithm developed in Section 4 are summarized in Appendix B. These appendices
support our intention to make this paper reasonably self-contained.

2. The Ablowitz–Ladik Hierarchy in a Nutshell

We briefly review the recursive construction of the Ablowitz–Ladik hierarchy and
zero-curvature equations following [31] and [33].

Throughout this section we suppose the following hypothesis.

Hypothesis 2.1. In the stationary case we assume that α, β satisfy

α, β ∈ CZ, α(n)β(n) /∈ {0, 1}, n ∈ Z. (2.1)

In the time-dependent case we assume that α, β satisfy

α( · , t), β( · , t) ∈ CZ, t ∈ R, α(n, · ), β(n, · ) ∈ C1(R), n ∈ Z,
α(n, t)β(n, t) /∈ {0, 1}, (n, t) ∈ Z× R.

(2.2)

Here CZ denotes the set of complex-valued sequences indexed by Z. For a dis-
cussion of assumptions (2.1) and (2.2) we refer to Remark 3.4.

We denote by S± the shift operators acting on complex-valued sequences f =
{f(n)}n∈Z ∈ CZ according to

(S±f)(n) = f(n± 1), n ∈ Z. (2.3)

Moreover, we will frequently use the notation

f± = S±f, f ∈ CZ. (2.4)
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Next, we define sequences {f`,±}`∈N0
, {g`,±}`∈N0

, and {h`,±}`∈N0
recursively by

g0,+ = 1
2c0,+, f0,+ = −c0,+α+, h0,+ = c0,+β, (2.5)

g`+1,+ − g−`+1,+ = αh−`,+ + βf`,+, ` ∈ N0, (2.6)

f−`+1,+ = f`,+ − α(g`+1,+ + g−`+1,+), ` ∈ N0, (2.7)

h`+1,+ = h−`,+ + β(g`+1,+ + g−`+1,+), ` ∈ N0, (2.8)

and

g0,− = 1
2c0,−, f0,− = c0,−α, h0,− = −c0,−β+, (2.9)

g`+1,− − g−`+1,− = αh`,− + βf−`,−, ` ∈ N0, (2.10)

f`+1,− = f−`,− + α(g`+1,− + g−`+1,−), ` ∈ N0, (2.11)

h−`+1,− = h`,− − β(g`+1,− + g−`+1,−), ` ∈ N0. (2.12)

Here c0,± ∈ C are given constants. For later use we also introduce

f−1,± = h−1,± = 0. (2.13)

Remark 2.2. The sequences {f`,+}`∈N0 , {g`,+}`∈N0 , and {h`,+}`∈N0 can be com-
puted recursively as follows: Assume that f`,+, g`,+, and h`,+ are known. Equation
(2.6) is a first-order difference equation in g`+1,+ that can be solved directly and
yields a local lattice function that is determined up to a new constant denoted by
c`+1,+ ∈ C. Relations (2.7) and (2.8) then determine f`+1,+ and h`+1,+, etc. The
sequences {f`,−}`∈N0 , {g`,−}`∈N0 , and {h`,−}`∈N0 are determined similarly.

Upon setting
γ = 1− αβ, (2.14)

one explicitly obtains

f0,+ = c0,+(−α+), f1,+ = c0,+
(
− γ+α++ + (α+)2β

)
+ c1,+(−α+),

g0,+ = 1
2c0,+, g1,+ = c0,+(−α+β) + 1

2c1,+,

h0,+ = c0,+β, h1,+ = c0,+
(
γβ− − α+β2

)
+ c1,+β,

f0,− = c0,−α, f1,− = c0,−
(
γα− − α2β+

)
+ c1,−α,

g0,− = 1
2c0,−, g1,− = c0,−(−αβ+) + 1

2c1,−,

h0,− = c0,−(−β+), h1,− = c0,−
(
− γ+β++ + α(β+)2

)
+ c1,−(−β+), etc.

(2.15)

Here {c`,±}`∈N denote summation constants which naturally arise when solving the
difference equations for g`,± in (2.6), (2.10). Subsequently, it will also be useful to

work with the corresponding homogeneous coefficients f̂`,±, ĝ`,±, and ĥ`,±, defined
by the vanishing of all summation constants ck,± for k = 1, . . . , `, and choosing
c0,± = 1,

f̂0,+ = −α+, f̂0,− = α, f̂`,± = f`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N, (2.16)

ĝ0,± = 1
2 , ĝ`,± = g`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N, (2.17)

ĥ0,+ = β, ĥ0,− = −β+, ĥ`,± = h`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N. (2.18)

By induction one infers that

f`,± =
∑̀

k=0

c`−k,±f̂k,±, g`,± =
∑̀

k=0

c`−k,±ĝk,±, h`,± =
∑̀

k=0

c`−k,±ĥk,±. (2.19)
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Next we define the 2× 2 zero-curvature matrices

U(z) =

(
z α
zβ 1

)
(2.20)

and

Vp(z) = i

(
G−p (z) −F−p (z)

H−p (z) −K−p (z)

)
, p = (p−, p+) ∈ N2

0, (2.21)

for appropriate Laurent polynomials Fp(z), Gp(z), Hp(z), and Kp(z) in the spectral

parameter z ∈ C\{0} to be determined shortly. By postulating the stationary zero-
curvature relation,

0 = UVp − V +
p U, (2.22)

one concludes that (2.22) is equivalent to the following relations

z(G−p −Gp) + zβFp + αH−p = 0, (2.23)

zβF−p + αHp −Kp +K−p = 0, (2.24)

−Fp + zF−p + α(Gp +K−p ) = 0, (2.25)

zβ(G−p +Kp)− zHp +H−p = 0. (2.26)

In order to make the connection between the zero-curvature formalism and the
recursion relations (2.5)–(2.12), we now define Laurent polynomials Fp, Gp, Hp,

and Kp by2

Fp(z) =

p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
`, (2.27)

Gp(z) =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`, (2.28)

Hp(z) =

p−−1∑

`=0

hp−−1−`,−z
−` +

p+∑

`=1

hp+−`,+z
`, (2.29)

Kp(z) =

p−∑

`=0

gp−−`,−z
−` +

p+∑

`=1

gp+−`,+z
` = Gp(z) + gp−,− − gp+,+. (2.30)

The stationary zero-curvature relation (2.22), 0 = UVp−V +
p U , is then equivalent

to

−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,− = 0, (2.31)

β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,− = 0. (2.32)

Thus, varying p± ∈ N0, equations (2.31) and (2.32) give rise to the stationary
Ablowitz–Ladik (AL) hierarchy which we introduce as follows

s-ALp(α, β) =

(−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,−

)
= 0,

p = (p−, p+) ∈ N2
0.

(2.33)

2In this paper, a sum is interpreted as zero whenever the upper limit in the sum is strictly less

than its lower limit.
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Explicitly (recalling γ = 1− αβ and taking p− = p+ for simplicity),

s-AL(0,0)(α, β) =

(
−c(0,0)α
c(0,0)β

)
= 0,

s-AL(1,1)(α, β) =

(
−γ(c0,−α− + c0,+α

+)− c(1,1)α
γ(c0,+β

− + c0,−β+) + c(1,1)β

)
= 0,

s-AL(2,2)(α, β) =




−γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc., (2.34)

represent the first few equations of the stationary Ablowitz–Ladik hierarchy. Here
we introduced

cp = (cp−,− + cp+,+)/2, p± ∈ N0. (2.35)

By definition, the set of solutions of (2.33), with p ranging in N2
0 and c`,± ∈ C,

` ∈ N0, represents the class of algebro-geometric Ablowitz–Ladik solutions.
In the following we will frequently assume that α, β satisfy the pth stationary

Ablowitz–Ladik system supposing a particular choice of summation constants c`,± ∈
C, ` = 0, . . . , p±, p± ∈ N0, has been made.

In accordance with our notation introduced in (2.16)–(2.18), the corresponding
homogeneous stationary Ablowitz–Ladik equations are defined by

s-ÂLp(α, β) = s-ALp(α, β)
∣∣
c0,±=1, c`,±=0, `=1,...,p±

, p = (p−, p+) ∈ N2
0. (2.36)

One can show (cf. [31, Lemma 2.2]) that gp+,+ = gp−,− up to a lattice constant
which can be set equal to zero without loss of generality. Thus, we will henceforth
assume that

gp+,+ = gp−,−, (2.37)

which in turn implies that

Kp = Gp (2.38)

and hence renders Vp in (2.21) traceless in the stationary context. (We note

that equations (2.37) and (2.38) cease to be valid in the time-dependent context,
though.)

Next, still assuming (2.1) and taking into account (2.38), one infers by taking
determinants in the stationary zero-curvature equation (2.22) that the quantity

Rp = G2
p − FpHp (2.39)

is a lattice constant, that is, Rp − R−p = 0. Hence, Rp(z) only depends on z, and

assuming in addition to (2.1) that

c0,± ∈ C \ {0}, (2.40)
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one may write Rp as3

Rp(z) = (c20,+/4)z−2p−
2p+1∏

m=0

(z − Em), {Em}2p+1
m=0 ⊂ C \ {0}, (2.41)

where
p = p− + p+ − 1. (2.42)

In addition, we note that the summation constants c1,±, . . . , cp±,± in (2.33) can
be expressed as symmetric functions in the zeros E0, . . . , E2p+1 of the associated
Laurent polynomial Rp in (2.41). In fact, one can prove (cf. [31]) that

c`,± = c0,±c`
(
E±1

)
, ` = 0, . . . , p±, (2.43)

where

c0
(
E±1

)
= 1,

ck
(
E±1

)
(2.44)

= −
k∑

j0,...,j2p+1=0
j0+···+j2p+1=k

(2j0)! · · · (2j2p+1)!

22k(j0!)2 · · · (j2p+1!)2(2j0 − 1) · · · (2j2p+1 − 1)
E±j00 · · ·E±j2p+1

2p+1 ,

k ∈ N,

are symmetric functions of E±1 = (E±10 , . . . , E±12p+1).
Next we turn to the time-dependent Ablowitz–Ladik hierarchy. For that pur-

pose the coefficients α and β are now considered as functions of both the lattice
point and time. For each system in the hierarchy, that is, for each p ∈ N2

0, we
introduce a deformation (time) parameter tp ∈ R in α, β, replacing α(n), β(n) by

α(n, tp), β(n, tp). Moreover, the definitions (2.20), (2.21), and (2.27)–(2.30) of U, Vp,

and Fp, Gp, Hp,Kp, respectively, still apply. Imposing the zero-curvature relation

Utp + UVp − V +
p U = 0, p ∈ N2

0, (2.45)

then results in the equations

αtp = i
(
zF−p + α(Gp +K−p )− Fp

)
, (2.46)

βtp = −i
(
β(G−p +Kp)−Hp + z−1H−p

)
, (2.47)

0 = z(G−p −Gp) + zβFp + αH−p , (2.48)

0 = zβF−p + αHp +K−p −Kp. (2.49)

Varying p ∈ N2
0, the collection of evolution equations

ALp(α, β) =

(−iαtp − α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
−iβtp + β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0,

tp ∈ R, p = (p−, p+) ∈ N0,

(2.50)

then defines the time-dependent Ablowitz–Ladik hierarchy. Explicitly,

AL(0,0)(α, β) =

(−iαt(0,0) − c(0,0)α
−iβt(0,0) + c(0,0)β

)
= 0,

3We use the convention that a product is to be interpreted equal to 1 whenever the upper limit

of the product is strictly less than its lower limit.
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AL(1,1)(α, β) =

(−iαt(1,1) − γ(c0,−α− + c0,+α
+)− c(1,1)α

−iβt(1,1) + γ(c0,+β
− + c0,−β+) + c(1,1)β

)
= 0,

AL(2,2)(α, β) (2.51)

=




−iαt(2,2) − γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

−iβt(2,2) + γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc.,

represent the first few equations of the time-dependent Ablowitz–Ladik hierarchy.
Here we recall the definition of cp in (2.35).

The special case p = (1, 1), c0,± = 1, and c(1,1) = −2, that is,
(
−iαt1 − γ(α− + α+) + 2α
−iβt1 + γ(β− + β+)− 2β

)
= 0, (2.52)

represents the Ablowitz–Ladik system (1.1).
By (2.50), (2.6), and (2.10), the time derivative of γ = 1− αβ is given by

γtp = iγ
(
(gp+,+ − g−p+,+)− (gp−,− − g−p−,−)

)
. (2.53)

The corresponding homogeneous equations are then defined by

ÂLp(α, β) = ALp(α, β)
∣∣
c0,±=1, c`,±=0, `=1,...,p±

= 0, p = (p−, p+) ∈ N2
0. (2.54)

Remark 2.3. From (2.23)–(2.26) and the explicit computations of the coefficients
f`,±, g`,±, and h`,±, one concludes that the zero-curvature equation (2.45) and
hence the Ablowitz–Ladik hierarchy is invariant under the scaling transformation

α→ αc = {c α(n)}n∈Z, β → βc = {β(n)/c}n∈Z, c ∈ C \ {0}. (2.55)

In particular, solutions α, β of the stationary and time-dependent AL equations are
determined only up to a multiplicative constant.

Remark 2.4. (i) The special choices β = ±α, c0,± = 1 lead to the discrete
nonlinear Schrödinger hierarchy. In particular, choosing c(1,1) = −2 yields the
discrete nonlinear Schrödinger equation in its usual form (see, e.g., [7, Ch. 3] and
the references cited therein),

− iαt − (1∓ |α|2)(α− + α+) + 2α = 0, (2.56)

as its first nonlinear element. The choice β = α is called the defocusing case, β = −α
represents the focusing case of the discrete nonlinear Schrödinger hierarchy.
(ii) The alternative choice β = α, c0,± = ∓i, leads to the hierarchy of Schur flows.
In particular, choosing c(1,1) = 0 yields

αt − (1− |α|2)(α+ − α−) = 0 (2.57)

as the first nonlinear element of this hierarchy (cf. [11], [22], [23], [34], [41], [49]).

Finally, we briefly recall the Lax pair (L,Pp) for the Ablowitz–Ladik hierarchy

and refer to [33] for detailed discussions of this topic.



54 F. GESZTESY, H. HOLDEN, J. MICHOR, AND G. TESCHL

In the standard basis {δm}m∈Z in `2(Z) defined by

δm = {δm,n}n∈Z, m ∈ Z, δm,n =

{
1, m = n,

0, m 6= n,
(2.58)

the underlying Lax difference expression L is given by

L =




. . .
. . .

. . .
. . .

. . . 00 −α(0)ρ(−1) −β(−1)α(0) −α(1)ρ(0) ρ(0)ρ(1)
ρ(−1)ρ(0) β(−1)ρ(0) −β(0)α(1) β(0)ρ(1) 0

0 −α(2)ρ(1) −β(1)α(2) −α(3)ρ(2) ρ(2)ρ(3)

0
ρ(1)ρ(2) β(1)ρ(2) −β(2)α(3) β(2)ρ(3) 0

. . .
. . .

. . .
. . .

. . .




(2.59)

= ρ−ρ δeven S
−− + (β−ρ δeven − α+ρ δodd)S− − βα+

+ (βρ+ δeven − α++ρ+ δodd)S+ + ρ+ρ++ δodd S
++, (2.60)

where δeven and δodd denote the characteristic functions of the even and odd inte-
gers,

δeven = χ
2Z , δodd = 1− δeven = χ

2Z+1
. (2.61)

In particular, terms of the form −β(n)α(n+1) represent the diagonal (n, n)-entries,
n ∈ Z, in the infinite matrix (2.59). In addition, we used the abbreviation

ρ = γ1/2 = (1− αβ)1/2. (2.62)

Next, let T be a bounded operator in the Hilbert space `2(Z) (with scalar product
denoted by ( · , · )). Given the standard basis (2.58) in `2(Z), we represent T by

T =
(
T (m,n)

)
(m,n)∈Z2 , T (m,n) = (δm, T δn), (m,n) ∈ Z2. (2.63)

Actually, for our purpose below, it is sufficient that T is an N -diagonal matrix for
some N ∈ N. Moreover, we introduce the upper and lower triangular parts T± of
T by

T± =
(
T±(m,n)

)
(m,n)∈Z2 , T±(m,n) =

{
T (m,n), ±(n−m) > 0,

0, otherwise.
(2.64)

Then, the finite difference expression Pp is given by

Pp =
i

2

p+∑

`=1

cp+−`,+
(
(L`)+ − (L`)−

)
− i

2

p−∑

`=1

cp−−`,−
(
(L−`)+ − (L−`)−

)

− i

2
cpQd, p = (p−, p+) ∈ N2

0,

(2.65)

with Qd denoting the doubly infinite diagonal matrix

Qd =
(
(−1)kδk,`

)
k,`∈Z (2.66)

and cp = (cp−,− + cp+,+)/2. The commutator relations [Pp, L] = 0 and Ltp −
[Pp, L] = 0 are then equivalent to the stationary and time-dependent Ablowitz–

Ladik equations (2.33) and (2.50), respectively.
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3. Properties of Stationary Algebro-Geometric Solutions
of the Ablowitz–Ladik Hierarchy

In this section we present a quick review of properties of algebro-geometric so-
lutions of the stationary Ablowitz–Ladik hierarchy. We refer to [31] and [32] for
detailed presentations.

We recall the hyperelliptic curve Kp of genus p, where

Kp : Fp(z, y) = y2 − 4c−20,+z
2p−Rp(z) = y2 −

2p+1∏

m=0

(z − Em) = 0,

Rp(z) =

(
c0,+
2zp−

)2 2p+1∏

m=0

(z − Em), {Em}2p+1
m=0 ⊂ C \ {0}, p = p− + p+ − 1.

(3.1)

Throughout this section we make the assumption:

Hypothesis 3.1. Suppose that

α, β ∈ CZ and α(n)β(n) /∈ {0, 1} for all n ∈ Z. (3.2)

In addition, assume that the affine part of the hyperelliptic curve Kp in (3.1) is
nonsingular, that is, suppose that

Em 6= Em′ for m 6= m′, m,m′ = 0, 1, . . . , 2p+ 1. (3.3)

The curve Kp is compactified by joining two points P∞± , P∞+
6= P∞− , but

for notational simplicity the compactification is also denoted by Kp. Points P on
Kp\{P∞+ , P∞−} are represented as pairs P = (z, y), where y( · ) is the meromorphic
function on Kp satisfying Fp(z, y) = 0. The complex structure on Kp is then defined
in the usual way, see Appendix A. Hence, Kp becomes a two-sheeted hyperelliptic
Riemann surface of genus p in a standard manner.

We also emphasize that by fixing the curve Kp (i.e., by fixing E0, . . . , E2p+1),
the summation constants c1,±, . . . , cp±,± in fp±,±, gp±,±, and hp±,± (and hence in
the corresponding stationary s-ALp equations) are uniquely determined as is clear

from (2.44) which establishes the summation constants c`,± as symmetric functions

of E±10 , . . . , E±12p+1.
For notational simplicity we will usually tacitly assume that p ∈ N.
We denote by {µj(n)}j=1,...,p and {νj(n)}j=1,...,p the zeros of ( · )p−Fp( · , n) and

( · )p−−1Hp( · , n), respectively. Thus, we may write

Fp(z) = −c0,+α+z−p−
p∏

j=1

(z − µj), (3.4)

Hp(z) = c0,+βz
−p−+1

p∏

j=1

(z − νj), (3.5)

and we recall that (cf. (2.39))

Rp −G2
p = −FpHp. (3.6)

The next step is crucial; it permits us to “lift” the zeros µj and νj from the complex
plane C to the curve Kp. From (3.6) one infers that

Rp(z)−Gp(z)2 = 0, z ∈ {µj , νk}j,k=1,...,p. (3.7)
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We now introduce {µ̂j}j=1,...,p ⊂ Kp and {ν̂j}j=1,...,p ⊂ Kp by

µ̂j(n) = (µj(n), (2/c0,+)µj(n)p−Gp(µj(n), n)), j = 1, . . . , p, n ∈ Z, (3.8)

and

ν̂j(n) = (νj(n),−(2/c0,+)νj(n)p−Gp(νj(n), n)), j = 1, . . . , p, n ∈ Z. (3.9)

We also introduce the points P0,± by

P0,± = (0,±(c0,−/c0,+)) ∈ Kp,
c20,−
c20,+

=

2p+1∏

m=0

Em. (3.10)

We emphasize that P0,± and P∞± are not necessarily on the same sheet of Kp.
Moreover,

y(P ) =
ζ→0

{
∓ζ−2p(1 +O(ζ)), P → P∞± , ζ = 1/z,

±(c0,−/c0,+) +O(ζ), P → P0,±, ζ = z.
(3.11)

Next we introduce the fundamental meromorphic function on Kp by

φ(P, n) =
(c0,+/2)z−p−y +Gp(z, n)

Fp(z, n)
(3.12)

=
−Hp(z, n)

(c0,+/2)z−p−y −Gp(z, n)
, (3.13)

P = (z, y) ∈ Kp, n ∈ Z,

with divisor (φ( · , n)) of φ( · , n) given by

(φ( · , n)) = DP0,−ν̂(n) −DP∞− µ̂(n), (3.14)

using (3.4) and (3.5). Here we abbreviated

µ̂ = {µ̂1, . . . , µ̂p}, ν̂ = {ν̂1, . . . , ν̂p} ∈ Symp(Kp). (3.15)

For brevity, and in close analogy to the Toda hierarchy, we will frequently refer to
µ̂ and ν̂ as the Dirichlet and Neumann divisors, respectively.

Given φ( · , n), the meromorphic stationary Baker–Akhiezer vector Ψ( · , n, n0)
on Kp is then defined by

Ψ(P, n, n0) =

(
ψ1(P, n, n0)

ψ2(P, n, n0)

)
,

ψ1(P, n, n0) =





∏n
n′=n0+1

(
z + α(n′)φ−(P, n′)

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
z + α(n′)φ−(P, n′)

)−1
, n ≤ n0 − 1,

(3.16)

ψ2(P, n, n0) = φ(P, n0)





∏n
n′=n0+1

(
zβ(n′)φ−(P, n′)−1 + 1

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
zβ(n′)φ−(P, n′)−1 + 1

)−1
, n ≤ n0 − 1.

(3.17)

Basic properties of φ and Ψ are summarized in the following result.
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Lemma 3.2 ([31]). Suppose that α, β satisfy (3.2) and the pth stationary Ablowitz–
Ladik system (2.33). Moreover, assume (3.1) and (3.3) and let P = (z, y) ∈ Kp \
{P∞+ , P∞− , P0,+, P0,−}, (n, n0) ∈ Z2. Then φ satisfies the Riccati-type equation

αφ(P )φ−(P )− φ−(P ) + zφ(P ) = zβ, (3.18)

as well as

φ(P )φ(P ∗) =
Hp(z)

Fp(z)
, (3.19)

φ(P ) + φ(P ∗) = 2
Gp(z)

Fp(z)
, (3.20)

φ(P )− φ(P ∗) = c0,+z
−p− y(P )

Fp(z)
. (3.21)

The vector Ψ satisfies

U(z)Ψ−(P ) = Ψ(P ), (3.22)

Vp(z)Ψ
−(P ) = −(i/2)c0,+z

−p−yΨ−(P ), (3.23)

ψ2(P, n, n0) = φ(P, n)ψ1(P, n, n0), (3.24)

ψ1(P, n, n0)ψ1(P ∗, n, n0) = zn−n0
Fp(z, n)

Fp(z, n0)
Γ(n, n0), (3.25)

ψ2(P, n, n0)ψ2(P ∗, n, n0) = zn−n0
Hp(z, n)

Fp(z, n0)
Γ(n, n0), (3.26)

ψ1(P, n, n0)ψ2(P ∗, n, n0) + ψ1(P ∗, n, n0)ψ2(P, n, n0) (3.27)

= 2zn−n0
Gp(z, n)

Fp(z, n0)
Γ(n, n0),

ψ1(P, n, n0)ψ2(P ∗, n, n0)− ψ1(P ∗, n, n0)ψ2(P, n, n0) (3.28)

= −c0,+zn−n0−p− y

Fp(z, n0)
Γ(n, n0),

where we used the abbreviation

Γ(n, n0) =





∏n
n′=n0+1 γ(n′) n ≥ n0 + 1,

1 n = n0,∏n0

n′=n+1 γ(n′)−1 n ≤ n0 − 1.

(3.29)

Combining the Laurent polynomial recursion approach of Section 2 with (3.4)
and (3.5) readily yields trace formulas for f`,± and h`,± in terms of symmetric
functions of the zeros µj and νk of ( · )p−Fp and ( · )p−−1Hp, respectively. For

simplicity we just record the simplest cases.

Lemma 3.3 ([31]). Suppose that α, β satisfy (3.2) and the pth stationary Ablowitz–
Ladik system (2.33). Then,

α

α+
= (−1)p+1 c0,+

c0,−

p∏

j=1

µj , (3.30)
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β+

β
= (−1)p+1 c0,+

c0,−

p∏

j=1

νj , (3.31)

p∑

j=1

µj = α+β − γ+α
++

α+
− c1,+
c0,+

, (3.32)

p∑

j=1

νj = α+β − γ β
−

β
− c1,+
c0,+

. (3.33)

Remark 3.4. The trace formulas in Lemma 3.3 illustrate why we assumed the
condition α(n)β(n) 6= 0 for all n ∈ N throughout this paper. Moreover, the fol-
lowing section shows that this condition is intimately connected with admissible
divisors Dµ̂,Dν̂ avoiding the exceptional points P∞± , P0,±. On the other hand, as

is clear from the matrix representation (2.59) of the Lax difference expression L,
if α(n0)β(n0) = 1 for some n0 ∈ N, and hence ρ(n0) = 0, the infinite matrix L
splits into a direct sum of two half-line matrices L±(n0) (in analogy to the familiar
singular case of infinite Jacobi matrices aS+ + a−S− + b on Z with a(n0) = 0).
This explains why we assumed α(n)β(n) 6= 1 for all n ∈ N throughout this paper.

Since nonspecial divisors and the linearization property of the Abel map when
applied to Dµ̂ and Dν̂ will play a fundamental role later on, we also recall the

following facts.

Lemma 3.5 ([31], [32]). Suppose that α, β satisfy (3.2) and the pth stationary
Ablowitz–Ladik system (2.33). Moreover, assume (3.1) and (3.3) and let n ∈ Z.
Let Dµ̂, µ̂ = {µ̂1, . . . , µ̂p}, and Dν̂ , ν̂ = {ν̂1, . . . , ν̂p}, be the pole and zero divisors

of degree p, respectively, associated with α, β, and φ defined according to (3.8) and
(3.9), that is,

µ̂j(n) = (µj(n), (2/c0,+)µj(n)p−Gp(µj(n), n)), j = 1, . . . , p,

ν̂j(n) = (νj(n),−(2/c0,+)νj(n)p−Gp(νj(n), n)), j = 1, . . . , p.
(3.34)

Then Dµ̂(n) and Dν̂(n) are nonspecial for all n ∈ Z. Moreover, the Abel map

linearizes the auxiliary divisors Dµ̂ and Dν̂ in the sense that

αQ0
(Dµ̂(n)) = αQ0

(Dµ̂(n0)) + (n− n0)AP0,−(P∞+
), (3.35)

αQ0
(Dν̂(n)) = αQ0

(Dν̂(n0)) + (n− n0)AP0,−(P∞+), (3.36)

where Q0 ∈ Kp is a given base point. In addition,

αQ0
(Dν̂(n)) = αQ0

(Dµ̂(n)) +AP0,−(P∞−). (3.37)

For theta function representations of α and β we refer to [32] and the references
cited therein. These theta function representations also show that γ(n) /∈ {0, 1}
for all n ∈ Z, that is, the second condition in (3.2) is satisfied for the stationary
algebro-geometric AL solutions discussed in this section provided the associated
Dirichlet and Neumann divisors are admissible.

4. The Stationary Algorithm

The aim of this section is to derive an algorithm that enables one to construct
algebro-geometric solutions for the stationary Ablowitz–Ladik hierarchy for general
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initial data. Equivalently, we offer a solution of the inverse algebro-geometric spec-
tral problem for general Lax operators L in (2.60), starting with initial divisors in
general position.

Up to the end of Section 3 the material was based on the assumption that
α, β ∈ CZ satisfy the pth stationary AL system (2.33). Now we embark on the
corresponding inverse problem consisting of constructing a solution of (2.33) given
certain initial data. More precisely, we seek to construct solutions α, β ∈ CZ sat-
isfying the pth stationary Ablowitz–Ladik system (2.33) starting from a properly
restricted set M0 of admissible nonspecial Dirichlet divisor initial data Dµ̂(n0) at

some fixed n0 ∈ Z,

µ̂(n0) = {µ̂1(n0), . . . , µ̂p(n0)} ∈ M0, M0 ⊂ Symp(Kp),
µ̂j(n0) = (µj(n0), (2/c0,+)µj(n0)p−Gp(µj(n0), n0)), j = 1, . . . , p.

(4.1)

For convenience we will frequently use the phrase that α, β blow up in this man-
uscript whenever one of the divisors Dµ̂ or Dν̂ hits one of the points P∞± , P0,±.

Of course we would like to ensure that the sequences α, β obtained via our
algorithm do not blow up. To investigate when this happens, we study the image
of our divisors under the Abel map. A key ingredient in our analysis will be (3.35)
which yields a linear discrete dynamical system on the Jacobi variety J(Kp). In
particular, we will be led to investigate solutions Dµ̂, Dν̂ of the discrete initial value

problem

αQ0
(Dµ̂(n)) = αQ0

(Dµ̂(n0)) + (n− n0)AP0,−(P∞+
),

µ̂(n0) = {µ̂1(n0), . . . , µ̂p(n0)} ∈ Symp(Kp),
(4.2)

respectively

αQ0
(Dν̂(n)) = αQ0

(Dµ̂(n0)) +AP0,−(P∞−) + (n− n0)AP0,−(P∞+
),

ν̂(n0) = {ν̂1(n0), . . . , ν̂p(n0)} ∈ Symp(Kp),
(4.3)

where Q0 ∈ Kp is a given base point. Eventually, we will be interested in solutions
Dµ̂, Dν̂ of (4.2), (4.3) with initial data Dµ̂(n0) satisfying (4.1) andM0 to be specified

as in (the proof of) Lemma 4.1.
Before proceeding to develop the stationary Ablowitz–Ladik algorithm, we briefly

analyze the dynamics of (4.2).

Lemma 4.1. Let n ∈ Z and suppose that Dµ̂(n) is defined via (4.2) for some divisor

Dµ̂(n0) ∈ Symp(Kp).
(i) If Dµ̂(n) is nonspecial and does not contain any of the points P0,±, P∞± , and

Dµ̂(n+1) contains one of the points P0,±, P∞± , then Dµ̂(n+1) contains P0,− or P∞−
but not P∞+

or P0,+.
(ii) If Dµ̂(n) is nonspecial and Dµ̂(n+1) is special, then Dµ̂(n) contains at least one

of the points P∞+
, P∞− and one of the points P0,+, P0,−.

(iii) Item (i) holds if n+ 1 is replaced by n− 1, P∞+
by P∞− , and P0,+ by P0,−.

(iv) Items (i)–(iii) also hold for Dν̂(n).
Proof. (i) Suppose one point in Dµ̂(n+1) equals P∞+

and denote the remaining ones

by Dµ̃(n+1). Then (4.2) implies that αQ0
(Dµ̃(n+1)) + AQ0

(P∞+) = αQ0
(Dµ̂(n)) +

AP0,−(P∞+
). Since Dµ̂(n) is assumed to be nonspecial one concludes Dµ̂(n) =

Dµ̃(n+1) + DP0,− , contradicting our assumption on Dµ̂(n). The statement for P0,+

follows similarly; here we choose Q0 to be a branch point of Kp such that AQ0
(P ∗) =
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−AQ0
(P ).

(ii) Next, we choose Q0 to be a branch point of Kp. If Dµ̂(n+1) is special, then it

contains a pair of points (Q,Q∗) whose contribution will cancel under the Abel map,
that is, αQ0

(Dµ̂(n+1)) = αQ0
(Dη̂(n+1)) for some Dη̂(n+1) ∈ Symp−2(Kp). Invoking

(4.2) then shows that αQ0
(Dµ̂(n)) = αQ0

(Dη̂(n+1)) + AQ0
(P∞−) + AQ0

(P0,−). As

Dµ̂(n) was assumed to be nonspecial, this shows that Dµ̂(n) = Dη̂(n+1) + DP∞− +

DP0,− , as claimed.
(iii) This is proved as in item (i).
(iv) Since Dν̂(n) satisfies the same equation as Dµ̂(n) in (4.2) (cf. (3.36)), items

(i)–(iii) also hold for Dν̂(n). �

We also note the following result:

Lemma 4.2. Let n ∈ Z and assume that Dµ̂(n) and Dν̂(n) are nonspecial. Then

Dµ̂(n) contains P0,− if and only if Dν̂(n) contains P∞− . Moreover, Dµ̂(n) contains

P∞+
if and only if Dν̂(n) contains P0,+.

Proof. Suppose a point in Dµ̂(n) equals P0,− and denote the remaining ones by

Dµ̃(n). By (3.37),

αQ0
(Dν̂(n)) = αQ0

(Dµ̃(n)) +AQ0
(P0,−) +AP0,−(P∞−) = αQ0

(Dµ̃(n)) +AQ0
(P∞−).

(4.4)
Since Dν̂(n) is nonspecial, Dν̂(n) contains P∞− , and vice versa. The second state-
ment follows similarly. �

Let us call the points P∞+
, P∞− , P0,+, and P0,− exceptional points. Then

Lemma 4.1 yields the following behavior of Dµ̂(n) assuming one starts with some

nonspecial initial divisor Dµ̂(n0) without exceptional points: As n increases, Dµ̂(n)
stays nonspecial as long as it does not include exceptional points. If an exceptional
point appears, Dµ̂(n) is still nonspecial and contains P0,− or P∞− at least once (but

not P0,+ and P∞+). Further increasing n, all instances of P0,− and P∞− will be
rendered into P0,+ and P∞+ , until we have again a nonspecial divisor that has the
same number of P0,+ and P∞+

as the first one had of P0,− and P∞− . Generically,
one expects the subsequent divisor to be nonspecial without exceptional points
again.

Next we show that most initial divisors are well-behaved in the sense that their
iterates stay away from P∞± , P0,±. Since we want to show that this set is of full
measure, it will be convenient to identify Symp(Kp) with the Jacobi variety J(Kp)
via the Abel map and take the Haar measure on J(Kp). Of course, the Abel map
is only injective when restricted to the set of nonspecial divisors, but these are the
only ones we are interested in.

Lemma 4.3. The set M0 ⊂ Symp(Kp) of initial divisors Dµ̂(n0) for which Dµ̂(n)
and Dν̂(n), defined via (4.2) and (4.3), are admissible (i.e., do not contain the
points P∞± , P0,±) and hence are nonspecial for all n ∈ Z, forms a dense set of full
measure in the set Symp(Kp) of positive divisors of degree p.

Proof. Let M∞,0 be the set of divisors in Symp(Kp) for which (at least) one point
is equal to P∞± or P0,±. The image αQ0

(M∞,0) of M∞,0 is then contained in the
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following set,

αQ0
(M∞,0) ⊆

⋃

P∈{P0,±,P∞±}

(
AQ0

(P ) + αQ0
(Symp−1(Kp))

)
⊂ J(Kp). (4.5)

Since the (complex) dimension of Symp−1(Kp) is p−1, its image must be of measure
zero by Sard’s theorem (see, e.g., [8, Sect. 3.6]). Similarly, let Msp be the set of
special divisors, then its image is given by

αQ0
(Msp) = αQ0

(Symp−2(Kp)), (4.6)

assuming Q0 to be a branch point. In particular, we conclude that αQ0
(Msp) ⊂

αQ0
(M∞,0) and thus αQ0

(Msing) = αQ0
(M∞,0) has measure zero, where

Msing =M∞,0 ∪Msp. (4.7)

Hence,

Sµ =
⋃

n∈Z

(
αQ0

(Msing) + nAP0,−(P∞+)
)

and Sν = Sµ +AP0,−(P∞−) (4.8)

are of measure zero as well. But the set Sµ ∪ Sν contains all initial divisors for
which Dµ̂(n) or Dν̂(n) will hit P∞± or P0,±, or become special at some n ∈ Z. We

denote by M0 the inverse image of the complement of the set Sµ ∪ Sν under the
Abel map,

M0 = α−1Q0

(
Symp(Kp) \ (Sµ ∪ Sν)

)
. (4.9)

Since M0 is of full measure, it is automatically dense in Symp(Kp). �

Next, we describe the stationary Ablowitz–Ladik algorithm. Since this is a
somewhat lengthy affair, we will break it up into several steps.

The Stationary Ablowitz–Ladik Algorithm:
We prescribe the following data

(i) The coefficient α(n0) ∈ C \ {0} and the constant c0,+ ∈ C \ {0}.
(ii) The set

{Em}2p+1
m=0 ⊂ C \ {0}, Em 6= Em′ for m 6= m′, m,m′ = 0, . . . , 2p+ 1, (4.10)

for some fixed p ∈ N. Given {Em}2p+1
m=0 , we introduce the function

Rp(z) =

(
c0,+
2zp−

)2 2p+1∏

m=0

(z − Em) (4.11)

and the hyperelliptic curve Kp with nonsingular affine part as in (3.1).
(iii) The nonspecial divisor

Dµ̂(n0) ∈ Symp(Kp), (4.12)

where µ̂(n0) is of the form

µ̂(n0) = {µ̂1(n0), . . . , µ̂1(n0)︸ ︷︷ ︸
p1(n0) times

, . . . , µ̂q(n0), . . . , µ̂q(n0)︸ ︷︷ ︸
pq(n0)(n0) times

} (4.13)

with

µ̂k(n0) = (µk(n0), y(µ̂k(n0))), µk(n0) 6= µk′(n0) for k 6= k′, k, k′ = 1, . . . , q(n0),
(4.14)
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and

pk(n0) ∈ N, k = 1, . . . , q(n0),

q(n0)∑

k=1

pk(n0) = p. (4.15)

With {Em}2p+1
m=0 , Dµ̂(n0), α(n0), and c0,+ prescribed, we next introduce the following

quantities (for z ∈ C \ {0}):

α+(n0) = α(n0)

( 2p+1∏

m=0

Em

)1/2 q(n0)∏

k=1

µk(n0)−pk(n0), (4.16)

c20,− = c20,+

2p+1∏

m=0

Em, (4.17)

Fp(z, n0) = −c0,+α+(n0)z−p−
q(n0)∏

k=1

(z − µk(n0))pk(n0), (4.18)

Gp(z, n0) =
1

2

(
1

α(n0)
− z

α+(n0)

)
Fp(z, n0) (4.19)

− z

2α+(n0)
Fp(z, n0)

q(n0)∑

k=1

pk(n0)−1∑

`=0

(
d`
(
ζ−1y(P )

)
/dζ`

)∣∣
P=(ζ,η)=µ̂k(n0)

`!(pk(n0)− `− 1)!

×
(
dpk(n0)−`−1

dζpk(n0)−`−1

(
(z − ζ)−1

q(n0)∏

k′=1, k′ 6=k
(ζ − µk′(n0))−pk′ (n0)

))∣∣∣∣∣
ζ=µk(n0)

.

Here the sign of the square root is chosen according to (4.14).
Next we record a series of facts:

(I) By construction (cf. Lemma B.1),

d`
(
Gp(z, n0)2

)

dz`

∣∣∣∣
z=µk(n0)

=
d`Rp(z)

dz`

∣∣∣∣
z=µk(n0)

,

z ∈ C \ {0}, ` = 0, . . . , pk(n0)− 1, k = 1, . . . , q(n0).

(4.20)

(II) Since Dµ̂(n0) is nonspecial by hypothesis, one concludes that

pk(n0) ≥ 2 implies Rp(µk(n0)) 6= 0, k = 1, . . . , q(n0). (4.21)

(III) By (4.19) and (4.20) one infers that Fp divides G2
p −Rp.

(IV) By (4.11) and (4.19) one verifies that

Gp(z, n0)2 −Rp(z) =
z→∞

O(z2p+−1), (4.22)

Gp(z, n0)2 −Rp(z) =
z→0

O(z−2p−+1). (4.23)

By (III) and (IV) we may write

Gp(z, n0)2 −Rp(z) = Fp(z, n0)Ȟq,r(z, n0), z ∈ C \ {0}, (4.24)

for some q ∈ {0, . . . , p− − 1}, r ∈ {0, . . . , p+}, where Ȟq,r(z, n0) is a Laurent

polynomial of the form c−qz−q + · · · + crz
r. If, in fact, Ȟ0,0 = 0, then Rp(z) =

Gp(z, n0)2 would yield double zeros of Rp, contradicting our basic hypothesis (4.10).
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Thus we conclude that in the case r = q = 0, Ȟ0,0 cannot vanish identically and
hence we may break up (4.24) in the following manner

φ̌(P, n0) =
Gp(z, n0) + (c0,+/2)z−p−y

Fp(z, n0)
=

Ȟq,r(z, n0)

Gp(z, n0)− (c0,+/2)z−p−y
,

P = (z, y) ∈ Kp.
(4.25)

Next we decompose

Ȟq,r(z, n0) = Cz−q
r+q∏

j=1

(z − νj(n0)), z ∈ C \ {0}, (4.26)

where C ∈ C \ {0} and {νj(n0)}r+qj=1 ⊂ C (if r = q = 0 we replace the product in

(4.26) by 1). By inspection of the local zeros and poles as well as the behavior near
P0,±, P∞± of the function φ̌( · , n0) using (3.11), its divisor,

(
φ̌( · , n0)

)
, is given by

(
φ̌( · , n0)

)
= DP0,−ν̂(n0) −DP∞− µ̂(n0), (4.27)

where

ν̂(n0) = {P0,−, . . . , P0,−︸ ︷︷ ︸
p−−1−q times

, ν̂1(n0), . . . , ν̂r+q(n0), P∞+
, . . . , P∞+︸ ︷︷ ︸

p+−r times

}. (4.28)

In the following we call a positive divisor of degree p admissible if it does not
contain any of the points P∞± , P0,±.

Hence,

Dν̂(n0) is an admissible divisor if and only if r = p+ and q = p− − 1. (4.29)

We note that

αQ0
(Dν̂(n0)) = αQ0

(Dµ̂(n0)) +AP0,−(P∞−), (4.30)

in accordance with (3.37).
(V) Assuming that (4.22), (4.23) are precisely of order z±(2p±−1), that is, assuming
r = p+ and q = p−− 1 in (4.24), we rewrite (4.24) in the more appropriate manner

Gp(z, n0)2 −Rp(z) = Fp(z, n0)Hp(z, n0), z ∈ C \ {0}. (4.31)

(We will later discuss conditions which indeed guarantee that q = p−−1 and r = p+,
cf. (4.29) and the discussion in step (X) below.) By construction, Hp( · , n0) is then

of the type

Hp(z, n0) = c0,+β(n0)z−p−+1

`(n0)∏

k=1

(z − νk(n0))sk(n0),

`(n0)∑

k=1

sk(n0) = p,

νk(n0) 6= νk′(n0) for k 6= k′, k, k′ = 1, . . . , `(n0), z ∈ C \ {0}, (4.32)

where we introduced the coefficient β(n0). We define

ν̂k(n0) = (νk(n0),−(2/c0,+)νk(n0)p−Gp(νk(n0), n0)), k = 1, . . . , `(n0). (4.33)

An explicit computation of β(n0) then yields

α+(n0)β(n0) = −1

2

q(n0)∑

k=1

(
dpk(n0)−1(ζ−1y(P )

)
/dζpk(n0)−1)∣∣

P=(ζ,η)=µ̂k(n0)

(pk(n0)− 1)!
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×
q(n0)∏

k′=1, k′ 6=k
(µk(n0)− µk′(n0))−pk(n0)

+
1

2

(
α+(n0)

α(n0)
+

q(n0)∑

k=1

pk(n0)µk(n0)− 1

2

2p+1∑

m=0

Em

)
. (4.34)

The result (4.34) is obtained by inserting the expressions (4.18), (4.19), and (4.32)
for Fp( · , n0), Gp( · , n0), and Hp( · , n0) into (4.31) and collecting all terms of order

z2p+−1.
(VI) Introduce

β+(n0) = β(n0)

`(n0)∏

k=1

νk(n0)sk(n0)

( 2p+1∏

m=0

Em

)−1/2
. (4.35)

(VII) Using Gp(z, n0), Hp(z, n0), Fp(z, n0), β(n0), α+(n0), and β+(n0), we next

construct the n0 ± 1 terms from the following equations:

F−p =
1

zγ
(α2Hp − 2αGp + Fp), (4.36)

H−p =
z

γ
(β2Fp − 2βGp +Hp), (4.37)

G−p =
1

γ
((1 + αβ)Gp − αHp − βFp), (4.38)

respectively,

F+
p =

1

zγ+
((α+)2Hp + 2α+zGp + z2Fp), (4.39)

H+
p =

1

zγ+
((β+z)2Fp + 2β+zGp +Hp), (4.40)

G+
p =

1

zγ+
((1 + α+β+)zGp + α+Hp + β+z2Fp). (4.41)

Moreover,
(G−p )2 − F−p H−p = Rp, (G+

p )2 − F+
p H

+
p = Rp. (4.42)

Inserting (4.18), (4.19), and (4.32) in (4.36)–(4.38) one verifies

F−p (z, n0) =
z→∞

−c0,+α(n0)zp+−1 +O(zp+−2), (4.43)

H−p (z, n0) =
z→∞

O(zp+), (4.44)

F−p (z, n0) =
z→0

O(z−p−), (4.45)

H−p (z, n0) =
z→0
−c0,−β(n0)z−p−+1 +O(z−p−+2), (4.46)

G−p (z, n0) = 1
2c0,−z

−p− + · · ·+ 1
2c0,+z

p+ . (4.47)

The last equation implies

Gp(z, n0 − 1)2 −Rp(z) =
z→∞

O(z2p+−1), (4.48)

Gp(z, n0 − 1)2 −Rp(z) =
z→0

O(z−2p−+1), (4.49)

so we may write

Gp(z, n0−1)2−Rp(z) = F̌s,p+−1(z, n0−1)Ȟp−−1,r(z, n0−1), z ∈ C\{0}, (4.50)
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for some s ∈ {1, . . . , p−}, r ∈ {1, . . . , p+}, where

F̌s,p+−1(n0 − 1) = c−sz
−s + · · · − c0,+α(n0)zp+−1,

Ȟp−−1,r(n0 − 1) = −c0,−β(n0)z−p−+1 + · · ·+ crz
r.

The right-hand side of (4.50) cannot vanish identically (since otherwise Rp(z) =

Gp(z, n0 − 1)2 would yield double zeros of Rp(z)), and hence,

φ̌(P, n0 − 1) =
Gp(z, n0 − 1) + (c0,+/2)z−p−y

F̌s,p+−1(z, n0 − 1)
=

Ȟp−−1,r(z, n0 − 1)

Gp(z, n0 − 1)− (c0,+/2)z−p−y
,

P = (z, y) ∈ Kp. (4.51)

Next, we decompose

F̌s,p+−1(z, n0 − 1) = −c0,+α(n0)z−s
p+−1+s∏

j=1

(z − µj(n0 − 1)), (4.52)

Ȟp−−1,r(z, n0 − 1) = Cz−p−+1

p−−1+r∏

j=1

(z − νj(n0 − 1)), (4.53)

where C ∈ C \ {0} and {µj(n0 − 1)}p+−1+sj=1 ⊂ C, {νj(n0 − 1)}p−−1+rj=1 ⊂ C. The

divisor of φ̌( · , n0 − 1) is then given by
(
φ̌( · , n0 − 1)

)
= DP0,−ν̂(n0−1) −DP∞− µ̂(n0−1), (4.54)

where

µ̂(n0 − 1) = {P0,+, . . . , P0,+︸ ︷︷ ︸
p−−s times

, µ̂1(n0 − 1), . . . , µ̂p+−1+s(n0 − 1)}, (4.55)

ν̂(n0 − 1) = {ν̂1(n0 − 1), . . . , ν̂p−−1+r(n0 − 1), P∞+
, . . . , P∞+︸ ︷︷ ︸

p+−r times

}. (4.56)

In particular,

Dµ̂(n0−1) is an admissible divisor if and only if s = p−, (4.57)

Dν̂(n0−1) is an admissible divisor if and only if r = p+. (4.58)

(VIII) Assuming that (4.48), (4.49) are precisely of order z±(2p±−1), that is, as-
suming s = p− and r = p+ in (4.51), we rewrite (4.51) as

Gp(z, n0 − 1)2 −Rp(z) = Fp(z, n0 − 1)Hp(z, n0 − 1), z ∈ C \ {0}. (4.59)

By construction, Fp( · , n0 − 1) and Hp( · , n0 − 1) are then of the type

Fp(z, n0 − 1) = −c0,+α(n0)z−p−
q(n0−1)∏

k=1

(z − µj(n0 − 1))pk(n0−1),

q(n0−1)∑

k=1

pk(n0 − 1) = p, (4.60)

µk(n0 − 1) 6= µk′(n0 − 1) for k 6= k′, k, k′ = 1, . . . , q(n0 − 1), z ∈ C \ {0},

Hp(z, n0 − 1) = c0,+β(n0 − 1)z−p−+1

`(n0−1)∏

k=1

(z − νk(n0 − 1))sk(n0−1),
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`(n0−1)∑

k=1

sk(n0 − 1) = p, (4.61)

νk(n0 − 1) 6= νk′(n0 − 1) for k 6= k′, k, k′ = 1, . . . , `(n0 − 1), z ∈ C \ {0},

where we introduced the coefficient β(n0 − 1). We define

µ̂k(n0 − 1) = (µk(n0 − 1), (2/c0,+)µk(n0 − 1)p−Gp(µk(n0 − 1), n0 − 1)),

k = 1, . . . , q(n0 − 1),

ν̂k(n0 − 1) = (νk(n0 − 1),−(2/c0,+)νk(n0 − 1)p−Gp(νk(n0 − 1), n0 − 1)),

k = 1, . . . , `(n0 − 1).

(4.62)

(IX) At this point one can iterate the procedure step by step to construct Fp( · , n),

Gp( · , n), Hp( · , n), α(n), β(n), µj(n), νj(n), etc., for n ∈ (−∞, n0] ∩ Z, subject to

the following assumption (cf. (4.57), (4.58)) at each step:

Dµ̂(n−1) is an admissible divisor (and hence α(n− 1) 6= 0) (4.63)

for all n ∈ (−∞, n0] ∩ Z,
Dν̂(n−1) is an admissible divisor (and hence β(n− 1) 6= 0) (4.64)

for all n ∈ (−∞, n0] ∩ Z.

The formalism is symmetric with respect to n0 and can equally well be developed
for n ∈ (−∞, n0] ∩ Z subject to the analogous assumption

Dµ̂(n+1) is an admissible divisor (and hence α(n+ 2) 6= 0) (4.65)

for all n ∈ [n0,∞) ∩ Z,

Dν̂(n+1) is an admissible divisor (and hence β(n+ 2) 6= 0) (4.66)

for all n ∈ [n0,∞) ∩ Z.

(X) Choosing the initial data Dµ̂(n0) such that

Dµ̂(n0) ∈M0, (4.67)

whereM0 ⊂ Symp(Kp) is the set of admissible initial divisors introduced in Lemma
4.3, then guarantees that assumptions (4.63)–(4.66) are satisfied for all n ∈ Z.

Equations (4.36)–(4.41) (for arbitrary n ∈ Z) are equivalent to s-ALp(α, β) = 0.

At this stage we have verified the basic hypotheses of Section 3 (i.e., (3.2) and
the assumption that α, β satisfy the pth stationary AL system (2.33)) and hence
all results of Section 3 apply.

In summary, we proved the following result:

Theorem 4.4. Let n ∈ Z, suppose the set {Em}2p+1
m=0 ⊂ C satisfies Em 6= Em′ for

m 6= m′, m,m′ = 0, . . . , 2p+ 1, and introduce the function Rp and the hyperelliptic

curve Kp as in (3.1). Choose α(n0) ∈ C \ {0}, c0,+ ∈ C \ {0}, and a nonspecial
divisor Dµ̂(n0) ∈M0, whereM0 ⊂ Symp(Kp) is the set of admissible initial divisors

introduced in Lemma 4.3. Then the stationary (complex) Ablowitz–Ladik algorithm
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as outlined in steps (I )–(X ) produces solutions α, β of the pth stationary Ablowitz–
Ladik system,

s-ALp(α, β) =

(−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,−

)
= 0,

p = (p−, p+) ∈ N2
0,

(4.68)

satisfying (3.2) and

α(n) =

( 2p+1∏

m=0

Em

)(n−n0)/2

A(n, n0)α(n0), (4.69)

β(n) =

(
− 1

2

q(n)∑

k=1

(
dpk(n)−1

(
ζ−1y(P )

)
/dζpk(n)−1

)∣∣
P=(ζ,η)=µ̂k(n)

(pk(n)− 1)!

×
q(n)∏

k′=1, k′ 6=k
(µk(n)− µk′(n))−pk(n)

+
1

2

(( 2p+1∏

m=0

Em

)1/2 q(n)∏

k=1

µk(n)−pk(n) +

q(n)∑

k=1

pk(n)µk(n)− 1

2

2p+1∑

m=0

Em

))

×
( 2p+1∏

m=0

Em

)−(n+1−n0)/2

A(n+ 1, n0)−1 α(n0)−1, (4.70)

where

A(n, n0) =





∏n−1
n′=n0

∏q(n′)
k=1 µk(n′)−pk(n

′), n ≥ n0 + 1,

1, n = n0,∏n0−1
n′=n

∏q(n′)
k=1 µk(n′)pk(n

′), n ≤ n0 − 1.

(4.71)

Moreover, Lemmas 3.2–3.5 apply.

Finally, we briefly illustrate some aspects of this analysis in the special case
p = (1, 1) (i.e., the case where (3.1) represents an elliptic Riemann surface) in more
detail.

Example 4.5. The case p = (1, 1).
In this case one has

F(1,1)(z, n) = −c0,+α(n+ 1)z−1(z − µ1(n)),

G(1,1)(z, n) =
1

2

(
1

α(n)
− z

α(n+ 1)

)
F(1,1)(z, n) +R(1,1)(µ̂1(n))1/2, (4.72)

R(1,1)(z) =

(
c0,+α

+

z

)2 3∏

m=0

(z − Em),

and hence a straightforward calculation shows that

G(1,1)(z, n)2 −R(1,1)(z) = −c20,+α(n+ 1)β(n)z−1(z − µ1(n))(z − ν1(n))

= −c
2
0,+

2z
(z − µ1(n))

((
− y(µ̂1(n))

µ1(n)
+

Ẽ1/2

µ1(n)
+ µ1(n)− Ê+

2

)
z

(4.73)
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− Ẽ

µ1(n)

(
− 1

Ẽ1/2

y(µ̂1(n))

µ1(n)
+
µ1(n)

Ẽ1/2
+

1

µ1(n)
− Ê−

2

))
,

where

Ê± =
3∑

m=0

E±1m , Ẽ =
3∏

m=0

Em. (4.74)

Solving for ν1(n) one then obtains

ν1(n) =
Ẽ

µ1(n)

−y(µ̂1(n))
µ1(n)

+ Ẽ1/2

µ1(n)
+ µ1(n)− Ê+

2

− 1

Ẽ1/2

y(µ̂1(n))
µ1(n)

+ µ1(n)

Ẽ1/2
+ 1

µ1(n)
− Ê−

2

. (4.75)

Thus, ν1(n0) could be 0 or ∞ even if µ1(n0) 6= 0,∞.

5. Properties of Algebro-Geometric Solutions
of the Time-Dependent Ablowitz–Ladik Hierarchy

In this section we present a quick review of properties of algebro-geometric so-
lutions of the time-dependent Ablowitz–Ladik hierarchy. Again we omit all proofs
and refer to [29], [31], and [32] for details.

For most of this section we assume the following hypothesis.

Hypothesis 5.1. (i) Suppose that α, β satisfy

α( · , t), β( · , t) ∈ CZ, t ∈ R, α(n, · ), β(n, · ) ∈ C1(R), n ∈ Z,
α(n, t)β(n, t) /∈ {0, 1}, (n, t) ∈ Z× R.

(5.1)

(ii) Assume that the hyperelliptic curve Kp satisfies (3.1) and (3.3).

In order to briefly analyze algebro-geometric solutions of the time-dependent
Ablowitz–Ladik hierarchy we proceed as follows. Given p ∈ N2

0, consider a complex-

valued solution α(0), β(0) of the pth stationary Ablowitz–Ladik system s-ALp(a, b) =

0, associated with Kp and a given set of summation constants {c`,±}`=1,...,p± ⊂ C.
Next, let r ∈ N2

0; we intend to consider solutions α = α(tr), β = β(tr) of the rth

AL flow ALr(α, β) = 0 with α(t0,r) = α(0), β(t0,r) = β(0) for some t0,r ∈ R. To
emphasize that the summation constants in the definitions of the stationary and
the time-dependent Ablowitz–Ladik equations are independent of each other, we
indicate this by adding a tilde on all the time-dependent quantities. Hence we

shall employ the notation Ṽr, F̃r, G̃r, H̃r, K̃r, f̃s,±, g̃s,±, h̃s,±, c̃s,±, in order to
distinguish them from Vp, Fp, Gp, Hp, Kp, f`,±, g`,±, h`,±, c`,±, in the following. In

addition, we will follow a more elaborate notation inspired by Hirota’s τ -function
approach and indicate the individual rth Ablowitz–Ladik flow by a separate time
variable tr ∈ R. More precisely, we will review properties of solutions α, β of the
time-dependent algebro-geometric initial value problem

ÃLr(α, β) =

(
−iαtr − α(g̃r+,+ + g̃−r−,−) + f̃r+−1,+ − f̃−r−−1,−
−iβtr + β(g̃−r+,+ + g̃r−,−)− h̃r−−1,− + h̃−r+−1,+

)
= 0,

(α, β)
∣∣
tr=t0,r

=
(
α(0), β(0)

)
,

(5.2)

s-ALp
(
α(0), β(0)

)
=

(
−α(0)(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(0)(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0 (5.3)
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for some t0,r ∈ R, where α = α(n, tr), β = β(n, tr) satisfy (5.1) and a fixed curve

Kp is associated with the stationary solutions α(0), β(0) in (5.3). Here,

p = (p−, p+) ∈ N2
0 \ {(0, 0)}, r = (r−, r+) ∈ N2

0, p = p− + p+ − 1. (5.4)

In terms of the zero-curvature formulation this amounts to solving

Utr (z, tr) + U(z, tr)Ṽr(z, tr)− Ṽ +
r (z, tr)U(z, tr) = 0, (5.5)

U(z, t0,r)Vp(z, t0,r)− V +
p (z, t0,r)U(z, t0,r) = 0. (5.6)

One can show (cf. Lemma 6.2) that the stationary Ablowitz–Ladik system (5.6) is
actually satisfied for all times tr ∈ R. Thus, we impose

Utr + UṼr − Ṽ +
r U = 0, (5.7)

UVp − V +
p U = 0, (5.8)

instead of (5.5) and (5.6). For further reference, we recall the relevant quantities
here (cf. (2.20), (2.21), (2.27)–(2.30), (2.38)):

U(z) =

(
z α
zβ 1

)
,

Vp(z) = i

(
G−p (z) −F−p (z)

H−p (z) −G−p (z)

)
, Ṽr(z) = i

(
G̃−r (z) −F̃−r (z)

H̃−r (z) −K̃−r (z)

)
,

(5.9)

and

Fp(z) =

p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
` = −c0,+α+z−p−

p∏

j=1

(z − µj),

Gp(z) =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`,

Hp(z) =

p−−1∑

`=0

hp−−1−`,−z
−` +

p+∑

`=1

hp+−`,+z
` = c0,+βz

−p−+1

p∏

j=1

(z − νj),

F̃r(z) =

r−∑

s=1

f̃r−−s,−z
−s +

r+−1∑

s=0

f̃r+−1−s,+z
s, (5.10)

G̃r(z) =

r−∑

s=1

g̃r−−s,−z
−s +

r+∑

s=0

g̃r+−s,+z
s,

H̃r(z) =

r−−1∑

s=0

h̃r−−1−s,−z
−s +

r+∑

s=1

h̃r+−s,+z
s,

K̃r(z) =

r−∑

s=0

g̃r−−s,−z
−s +

r+∑

s=1

g̃r+−s,+z
s = G̃r(z) + g̃r−,− − g̃r+,+

for fixed p ∈ N2
0 \ {(0, 0)}, r ∈ N2

0. Here f`,±, f̃s,±, g`,±, g̃s,±, h`,±, and h̃s,± are
defined as in (2.5)–(2.12) with appropriate sets of summation constants c`,±, ` ∈ N0,
and c̃k,±, k ∈ N0. Explicitly, (5.7) and (5.8) are equivalent to (cf. (2.23)–(2.26),
(2.46)–(2.49))

αtr = i
(
zF̃−r + α(G̃r + K̃−r )− F̃r

)
, (5.11)
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βtr = −i
(
β(G̃−r + K̃r)− H̃r + z−1H̃−r

)
, (5.12)

0 = z(G̃−r − G̃r) + zβF̃r + αH̃−r , (5.13)

0 = zβF̃−r + αH̃r + K̃−r − K̃r, (5.14)

0 = z(G−p −Gp) + zβFp + αH−p , (5.15)

0 = zβF−p + αHp −Gp +G−p , (5.16)

0 = −Fp + zF−p + α(Gp +G−p ), (5.17)

0 = zβ(Gp +G−p )− zHp +H−p , (5.18)

respectively. In particular, (2.39) holds in the present tr-dependent setting, that is,

G2
p − FpHp = Rp. (5.19)

As in the stationary context (3.8), (3.9) we introduce

µ̂j(n, tr) = (µj(n, tr), (2/c0,+)µj(n, tr)
p−Gp(µj(n, tr), n, tr)) ∈ Kp,
j = 1, . . . , p, (n, tr) ∈ Z× R,

(5.20)

and

ν̂j(n, tr) = (νj(n, tr),−(2/c0,+)νj(n, tr)
p−Gp(νj(n, tr), n, tr)) ∈ Kp,
j = 1, . . . , p, (n, tr) ∈ Z× R,

(5.21)

and note that the regularity assumptions (5.1) on α, β imply continuity of µj and
νk with respect to tr ∈ R (away from collisions of these zeros, µj and νk are of
course C∞).

In analogy to (3.12), (3.13), one defines the following meromorphic function
φ( · , n, tr) on Kp,

φ(P, n, tr) =
(c0,+/2)z−p−y +Gp(z, n, tr)

Fp(z, n, tr)
(5.22)

=
−Hp(z, n, tr)

(c0,+/2)z−p−y −Gp(z, n, tr)
, (5.23)

P = (z, y) ∈ Kp, (n, tr) ∈ Z× R,

with divisor (φ( · , n, tr)) of φ( · , n, tr) given by

(φ( · , n, tr)) = DP0,−ν̂(n,tr) −DP∞− µ̂(n,tr). (5.24)

The time-dependent Baker–Akhiezer vector is then defined in terms of φ by

Ψ(P, n, n0, tr, t0,r) =

(
ψ1(P, n, n0, tr, t0,r)
ψ2(P, n, n0, tr, t0,r)

)
, (5.25)

ψ1(P, n, n0, tr, t0,r) = exp
(
i

∫ tr

t0,r

ds
(
G̃r(z, n0, s)− F̃r(z, n0, s)φ(P, n0, s)

))
(5.26)

×





∏n
n′=n0+1

(
z + α(n′, tr)φ−(P, n′, tr)

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
z + α(n′, tr)φ−(P, n′, tr)

)−1
, n ≤ n0 − 1,

ψ2(P, n, n0, tr, t0,r) = exp
(
i

∫ tr

t0,r

ds
(
G̃r(z, n0, s)− F̃r(z, n0, s)φ(P, n0, s)

))
(5.27)
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× φ(P, n0, tr)





∏n
n′=n0+1

(
zβ(n′, tr)φ−(P, n′, tr)−1 + 1

)
, n ≥ n0 + 1,

1, n = n0,∏n0

n′=n+1

(
zβ(n′, tr)φ−(P, n′, tr)−1 + 1

)−1
, n ≤ n0 − 1,

P = (z, y) ∈ Kp \ {P∞+ , P∞− , P0,+, P0,−}, (n, tr) ∈ Z× R.

One observes that

ψ1(P, n, n0, tr, t̃r) = ψ1(P, n0, n0, tr, t̃r)ψ1(P, n, n0, tr, tr),

P = (z, y) ∈ Kp \ {P∞+ , P∞− , P0,+, P0,−}, (n, n0, tr, t̃r) ∈ Z2 × R2.
(5.28)

The following lemma records basic properties of φ and Ψ in analogy to the
stationary case discussed in Lemma 3.2.

Lemma 5.2 ([31]). Assume Hypothesis 5.1 and suppose that (5.7), (5.8) hold. In
addition, let P = (z, y) ∈ Kp \ {P∞+ , P∞−}, (n, n0, tr, t0,r) ∈ Z2 × R2. Then φ
satisfies

αφ(P )φ−(P )− φ−(P ) + zφ(P ) = zβ, (5.29)

φtr (P ) = iF̃rφ
2(P )− i

(
G̃r(z) + K̃r(z)

)
φ(P ) + iH̃r(z), (5.30)

φ(P )φ(P ∗) =
Hp(z)

Fp(z)
, (5.31)

φ(P ) + φ(P ∗) = 2
Gp(z)

Fp(z)
, (5.32)

φ(P )− φ(P ∗) = c0,+z
−p− y(P )

Fp(z)
. (5.33)

Moreover, assuming P = (z, y) ∈ Kp \ {P∞+
, P∞− , P0,+, P0,−}, then Ψ satisfies

ψ2(P, n, n0, tr, t0,r) = φ(P, n, tr)ψ1(P, n, n0, tr, t0,r), (5.34)

U(z)Ψ−(P ) = Ψ(P ), (5.35)

Vp(z)Ψ
−(P ) = −(i/2)c0,+z

−p−yΨ−(P ), (5.36)

Ψtr (P ) = Ṽ +
r (z)Ψ(P ), (5.37)

ψ1(P, n, n0, tr, t0,r)ψ1(P ∗, n, n0, tr, t0,r) = zn−n0
Fp(z, n, tr)

Fp(z, n0, t0,r)
Γ(n, n0, tr), (5.38)

ψ2(P, n, n0, tr, t0,r)ψ2(P ∗, n, n0, tr, t0,r) = zn−n0
Hp(z, n, tr)

Fp(z, n0, t0,r)
Γ(n, n0, tr), (5.39)

ψ1(P, n, n0, tr, t0,r)ψ2(P ∗, n, n0, tr, t0,r) + ψ1(P ∗, n, n0, tr, t0,r)ψ2(P, n, n0, tr, t0,r)

= 2zn−n0
Gp(z, n, tr)

Fp(z, n0, t0,r)
Γ(n, n0, tr), (5.40)

ψ1(P, n, n0, tr, t0,r)ψ2(P ∗, n, n0, tr, t0,r)− ψ1(P ∗, n, n0, tr, t0,r)ψ2(P, n, n0, tr, t0,r)

= −c0,+zn−n0−p− y

Fp(z, n0, t0,r)
Γ(n, n0, tr), (5.41)
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where

Γ(n, n0, tr) =





∏n
n′=n0+1 γ(n′, tr) n ≥ n0 + 1,

1 n = n0,∏n0

n′=n+1 γ(n′, tr)−1 n ≤ n0 − 1.

(5.42)

In addition, as long as the zeros µj(n0, s) of ( · )p−Fp( · , n0, s) are all simple and

distinct from zero for s ∈ Iµ, Iµ ⊆ R an open interval, Ψ( · , n, n0, tr, t0,r) is mero-
morphic on Kp \ {P∞+

, P∞− , P0,+, P0,−} for (n, tr, t0,r) ∈ Z× I2µ.

The trace formulas recorded in Lemma 3.3 extend to the present time-dependent
context without any change as tr ∈ R can be viewed as a fixed parameter. Further
details are thus omitted.

For completeness we next mention the Dubrovin-type equations for the time

variation of the zeros µj of ( · )p−Fp and νj of ( · )p−−1Hp governed by the ÃLr
flow.

Lemma 5.3 ([31]). Assume Hypothesis 5.1 and suppose that (5.7), (5.8) hold on
Z × Iµ with Iµ ⊆ R an open interval. In addition, assume that the zeros µj, j =
1, . . . , p, of ( · )p−Fp( · ) remain distinct and nonzero on Z×Iµ. Then {µ̂j}j=1,...,p,

defined in (5.20), satisfies the following first-order system of differential equations
on Z× Iµ,

µj,tr = −iF̃r(µj)y(µ̂j)(α
+)−1

p∏

k=1
k 6=j

(µj − µk)−1, j = 1, . . . , p, (5.43)

with

µ̂j(n, ·) ∈ C∞(Iµ,Kp), j = 1, . . . , p, n ∈ Z. (5.44)

For the zeros νj, j = 1, . . . , p, of ( · )p−−1Hp( · ), identical statements hold with µj
and Iµ replaced by νj and Iν , etc. (with Iν ⊆ R an open interval ). In particular,
{ν̂j}j=1,...,p, defined in (5.21), satisfies the first-order system on Z× Iν ,

νj,tr = iH̃r(νj)y(ν̂j)(βνj)
−1

p∏

k=1
k 6=j

(νj − νk)−1, j = 1, . . . , p, (5.45)

with

ν̂j(n, ·) ∈ C∞(Iν ,Kp), j = 1, . . . , p, n ∈ Z. (5.46)

When attempting to solve the Dubrovin-type systems (5.43) and (5.45), they
must be augmented with appropriate divisors Dµ̂(n0,t0,r) ∈ SympKp, t0,r ∈ Iµ, and

Dν̂(n0,t0,r) ∈ SympKp, t0,r ∈ Iν , as initial conditions.
For the tr-dependence of Fp, Gp, and Hp one obtains the following result.

Lemma 5.4 ([31]). Assume Hypothesis 5.1 and suppose that (5.7), (5.8) hold. In
addition, let (z, n, tr) ∈ C× Z× R. Then,

Fp,tr = −2iGpF̃r + i
(
G̃r + K̃r

)
Fp, (5.47)

Gp,tr = iFpH̃r − iHpF̃r, (5.48)

Hp,tr = 2iGpH̃r − i
(
G̃r + K̃r

)
Hp. (5.49)
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In particular, (5.47)–(5.49) are equivalent to

Vp,tr =
[
Ṽr, Vp

]
. (5.50)

It will be shown in Section 6 that Lemma 5.4 yields a first-order system of
differential equations for f`,±, g`,±, and h`,±, that serves as a pertinent substitute
for the Dubrovin equations (5.43) even (in fact, especially) when some of the µj
coincide.

Lemma 3.5 on nonspecial divisors and the linearization property of the Abel map
extend to the present time-dependent setting. For this fact we need to introduce

a particular differential of the second kind, Ω̃
(2)
r , defined as follows. Let ω

(2)
P∞± ,q

and ω
(2)
P0,±,q be the normalized differentials of the second kind with a unique pole

at P∞± and P0,±, respectively, and principal parts

ω
(2)
P∞± ,q

=
ζ→0

(
ζ−2−q +O(1)

)
dζ, P → P∞± , ζ = 1/z, q ∈ N0, (5.51)

ω
(2)
P0,±,q =

ζ→0

(
ζ−2−q +O(1)

)
dζ, P → P0,±, ζ = z, q ∈ N0, (5.52)

with vanishing a-periods,
∫

aj

ω
(2)
P∞± ,q

=

∫

aj

ω
(2)
P0,±,q = 0, j = 1, . . . , p. (5.53)

Moreover, we define

Ω̃(2)
r =

i

2

( r−∑

s=1

sc̃r−−s,−
(
ω
(2)
P0,+,s−1 − ω

(2)
P0,−,s−1

)

+

r+∑

s=1

sc̃r+−s,+
(
ω
(2)
P∞+

,s−1 − ω
(2)
P∞− ,s−1

))
, (5.54)

where c̃`,± are the summation constants in F̃r. The corresponding vector of b-

periods of Ω̃
(2)
r /(2πi) is then denoted by

Ũ
(2)

r =
(
Ũ

(2)
r,1 , . . . , Ũ

(2)
r,p

)
, Ũ

(2)
r,j =

1

2πi

∫

bj

Ω̃(2)
r , j = 1, . . . , p. (5.55)

The time-dependent analog of Lemma 3.5 then reads as follows.

Lemma 5.5 ([31], [32]). Assume Hypothesis 5.1 and suppose that (5.7), (5.8) hold.
Moreover, let (n, tr) ∈ Z × R. Denote by Dµ̂, µ̂ = {µ̂1, . . . , µ̂p} and Dν̂ , ν̂ =

{ν̂1, . . . , ν̂p}, the pole and zero divisors of degree p, respectively, associated with α,
β, and φ defined according to (5.20) and (5.21), that is,

µ̂j(n, tr) = (µj(n, tr), (2/c0,+)µj(n, tr)
p−Gp(µj(n, tr), n, tr)), j = 1, . . . , p,

(5.56)

ν̂j(n, tr) = (νj(n, tr),−(2/c0,+)νj(n, tr)
p−Gp(νj(n, tr), n, tr)), j = 1, . . . , p.

(5.57)

Then Dµ̂(n,tr) and Dν̂(n,tr) are nonspecial for all (n, tr) ∈ Z × R. Moreover, the

Abel map linearizes the auxiliary divisors Dµ̂(n,tr) and Dν̂(n,tr) in the sense that

αQ0
(Dµ̂(n,tr)) = αQ0

(Dµ̂(n0,t0,r)) + (n− n0)AP0,−(P∞+) + (tr − t0,r)Ũ
(2)

r , (5.58)
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αQ0
(Dν̂(n,tr)) = αQ0

(Dν̂(n0,t0,r)) + (n− n0)AP0,−(P∞+) + (tr − t0,r)Ũ
(2)

r , (5.59)

where Q0 ∈ Kp is a given base point and Ũ
(2)

r is the vector of b-periods introduced

in (5.55).

Again we refer to [32] (and the references cited therein) for theta function rep-
resentations of α and β. These theta function representations also show that
γ(n, tr) /∈ {0, 1} for all (n, tr) ∈ Z × R, that is, the last condition in (5.1) is
satisfied for the time-dependent algebro-geometric AL solutions discussed in this
section provided the associated Dirichlet and Neumann divisors are admissible.

6. The Algebro-Geometric Ablowitz–Ladik Hierarchy
Initial Value Problem

In this section we consider the algebro-geometric Ablowitz–Ladik hierarchy ini-
tial value problem (5.2), (5.3) with complex-valued initial data. For a generic set
of initial data we will prove unique solvability of the initial value problem globally
in time.

As mentioned in the introduction, the strategy of basing the solution of the
algebro-geometric initial value problem on the Dubrovin-type equations (5.43),
(5.45), and the trace formulas for α and β, meets with serious difficulties as the
Dirichlet eigenvalues µ̂j may collide on Kp and hence the denominator of (5.43) can
blow up. Hence, we will develop an alternative strategy based on the use of ele-
mentary symmetric functions of the variables {µj}j=1,...,p in this section, which can
accommodate collisions of µ̂j . In short, our strategy will consist of the following:

(i) Replace the first-order autonomous Dubrovin-type system (5.43) of differen-
tial equations in tr for the Dirichlet eigenvalues µj(n, tr), j = 1, . . . , p, augmented
by appropriate initial conditions, by the first-order autonomous system (6.57),
(6.58) for the coefficients f`,±, h`,±, ` = 1, . . . , p± − 1, and g`,±, ` = 1, . . . , p±,
with respect to tr. Solve this first-order autonomous system in some time interval
(t0,r − T0, t0,r + T0) under appropriate initial conditions at (n0, t0,r) derived from
an initial (nonspecial) Dirichlet divisor Dµ̂(n0,t0,r).

(ii) Use the stationary algorithm derived in Section 4 to extend the solution of
step (i) from {n0} × (t0,r − T0, t0,r + T0) to Z × (t0,r − T0, t0,r + T0) (cf. Lemma
6.2).

(iii) Prove consistency of this approach, that is, show that the discrete algo-
rithm of Section 4 is compatible with the time-dependent Lax and zero-curvature
equations in the sense that first solving the autonomous system (6.57), (6.58) and
then applying the discrete algorithm, or first applying the discrete algorithm and
then solving the autonomous system (6.57), (6.58) yields the same result whenever
the same endpoint (n, tr) is reached (cf. Lemma 6.3 and Theorem 6.4).

(iv) Prove that there is a dense set of initial conditions of full measure for which
this strategy yields global solutions of the algebro-geometric Ablowitz–Ladik hier-
archy initial value problem.

To set up this formalism we need some preparations. From the outset we make
the following assumption.

Hypothesis 6.1. Suppose that

α, β ∈ CZ and α(n)β(n) /∈ {0, 1} for all n ∈ Z, (6.1)
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and assume that α, β satisfy the pth stationary Ablowitz–Ladik equation (2.33).
In addition, suppose that the affine part of the hyperelliptic curve Kp in (3.1) is
nonsingular.

We introduce a deformation (time) parameter tr ∈ R in α = α(tr) and β = β(tr)
and hence obtain tr-dependent quantities f` = f`(tr), g` = g`(tr), Fp(z) = Fp(z, tr),

Gp(z) = Gp(z, tr), etc. At a fixed initial time t0,r ∈ R we require that

(α, β)|tr=t0,r =
(
α(0), β(0)

)
, (6.2)

where α(0) = α( · , t0,r), β(0) = β( · , t0,r) satisfy the pth stationary Ablowitz–Ladik
system (2.33). As discussed in Section 4, in order to guarantee that the stationary
solutions (6.2) can be constructed for all n ∈ Z one starts from a particular divisor

Dµ̂(n0,t0,r) ∈M0, (6.3)

where µ̂(n0, t0,r) is of the form

µ̂(n0, t0,r) (6.4)

= {µ̂1(n0, t0,r), . . . , µ̂1(n0, t0,r)︸ ︷︷ ︸
p1(n0,t0,r) times

, . . . , µ̂q(n0,t0,r)(n0, t0,r), . . . , µ̂q(n0,t0,r)(n0, t0,r)︸ ︷︷ ︸
pq(n0,t0,r)(n0,t0,r) times

}.

Moreover, as in Section 4 we prescribe the data

α(n0, t0,r) ∈ C \ {0} and c0,+ ∈ C \ {0}, (6.5)

and of course the hyperelliptic curve Kp with nonsingular affine part (cf. (4.10)).
In addition, we introduce

α+(n0, t0,r) = α(n0, t0,r)

( 2p+1∏

m=0

Em

)1/2 q(n0,t0,r)∏

k=1

µk(n0, t0,r)
−pk(n0,t0,r), (6.6)

Fp(z, n0, t0,r) =

p−∑

`=1

fp−−`,−(n0, t0,r)z
−` +

p+−1∑

`=0

fp+−1−`,+(n0, t0,r)z
`

= −c0,+α+(n0, t0,r)z
−p−

q(n0,t0,r)∏

k=1

(z − µk(n0, t0,r))
pk(n0,t0,r), (6.7)

Gp(z, n0, t0,r) =
1

2

(
1

α(n0, t0,r)
− z

α+(n0, t0,r)

)
Fp(z, n0, t0,r)

− z

2α+(n0, t0,r)
Fp(z, n0, t0,r)

×
q(n0,t0,r)∑

k=1

pk(n0,t0,r)−1∑

`=0

(
d`
(
ζ−1y(P )

)
/dζ`

)∣∣
P=(ζ,η)=µ̂k(n0,t0,r)

`!(pk(n0, t0,r)− `− 1)!
(6.8)

×
(
dpk(n0,t0,r)−`−1

dζpk(n0,t0,r)−`−1

(
(z − ζ)−1

×
q(n0,t0,r)∏

k′=1, k′ 6=k
(ζ − µk′(n0, t0,r))−pk′ (n0,t0,r)

))∣∣∣∣∣
ζ=µk(n0,t0,r)

,

in analogy to (4.16).
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Our aim is to find an autonomous first-order system of ordinary differential
equations with respect to tr for f`,±, g`,±, and h`,± rather than for µj . We divide
the differential equation

Fp,tr = −2iGpF̃r + i(G̃r + K̃r)Fp (6.9)

by c0,+z
−p−y and rewrite it using Theorem C.1 as

∞∑

`=0

f̂`,+,trζ
`+1 = −2i

( r−∑

s=1

f̃r−−s,−ζ
s +

r+−1∑

s=0

f̃r+−1−s,+ζ
−s
) ∞∑

`=0

ĝ`,+ζ
`

+ i

(
2

r−∑

s=0

g̃r−−s,−ζ
s + 2

r+∑

s=1

g̃r+−s,+ζ
−s − g̃r−,− + g̃r+,+

) ∞∑

`=0

f̂`,+ζ
`+1, (6.10)

P → P∞− , ζ = 1/z.

The coefficients of ζ−s, s = 0, . . . , r+ − 1, cancel since

∑̀

k=0

f̃`−k,+ĝk,+ =
∑̀

k=0

g̃`−k,+f̂k,+, ` ∈ N0. (6.11)

In (6.11) we used (2.19),

f̃`,+ =
∑̀

k=0

c̃`−k,+f̂k,+, g̃`,+ =
∑̀

k=0

c̃`−k,+ĝk,+. (6.12)

Comparing coefficients in (6.10) then yields 4

f̂`,+,tr = if̂`,+(g̃r+,+ − g̃r−,−) + 2i

r+−1∑

k=0

(
g̃k,+f̂r++`−k,+ − f̃k,+ĝr++`−k,+

)
(6.13)

− 2i
∑̀

k=(`+1−r−)∨0
ĝk,+f̃r−−1−`+k,− + 2i

∑̀

k=(`+2−r−)∨0
f̂k,+g̃r−−`+k,−, ` ∈ N0.

By (6.11), the last sum in (6.13) can be rewritten as

r+−1∑

j=0

(
g̃j,+f̂r++`−j,+ − f̃j,+ĝr++`−j,+

)

=

(
r++`∑

j=0

−
r++`∑

j=r+

)
(
g̃j,+f̂r++`−j,+ − f̃j,+ĝr++`−j,+

)

= −
r++`∑

j=r+

(
g̃j,+f̂r++`−j,+ − f̃j,+ĝr++`−j,+

)

=
∑̀

j=0

(
ĝj,+f̃r++`−j,+ − f̂j,+g̃r++`−j,+

)
. (6.14)

One performs a similar computation for f̂`,−,tr using Theorem C.1 at P → P0,+.

In summary, since fk,± =
∑k
`=0 ck−`,±f̂`,±, (6.13) and (6.14) yield the following

4m ∨ n = max{m,n}.
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autonomous first-order system (for fixed n = n0)

f`,±,tr = F`,±(fj,−, fj,+, gj,−, gj,+), ` = 0, . . . , p± − 1, (6.15)

with initial conditions

f`,±(n0, t0,r), ` = 0, . . . , p± − 1, (6.16)

g`,±(n0, t0,r), ` = 0, . . . , p±,

where F`,±, ` = 0, . . . , p± − 1, are polynomials in 2p+ 3 variables,

F`,± = if`,±(g̃r±,± − g̃r∓,∓)

+ 2i
∑̀

k=0

(
fk,±(g̃r∓−`+k,∓ − g̃r±+`−k,±) + gk,±(f̃r±+`−k,± − f̃r∓−1−`+k,∓)

)

+ 2i
∑̀

k=0

c`−k,± ×





0, 0 ≤ k < r∓ − 1,∑k−r∓
j=0 ĝj,±f̃r∓−1−k+j,∓

−∑k+1−r∓
j=0 f̂j,±g̃r∓−k+j,∓, k ≥ r∓ − 1.

(6.17)

Explicitly, one obtains (for simplicity, r± > 1)

F0,± = if0,±(g̃r∓,∓ − g̃r±,±) + 2ig0,±(f̃r±,± − f̃r∓−1,∓), (6.18)

F1,± = 2if0,±(g̃r∓−1,∓ − g̃r±+1,±) + if1,±(g̃r∓,∓ − g̃r±,±)

+ 2ig0,±(f̃r±+1,± − f̃r∓−2,∓) + 2ig1,±(f̃r±,± − f̃r∓−1,∓), etc.

By (6.6)–(6.8), the initial conditions (6.16) are uniquely determined by the initial
divisor Dµ̂(n0,t0,r) in (6.3) and by the data in (6.5).

Similarly, one transforms

Gp,tr = iFpH̃r − iHpF̃r, (6.19)

Hp,tr = 2iGpH̃r − i
(
G̃r + K̃r

)
Hp (6.20)

into (for fixed n = n0) 5

ĝ0,±,tr = 0,

ĝ`,±,tr = i

r±−1∑

k=0

(
h̃k,±f̂r±−1+`−k,± − f̃k,±ĥr±−1+`−k,±

)

+ i
`−1∑

k=(`−r∓)∨0

(
f̂k,±h̃r∓−`+k,∓ − ĥk,±f̃r∓−`+k,∓

)

= i
`−1∑

k=0

(
ĥk,±f̃r±−1+`−k,± − f̂k,±h̃r±−1+`−k,±

)

+ i

`−1∑

k=(`−r∓)∨0

(
f̂k,±h̃r∓−`+k,∓ − ĥk,±f̃r∓−`+k,∓

)
, ` ∈ N, (6.21)

ĥ`,±,tr = iĥ`,±
(
g̃r∓,∓ − g̃r±,±

)
+ 2i

r±−1∑

k=0

(
h̃k,±ĝr±+`−k,± − g̃k,±ĥr±+`−k,±

)

5m ∨ n = max{m,n}.



78 F. GESZTESY, H. HOLDEN, J. MICHOR, AND G. TESCHL

+ 2i
∑̀

k=(`−r∓+1)∨0
ĝk,±h̃r∓−1−`+k,∓ − 2i

∑̀

k=(`−r∓)∨0
ĥk,±g̃r∓−`+k,∓

= iĥ`,±
(
g̃r∓,∓ − g̃r±,±

)
+ 2i

∑̀

k=0

(
ĥk,±g̃r±+`−k,± − ĝk,±h̃r±+`−k,±

)

+ 2i
∑̀

k=(`−r∓+1)∨0
ĝk,±h̃r∓−1−`+k,∓ − 2i

∑̀

k=(`−r∓)∨0
ĥk,±g̃r∓−`+k,∓,

` ∈ N0. (6.22)

Summing over ` in (6.21), (6.22) then yields the following first-order system

g`,±,tr = G`,±(fk,−, fk,+, hk,−, hk,+), ` = 0, . . . , p±, (6.23)

h`,±,tr = H`,±(gk,−, gk,+, hk,−, hk,+), ` = 0, . . . , p± − 1, (6.24)

with initial conditions

f`,±(n0, t0,r), ` = 0, . . . , p± − 1,

g`,±(n0, t0,r), ` = 0, . . . , p±, (6.25)

h`,±(n0, t0,r), ` = 0, . . . , p± − 1,

where G`,±, H`,±, are polynomials in 2p+ 2, 2p+ 3 variables

G`,± = i
`−1∑

k=0

(
fk,±(h̃r∓−`+k,∓ − h̃r±−1+`−k,±) + hk,±(f̃r±−1+`−k,± − f̃r∓−`+k,∓)

)

− i
`−1∑

k=0

c`−1−k,± ×
{

0, 0 ≤ k ≤ r∓,∑k−r∓−1
j=0 (f̂j,±h̃r∓−k+j,∓ − ĥj,±f̃r∓−k+j,∓), k > r∓,

(6.26)

H`,± = ih`,±
(
g̃r∓,∓ − g̃r±,±

)

+ 2i
∑̀

k=0

(
gk,±(h̃r∓−1−`+k,∓ − h̃r±+`−k,±) + hk,±(g̃r±+`−k,± − g̃r∓−`+k,∓)

)

+ 2i
∑̀

k=0

c`−k,± ×





0, 0 ≤ k < r∓,

−∑k−r∓
j=0 ĝj,±h̃r∓−1−k+j,∓

+
∑k−r∓−1
j=0 ĥj,±g̃r∓−k+j,∓, k ≥ r∓.

(6.27)

Explicitly (assuming r± > 2),

G0,± = 0,

G1,± = if0,±(h̃r∓−1,∓ − h̃r±,±) + ih0,±(f̃r±,± − f̃r∓−1,∓), (6.28)

G2,± = if0,±(h̃r∓−2,∓ − h̃r±+1,±) + if1,±(h̃r∓−1,∓ − h̃r±,±)

+ ih0,±(f̃r±+1,± − f̃r∓−2,∓) + ih1,±(f̃r±,± − f̃r∓−1,∓), etc.,

H0,± = 2ig0,±(h̃r∓−1,∓ − h̃r±,±) + ih0,±(g̃r±,± − g̃r∓,∓), (6.29)

H1,± = 2ig0,±(h̃r∓−2,∓ − h̃r±+1,±) + 2ig1,±(h̃r∓−1,∓ − h̃r±,±)

+ 2ih0,±(g̃r±+1,± − g̃r∓−1,∓) + ih1,±(g̃r±,± − g̃r∓,∓), etc.
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Again by (6.6)–(6.8), the initial conditions (6.25) are uniquely determined by
the initial divisor Dµ̂(n0,t0,r) in (6.3) and by the data in (6.5).

Being autonomous with polynomial right-hand sides, there exists a T0 > 0, such
that the first-order initial value problem (6.15), (6.23), (6.24) with initial conditions
(6.25) has a unique solution

f`,± = f`,±(n0, tr), ` = 0, . . . , p± − 1,

g`,± = g`,±(n0, tr), ` = 0, . . . , p±, (6.30)

h`,± = h`,±(n0, tr), ` = 0, . . . , p± − 1,

for all tr ∈ (t0,r − T0, t0,r + T0)

(cf., e.g., [54, Sect. III.10]). Given the solution (6.30), we proceed as in Section 4
and introduce the following quantities (where tr ∈ (t0,r − T0, t0,r + T0)):

α+(n0, tr) = α(n0, tr)

( 2p+1∏

m=0

Em

)1/2 q(n0,tr)∏

k=1

µk(n0, tr)
−pk(n0,tr), (6.31)

Fp(z, n0, tr) =

p−∑

`=1

fp−−`,−(n0, tr)z
−` +

p+−1∑

`=0

fp+−1−`,+(n0, tr)z
`

= −c0,+α+(n0, tr)z
−p−

q(n0,tr)∏

k=1

(z − µk(n0, tr))
pk(n0,tr), (6.32)

Gp(z, n0, tr) =
1

2

(
1

α(n0, tr)
− z

α+(n0, tr)

)
Fp(z, n0, tr) (6.33)

− z

2α+(n0, tr)
Fp(z, n0, tr)

q(n0,tr)∑

k=1

pk(n0,tr)−1∑

`=0

(
d`
(
ζ−1y(P )

)
/dζ`

)∣∣
P=(ζ,η)=µ̂k(n0,tr)

`!(pk(n0, tr)− `− 1)!

×
(
dpk(n0,tr)−`−1

dζpk(n0,tr)−`−1

(
(z − ζ)−1

q(n0,tr)∏

k′=1, k′ 6=k
(ζ − µk′(n0, tr))−pk′ (n0,tr)

))∣∣∣∣∣
ζ=µk(n0,tr)

.

In particular, this leads to the divisor

Dµ̂(n0,tr) ∈ Symp(Kp) (6.34)

and the sign of y in (6.32) is chosen as usual by

µ̂k(n0, tr) = (µk(n0, tr), (2/c0,+)µj(n0, tr)
p−Gp(µk(n0, tr), n0, tr)),

k = 1, . . . , q(n0, tr),
(6.35)

and

µ̂(n0, tr) = {µ1(n0, tr), . . . , µ1(n0, tr)︸ ︷︷ ︸
p1(n0,tr) times

, . . . , µq(n0,tr)(n0, tr), . . . , µq(n0,tr)(n0, tr)︸ ︷︷ ︸
pq(n0,tr)(n0,tr) times

}

(6.36)
with

µk(n0, tr) 6= µk′(n0, tr) for k 6= k′, k, k′ = 1, . . . , q(n0, tr), (6.37)

and

pk(n0, tr) ∈ N, k = 1, . . . , q(n0, tr),

q(n0,tr)∑

k=1

pk(n0, tr) = p. (6.38)
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By construction (cf. (6.35)), the divisor Dµ̂(n0,tr) is nonspecial for all tr ∈ (t0,r −
T0, t0,r + T0).

In exactly the same manner as in (4.19)–(4.21) one then infers that Fp( · , n0, tr)
divides Rp −G2

p (since tr is just a fixed parameter).

As in Section 4, the assumption that the Laurent polynomial Fp( · , n0 − 1, tr) is

of full order is implied by the hypothesis that

Dµ̂(n0,tr) ∈M0 for all tr ∈ (t0,r − T0, t0,r + T0). (6.39)

The explicit formula for β(n0, tr) then reads (for tr ∈ (t0,r − T0, t0,r + T0))

α+(n0, tr)β(n0, tr) (6.40)

= −1

2

q(n0,tr)∑

k=1

(
dpk(n0,tr)−1(ζ−1y(P )

)
/dζpk(n0,tr)−1)∣∣

P=(ζ,η)=µ̂k(n0,tr)

(pk(n0, tr)− 1)!

×
q(n0,tr)∏

k′=1, k′ 6=k
(µk(n0, tr)− µk′(n0, tr))−pk(n0,tr)

+
1

2

(
α+(n0, tr)

α(n0, tr)
+

q(n0,tr)∑

k=1

pk(n0, tr)µk(n0, tr)−
1

2

2p+1∑

m=0

Em

)
. (6.41)

With (6.21)–(6.41) in place, we can now apply the stationary formalism as sum-
marized in Theorem 4.4, subject to the additional hypothesis (6.39), for each fixed
tr ∈ (t0,r − T0, t0,r + T0). This yields, in particular, the quantities

Fp, Gp, Hp, α, β, and µ̂, ν̂ for (n, tr) ∈ Z× (t0,r − T0, t0,r + T0), (6.42)

which are of the form (6.32)–(6.41), replacing the fixed n0 ∈ Z by an arbitrary
n ∈ Z. In addition, one has the following result.

Lemma 6.2. Assume Hypothesis 6.1 and condition (6.39). Then the following
relations are valid on C× Z× (t0,r − T0, t0,r + T0),

G2
p − FpHp = Rp, (6.43)

z(G−p −Gp) + zβFp + αH−p = 0, (6.44)

zβF−p + αHp −Gp +G−p = 0, (6.45)

−Fp + zF−p + α(Gp +G−p ) = 0, (6.46)

zβ(Gp +G−p )− zHp +H−p = 0, (6.47)

and hence the stationary part, (5.8), of the algebro-geometric initial value problem
holds,

UVp − V +
p U = 0 on C× Z× (t0,r − T0, t0,r + T0). (6.48)

In particular, Lemmas 3.2–3.5 apply.

Lemma 6.2 now raises the following important consistency issue: On the one
hand, one can solve the initial value problem (6.57), (6.58) at n = n0 in some
interval tr ∈ (t0,r − T0, t0,r + T0), and then extend the quantities Fp, Gp, Hp to

all C × Z × (t0,r − T0, t0,r + T0) using the stationary algorithm summarized in
Theorem 4.4 as just recorded in Lemma 6.2. On the other hand, one can solve
the initial value problem (6.57), (6.58) at n = n1, n1 6= n0, in some interval
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tr ∈ (t0,r−T1, t0,r+T1) with the initial condition obtained by applying the discrete
algorithm to the quantities Fp, Gp, Hp starting at (n0, t0,r) and ending at (n1, t0,r).

Consistency then requires that the two approaches yield the same result at n = n1
for tr in some open neighborhood of t0,r.

Equivalently, and pictorially speaking, envisage a vertical tr-axis and a horizontal
n-axis. Then, consistency demands that first solving the initial value problem
(6.57), (6.58) at n = n0 in some tr-interval around t0,r and using the stationary
algorithm to extend Fp, Gp, Hp horizontally to n = n1 and the same tr-interval

around t0,r, or first applying the stationary algorithm starting at (n0, t0,r) to extend
Fp, Gp, Hp horizontally to (n1, t0,r) and then solving the initial value problem (6.57),

(6.58) at n = n1 in some tr-interval around t0,r should produce the same result at
n = n1 in a sufficiently small open tr interval around t0,r.

To settle this consistency issue, we will prove the following result. To this end
we find it convenient to replace the initial value problem (6.57), (6.58) by the

original tr-dependent zero-curvature equation (5.7), Utr + UṼr − Ṽ +
r U = 0 on

C× Z× (t0,r − T0, t0,r + T0).

Lemma 6.3. Assume Hypothesis 6.1 and condition (6.39). Moreover, suppose that
(5.47)–(5.49) hold on C× {n0} × (t0,r − T0, t0,r + T0). Then (5.47)–(5.49) hold on
C× Z× (t0,r − T0, t0,r + T0), that is,

Fp,tr (z, n, tr) = −2iGp(z, n, tr)F̃r(z, n, tr)

+ i
(
G̃r(z, n, tr) + K̃r(z, n, tr)

)
Fp(z, n, tr), (6.49)

Gp,tr (z, n, tr) = iFp(z, n, tr)H̃r(z, n, tr)− iHp(z, n, tr)F̃r(z, n, tr), (6.50)

Hp,tr (z, n, tr) = 2iGp(z, n, tr)H̃r(z, n, tr)

− i
(
G̃r(z, n, tr) + K̃r(z, n, tr)

)
Hp(z, n, tr), (6.51)

(z, n, tr) ∈ C× Z× (t0,r − T0, t0,r + T0).

Moreover,

φtr (P, n, tr) = iF̃r(z, n, tr)φ
2(P, n, tr)

− i
(
G̃r(z, n, tr) + K̃r(z, n, tr)

)
φ(P, n, tr) + iH̃r(z, n, tr), (6.52)

αtr (n, tr) = izF̃−r (z, n, tr)

+ iα(n, tr)
(
G̃r(z, n, tr) + K̃−r (z, n, tr)

)
− iF̃r(z, n, tr), (6.53)

βtr (n, tr) = −iβ(n, tr)
(
G̃−r (z, n, tr) + K̃r(z, n, tr)

)

+ iH̃r(z, n, tr)− iz−1H̃−r (z, n, tr), (6.54)

(z, n, tr) ∈ C× Z× (t0,r − T0, t0,r + T0).

Proof. By Lemma 6.2 we have (5.22), (5.23), (5.29), (5.31)–(5.33), and (6.43)–(6.47)
for (n, tr) ∈ Z× (t0,r − T0, t0,r + T0) at our disposal.

Differentiating (5.22) at n = n0 with respect to tr and inserting (6.49) and (6.50)
at n = n0 then yields (6.52) at n = n0.

We note that the sequences f̃`,±, g̃`,±, h̃`,± satisfy the recursion relations (2.6)–
(2.12) (since the homogeneous sequences satisfy these relations). Hence, to prove
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(6.53) and (6.54) at n = n0 it remains to show

αtr = iα(g̃r+,+ + g̃−r−,−) + i(f̃−r−−1,− − f̃r+−1,+),

βtr = −iβ(g̃−r+,+ + g̃r−,−)− i(h̃−r+−1,+ − h̃r−−1,−).
(6.55)

But this follows from (6.49), (6.51) at n = n0 (cf. (6.18), (6.29))

αtr = iα(g̃r+,+ − g̃r−,−) + i(f̃r−,− − f̃r+−1,+),

βtr = iβ(g̃r+,+ − g̃r−,−) + i(h̃r−−1,− − h̃r+,+).

Inserting now (2.11) at ` = r− − 1 and (2.8) at ` = r+ − 1 then yields (6.55).
For the step n = n0 ∓ 1 we differentiate (4.36)–(4.41) (which are equivalent

to (6.43)–(6.47)) and insert (6.49)–(6.51), (5.11)–(5.18) at n = n0. For the case
n > n0 we obtain α+

tr and β+
tr from (6.49), (6.51) at n = n0 as before using the

other two signs in (6.18), (6.29). Iterating these arguments proves (6.49)–(6.54) for
(z, n, tr) ∈ C× Z× (t0,r − T0, t0,r + T0). �

We summarize Lemmas 6.2 and 6.3 next.

Theorem 6.4. Assume Hypothesis 6.1 and condition (6.39). Moreover, suppose
that

f`,± = f`,±(n0, tr), ` = 0, . . . , p± − 1,

g`,± = g`,±(n0, tr), ` = 0, . . . , p±, (6.56)

h`,± = h`,±(n0, tr), ` = 0, . . . , p± − 1

for all tr ∈ (t0,r − T0, t0,r + T0),

satisfy the autonomous first-order system of ordinary differential equations (for fixed
n = n0)

f`,±,tr = F`,±(fk,−, fk,+, gk,−, gk,+), ` = 0, . . . , p± − 1,

g`,±,tr = G`,±(fk,−, fk,+, hk,−, hk,+), ` = 0, . . . , p±, (6.57)

h`,±,tr = H`,±(gk,−, gk,+, hk,−, hk,+), ` = 0, . . . , p± − 1,

with F`,±, G`,±, H`,± given by (6.17), (6.26), (6.27), and with initial conditions

f`,±(n0, t0,r), ` = 0, . . . , p± − 1,

g`,±(n0, t0,r), ` = 0, . . . , p±, (6.58)

h`,±(n0, t0,r), ` = 0, . . . , p± − 1.

Then Fp, Gp, and Hp as constructed in (6.32)–(6.42) on C×Z×(t0,r−T0, t0,r+T0)

satisfy the zero-curvature equations (5.7), (5.8), and (5.50) on C × Z × (t0,r −
T0, t0,r + T0),

Utr + UṼr − Ṽ +
r U = 0, (6.59)

UVp − V +
p U = 0, (6.60)

Vp,tr −
[
Ṽr, Vp

]
= 0 (6.61)
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with U , Vp, and Ṽr given by (5.9). In particular, α, β satisfy (5.1) and the algebro-

geometric initial value problem (5.2), (5.3) on Z× (t0,r − T0, t0,r + T0),

ÃLr(α, β) =

(
−iαtr − α(g̃r+,+ + g̃−r−,−) + f̃r+−1,+ − f̃−r−−1,−
−iβtr + β(g̃−r+,+ + g̃r−,−)− h̃r−−1,− + h̃−r+−1,+

)
= 0,

(α, β)
∣∣
t=t0,r

=
(
α(0), β(0)

)
,

(6.62)

s-ALp
(
α(0), β(0)

)
=

(
−α(0)(gp+,+ + g−p−,−) + fp−−1,+ − f−p−−1,−
β(0)(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0. (6.63)

In addition, α, β are given by

α+(n, tr) = α(n, tr)

( 2p+1∏

m=0

Em

)1/2 q(n,tr)∏

k=1

µk(n, tr)
−pk(n,tr), (6.64)

α+(n, tr)β(n, tr) = −1

2

q(n,tr)∑

k=1

(
dpk(n,tr)−1

(
ζ−1y(P )

)
/dζpk(n,tr)−1

)∣∣
P=(ζ,η)=µ̂k(n,tr)

(pk(n, tr)− 1)!

×
q(n,tr)∏

k′=1, k′ 6=k
(µk(n, tr)− µk′(n, tr))−pk(n,tr) (6.65)

+
1

2

(( 2p+1∏

m=0

Em

)1/2 q(n,tr)∏

k=1

µk(n, tr)
−pk(n,tr) +

q(n,tr)∑

k=1

pk(n, tr)µk(n, tr)

− 1

2

2p+1∑

m=0

Em

)
, (z, n, tr) ∈ Z× (t0,r − T0, t0,r + T0).

Moreover, Lemmas 3.2–3.5 and 5.2–5.4 apply.

As in Lemma 4.3 we now show that also in the time-dependent case, most initial
divisors are well-behaved in the sense that the corresponding divisor trajectory
stays away from P∞± , P0,± for all (n, tr) ∈ Z× R.

Lemma 6.5. The set M1 of initial divisors Dµ̂(n0,t0,r) for which Dµ̂(n,tr) and

Dν̂(n,tr), defined via (5.58) and (5.59), are admissible (i.e., do not contain P∞± ,

P0,±) and hence are nonspecial for all (n, tr) ∈ Z × R, forms a dense set of full
measure in the set Symp(Kp) of nonnegative divisors of degree p.

Proof. Let Msing be as introduced in the proof of Lemma 4.3. Then
⋃

tr∈R

(
αQ0

(Msing) + trŨ
(2)

r

)

⊆
⋃

P∈{P∞± ,P0,±}

⋃

tr∈R

(
AQ0

(P ) + αQ0
(Symp−1(Kp)) + trŨ

(2)

r

)
(6.66)

is of measure zero as well, since it is contained in the image of R × Symp−1(Kp)
which misses one real dimension in comparison to the 2p real dimensions of J(Kp).
But then

⋃

(n,tr)∈Z×R

(
αQ0

(Msing) + nAP0,−(P∞+) + trŨ
(2)

r

)
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∪
( ⋃

(n,tr)∈Z×R

(
αQ0

(Msing) + nAP0,−(P∞+) + trŨ
(2)

r

)
+AP0,−(P∞−)

)
(6.67)

is also of measure zero. Applying α−1Q0
to the complement of the set in (6.67) then

yields a setM1 of full measure in Symp(Kp). In particular,M1 is necessarily dense
in Symp(Kp). �

Theorem 6.6. Let Dµ̂(n0,t0,r) ∈ M1 be an initial divisor as in Lemma 6.5. Then

the sequences α, β constructed from µ̂(n0, t0,r) as described in Theorem 6.4 satisfy
Hypothesis 5.1. In particular, the solution α, β of the algebro-geometric initial value
problem (6.64), (6.65) is global in (n, tr) ∈ Z× R.

Proof. Starting with Dµ̂(n0,t0,r) ∈ M1, the procedure outlined in this section and

summarized in Theorem 6.4 leads to Dµ̂(n,tr) and Dν̂(n,tr) for all (n, tr) ∈ Z×(t0,r−
T0, t0,r + T0) such that (5.58) and (5.59) hold. But if α, β should blow up, then
Dµ̂(n,tr) or Dν̂(n,tr) must hit one of P∞± or P0,±, which is excluded by our choice

of initial condition. �

We note, however, that in general (i.e., unless one is, e.g., in the special periodic
case), Dµ̂(n,tr) will get arbitrarily close to P∞± , P0,± since straight motions on

the torus are generically dense (see e.g. [12, Sect. 51] or [35, Sects. 1.4, 1.5]) and
hence no uniform bound (and no uniform bound away from zero) on the sequences
α(n, tr), β(n, tr) exists as (n, tr) varies in Z×R. In particular, these complex-valued
algebro-geometric solutions of the Ablowitz–Ladik hierarchy initial value problem,
in general, will not be quasi-periodic with respect to n or tr (cf. the usual definition
of quasi-periodic functions, e.g., in [46, p. 31]).

Appendix A. Hyperelliptic Curves in a Nutshell

We provide a very brief summary of some of the fundamental properties and
notations needed from the theory of hyperelliptic curves. More details can be
found in some of the standard textbooks [20], [21], and [42], as well as monographs
dedicated to integrable systems such as [13, Ch. 2], [29, App. A, B], [51, App. A].

Fix p ∈ N. The hyperelliptic curve Kp of genus p used in Sections 3–6 is defined
by

Kp : Fp(z, y) = y2 −R2p+2(z) = 0, R2p+2(z) =

2p+1∏

m=0

(z − Em), (A.1)

{Em}m=0,...,2p+1 ⊂ C, Em 6= Em′ for m 6= m′, m,m′ = 0, . . . , 2p+ 1. (A.2)

The curve (A.1) is compactified by adding the points P∞+
and P∞− , P∞+

6= P∞− ,
at infinity. One then introduces an appropriate set of p+ 1 nonintersecting cuts Cj
joining Em(j) and Em′(j) and denotes

C =
⋃

j∈{1,...,p+1}
Cj , Cj ∩ Ck = ∅, j 6= k. (A.3)

Defining the cut plane

Π = C \ C, (A.4)



THE ABLOWITZ–LADIK HIERARCHY INITIAL VALUE PROBLEM 85

and introducing the holomorphic function

R2p+2( · )1/2 : Π→ C, z 7→
(

2p+1∏

m=0

(z − Em)

)1/2

(A.5)

on Π with an appropriate choice of the square root branch in (A.5), one considers

Mp = {(z, σR2p+2(z)1/2) | z ∈ C, σ ∈ {±1}} ∪ {P∞+
, P∞−} (A.6)

by extending R2p+2( · )1/2 to C. The hyperelliptic curve Kp is then the setMp with
its natural complex structure obtained upon gluing the two sheets ofMp crosswise
along the cuts. The set of branch points B(Kp) of Kp is given by

B(Kp) = {(Em, 0)}m=0,...,2p+1 (A.7)

and finite points P on Kp are denoted by P = (z, y), where y(P ) denotes the
meromorphic function on Kp satisfying Fp(z, y) = y2 − R2p+2(z) = 0. Local coor-
dinates near P0 = (z0, y0) ∈ Kp \ (B(Kp)∪ {P∞+ , P∞−}) are given by ζP0 = z− z0,
near P∞± by ζP∞± = 1/z, and near branch points (Em0 , 0) ∈ B(Kp) by ζ(Em0 ,0)

=

(z−Em0
)1/2. The Riemann surface Kp defined in this manner has topological genus

p. Moreover, we introduce the holomorphic sheet exchange map (involution)

∗ : Kp → Kp, P = (z, y) 7→ P ∗ = (z,−y), P∞± 7→ P ∗∞± = P∞∓ . (A.8)

One verifies that dz/y is a holomorphic differential on Kp with zeros of order
p− 1 at P∞± and hence

ηj =
zj−1dz
y

, j = 1, . . . , p, (A.9)

form a basis for the space of holomorphic differentials on Kp. Introducing the
invertible matrix C in Cp,

C = (Cj,k)j,k=1,...,p, Cj,k =

∫

ak

ηj ,

c(k) = (c1(k), . . . , cp(k)), cj(k) = C−1j,k , j, k = 1, . . . , p,

(A.10)

the corresponding basis of normalized holomorphic differentials ωj , j = 1, . . . , p, on
Kp is given by

ωj =

p∑

`=1

cj(`)η`,

∫

ak

ωj = δj,k, j, k = 1, . . . , p. (A.11)

Here {aj , bj}j=1,...,p is a homology basis for Kp with intersection matrix of the cycles
satisfying

aj ◦ bk = δj,k, aj ◦ ak = 0, bj ◦ bk = 0, j, k = 1, . . . , p. (A.12)

Associated with the homology basis {aj , bj}j=1,...,p we also recall the canonical

dissection of Kp along its cycles yielding the simply connected interior K̂p of the

fundamental polygon ∂K̂p given by

∂K̂p = a1b1a
−1
1 b−11 a2b2a

−1
2 b−12 · · · a−1p b−1p . (A.13)

Let M(Kp) and M1(Kp) denote the set of meromorphic functions (0-forms) and
meromorphic differentials (1-forms) on Kp. Holomorphic differentials are also called
Abelian differentials of the first kind. Abelian differentials of the second kind,
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ω(2) ∈ M1(Kp), are characterized by the property that all their residues vanish.
They will usually be normalized by demanding that all their a-periods vanish, that
is,
∫
aj
ω(2) = 0, j = 1, . . . , p. Any meromorphic differential ω(3) on Kp not of the

first or second kind is said to be of the third kind. A differential of the third kind
ω(3) ∈ M1(Kp) is usually normalized by the vanishing of its a-periods, that is,∫
aj
ω(3) = 0, j = 1, . . . , p. A normal differential of the third kind ω

(3)
P1,P2

associated

with two points P1, P2 ∈ K̂p, P1 6= P2, by definition, has simple poles at Pj with
residues (−1)j+1, j = 1, 2 and vanishing a-periods.

Next, define the matrix τ = (τj,`)j,`=1,...,p by

τj,` =

∫

b`

ωj , j, ` = 1, . . . , p. (A.14)

Then

Im(τ) > 0 and τj,` = τ`,j , j, ` = 1, . . . , p. (A.15)

Associated with τ one introduces the period lattice

Lp = {z ∈ Cp | z = m+ nτ, m, n ∈ Zp}. (A.16)

Next, fix a base point Q0 ∈ Kp \ {P0,±, P∞±}, denote by J(Kp) = Cp/Lp the
Jacobi variety of Kp, and define the Abel map AQ0

by

AQ0
: Kp → J(Kp), AQ0

(P ) =

(∫ P

Q0

ω1, . . . ,

∫ P

Q0

ωp

)
(mod Lp), P ∈ Kp.

(A.17)
Similarly, we introduce

αQ0
: Div(Kp)→ J(Kp), D 7→ αQ0

(D) =
∑

P∈Kp

D(P )AQ0
(P ), (A.18)

where Div(Kp) denotes the set of divisors on Kp. Here D : Kp → Z is called a
divisor on Kp if D(P ) 6= 0 for only finitely many P ∈ Kp. (In the main body of this
paper we will choose Q0 to be one of the branch points, i.e., Q0 ∈ B(Kp), and for
simplicity we will always choose the same path of integration from Q0 to P in all
Abelian integrals.)

In connection with divisors on Kp we shall employ the following (additive) no-
tation,

DQ0Q = DQ0 +DQ, DQ = DQ1 + · · ·+DQm , (A.19)

Q = {Q1, . . . , Qm} ∈ SymmKp, Q0 ∈ Kp, m ∈ N,

where for any Q ∈ Kp,

DQ : Kp → N0, P 7→ DQ(P ) =

{
1 for P = Q,

0 for P ∈ Kp \ {Q},
(A.20)

and SymnKp denotes the nth symmetric product of Kp. In particular, SymmKp
can be identified with the set of nonnegative divisors 0 ≤ D ∈ Div(Kp) of degree
m.

For f ∈ M(Kp) \ {0}, ω ∈ M1(Kp) \ {0} the divisors of f and ω are denoted
by (f) and (ω), respectively. Two divisors D, E ∈ Div(Kp) are called equivalent,
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denoted by D ∼ E , if and only if D − E = (f) for some f ∈ M(Kp) \ {0}. The
divisor class [D] of D is then given by [D] = {E ∈ Div(Kp) | E ∼ D}. We recall that

deg((f)) = 0, deg((ω)) = 2(p− 1), f ∈M(Kp) \ {0}, ω ∈M1(Kp) \ {0}, (A.21)

where the degree deg(D) of D is given by deg(D) =
∑
P∈Kp

D(P ). It is customary

to call (f) (respectively, (ω)) a principal (respectively, canonical) divisor.
Introducing the complex linear spaces

L(D) = {f ∈M(Kp) | f = 0 or (f) ≥ D}, r(D) = dimL(D), (A.22)

L1(D) = {ω ∈M1(Kp) |ω = 0 or (ω) ≥ D}, i(D) = dimL1(D), (A.23)

with i(D) the index of speciality of D, one infers that deg(D), r(D), and i(D) only
depend on the divisor class [D] of D. Moreover, we recall the following fundamental
fact.

Theorem A.1. Let DQ ∈ SympKp, Q = {Q1, . . . , Qp}. Then,

1 ≤ i(DQ) = s (A.24)

if and only if {Q1, . . . , Qp} contains s pairings of the type {P, P ∗}. (This includes,
of course, branch points for which P = P ∗.) One has s ≤ p/2.

Appendix B. Some Interpolation Formulas

In this appendix we recall a useful interpolation formula which goes beyond the
standard Lagrange interpolation formula for polynomials in the sense that the zeros
of the interpolating polynomial need not be distinct.

Lemma B.1 ([30]). Let p ∈ N and Sp−1 be a polynomial of degree p − 1. In
addition, let Fp be a monic polynomial of degree p of the form

Fp(z) =

q∏

k=1

(z − µk)pk , pj ∈ N, µj ∈ C, j = 1, . . . , q,

q∑

k=1

pk = p. (B.1)

Then,

Sp−1(z) = Fp(z)

q∑

k=1

pk−1∑

`=0

S
(`)
p−1(µk)

`!(pk − `− 1)!
(B.2)

×
(
dpk−`−1

dζpk−`−1

(
(z − ζ)−1

q∏

k′=1, k′ 6=k
(ζ − µk′)−pk′

))∣∣∣∣∣
ζ=µk

, z ∈ C.

In particular, Sp−1 is uniquely determined by prescribing the p values

Sp−1(µk), S′p−1(µk), . . . , S
(pk−1)
p−1 (µk), k = 1, . . . , q, (B.3)

at the given points µ1. . . . , µq.
Conversely, prescribing the p complex numbers

α
(0)
k , α

(1)
k , . . . , α

(pk−1)
k , k = 1, . . . , q, (B.4)

there exists a unique polynomial Tp−1 of degree p− 1,

Tp−1(z) = Fp(z)

q∑

k=1

pk−1∑

`=0

α
(`)
k

`!(pk − `− 1)!
(B.5)
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×
(
dpk−`−1

dζpk−`−1

(
(z − ζ)−1

q∏

k′=1, k′ 6=k
(ζ − µk′)−pk′

))∣∣∣∣∣
ζ=µk

, z ∈ C,

such that

Tp−1(µk) = α
(0)
k , T ′p−1(µk) = α

(1)
k , . . . , T

(pk−1)
p−1 (µk) = α

(pk−1)
k , k = 1, . . . , q.

(B.6)

We briefly mention two special cases of (B.2). First, assume the generic case
where all zeros of Fp are distinct, that is,

q = p, pk = 1, µk 6= µk′ for k 6= k′, k, k′ = 1, . . . , p. (B.7)

In this case (B.2) reduces to the classical Lagrange interpolation formula

Sp−1(z) = Fp(z)

p∑

k=1

Sp−1(µk)

((dFp(ζ)/dζ)|ζ=µk
)(z − µk)

, z ∈ C. (B.8)

Second, we consider the other extreme case where all zeros of Fp coincide, that is,

q = 1, p1 = p, Fp(z) = (z − µ1)p, z ∈ C. (B.9)

In this case (B.2) reduces of course to the Taylor expansion of Sp−1 around z = µ1,

Sp−1(z) =

p−1∑

`=0

S
(`)
p−1(µ1)

`!
(z − µ1)`, z ∈ C. (B.10)

Appendix C. Asymptotic Spectral Parameter Expansions

In this appendix we consider asymptotic spectral parameter expansions of Fp/y,

Gp/y, and Hp/y, the resulting recursion relations for the homogeneous coefficients

f̂`, ĝ`, and ĥ`, their connection with the nonhomogeneous coefficients f`, g`, and
h`, and the connection between c`,± and c`(E

±1) (cf. (C.3)). For detailed proofs of
the material in this section we refer to [29], [32]. We will employ the notation

E±1 =
(
E±10 , . . . , E±12p+1

)
. (C.1)

We start with the following elementary result (a consequence of the binomial
expansion) assuming η ∈ C such that |η| < min{|E0|−1, . . . , |E2p+1|−1}:

(
2p+1∏

m=0

(
1− Emη

)
)1/2

=
∞∑

k=0

ck(E)ηk, (C.2)

where

c0(E) = 1,

ck(E) =
k∑

j0,...,j2p+1=0
j0+···+j2p+1=k

(2j0)! · · · (2j2p+1)!Ej00 · · ·E
j2p+1

2p+1

22k(j0!)2 · · · (j2p+1!)2(2j0 − 1) · · · (2j2p+1 − 1)
, k ∈ N. (C.3)

The first few coefficients explicitly are given by

c0(E) = 1, c1(E) = −1

2

2p+1∑

m=0

Em, c2(E) =
1

4

2p+1∑

m1,m2=0
m1<m2

Em1Em2 −
1

8

2p+1∑

m=0

E2
m, etc.

(C.4)
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Next we turn to asymptotic expansions. We recall the convention y(P ) =
∓ζ−p−1 + O(ζ−p) near P∞± (where ζ = 1/z) and y(P ) = ±(c0,−/c0,+) + O(ζ)
near P0,± (where ζ = z).

Theorem C.1 ([32]). Assume (3.2), s-ALp(α, β) = 0, and suppose P = (z, y) ∈
Kp \ {P∞+

, P∞−}. Then zp−Fp/y, zp−Gp/y, and zp−Hp/y have the following con-

vergent expansions as P → P∞± , respectively, P → P0,±,

zp−

c0,+

Fp(z)

y
=

{
∓∑∞`=0 f̂`,+ζ

`+1, P → P∞± , ζ = 1/z,

±∑∞`=0 f̂`,−ζ
`, P → P0,±, ζ = z,

(C.5)

zp−

c0,+

Gp(z)

y
=

{
∓∑∞`=0 ĝ`,+ζ

`, P → P∞± , ζ = 1/z,

±∑∞`=0 ĝ`,−ζ
`, P → P0,±, ζ = z,

(C.6)

zp−

c0,+

Hp(z)

y
=

{
∓∑∞`=0 ĥ`,+ζ

`, P → P∞± , ζ = 1/z,

±∑∞`=0 ĥ`,−ζ
`+1, P → P0,±, ζ = z,

(C.7)

where ζ = 1/z (resp., ζ = z) is the local coordinate near P∞± (resp., P0,±) and

f̂`,±, ĝ`,±, and ĥ`,± are the homogeneous versions of the coefficients f`,±, g`,±, and
h`,± introduced in (2.16)–(2.18).

Moreover, the Em-dependent summation constants c`,±, ` = 0, . . . , p±, in Fp,

Gp, and Hp are given by

c`,± = c0,±c`(E
±1), ` = 0, . . . , p±. (C.8)
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LOCAL CONSERVATION LAWS AND THE HAMILTONIAN

FORMALISM FOR THE ABLOWITZ–LADIK HIERARCHY

FRITZ GESZTESY, HELGE HOLDEN, JOHANNA MICHOR, AND GERALD TESCHL

Abstract. We derive a systematic and recursive approach to local conserva-
tion laws and the Hamiltonian formalism for the Ablowitz–Ladik (AL) hier-

archy. Our methods rely on a recursive approach to the AL hierarchy using

Laurent polynomials and on asymptotic expansions of the Green’s function of
the AL Lax operator, a five-diagonal finite difference operator.

1. Introduction

The principal aim of this paper is to provide a systematic and recursive approach
to local conservation laws and the Hamiltonian formalism for the Ablowitz–Ladik
(AL) hierarchy of integrable differential-difference equations.

Consider sequences {α(n, t), β(n, t)}n∈Z ∈ `1(Z) satisfying some additional as-
sumptions to be specified later, parametrized by the deformation (time) parameter
t ∈ R, that are solutions of the Ablowitz–Ladik equations

(
−iαt − (1− αβ)(α− + α+) + 2α
−iβt + (1− αβ)(β− + β+)− 2β

)
= 0. (1.1)

Here c± denote shifts, that is, c±(n) = c(n± 1), n ∈ Z. Then clearly

∂t
∑

n∈Z
α+(n, t)β(n, t) = ∂t

∑

n∈Z
α(n, t)β+(n, t) = 0. (1.2)

Indeed, one can show the existence of an infinite sequence {ρj,±}j∈N of polynomials
of α, β and certain shifts thereof, with the property that the lattice sum is time-
independent,

∂t
∑

n∈Z
ρj,±(n, t) = 0, j ∈ N. (1.3)

This result is obtained by deriving local conservation laws of the type

∂tρj,± + (S+ − I)Jj,± = 0, j ∈ N, (1.4)

for certain polynomials Jj,± of α, β and certain shifts thereof. The polynomials
Jj,± will be constructed via an explicit recursion relation. For a detailed discussion
of these results we refer to Theorem 5.7 and Remarks 5.8 and 5.9.

2000 Mathematics Subject Classification. Primary 37K10, 37K20, 47B36; Secondary 35Q58,
37K60.
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The above analysis extends to the full Ablowitz–Ladik hierarchy as follows. The
pth equation, p = (p−, p+) ∈ N2

0 (where N0 = N∪{0}), in the AL hierarchy is given
by

ALp(α, β) =

(−iαtp − α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
−iβtp + β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0,

tp ∈ R, p = (p−, p+) ∈ N2
0,

(1.5)

where f`,±, g`,±, and h`,± are carefully designed polynomial expressions of α, β and
certain shifts thereof. Recursively, they are given by (2.5)–(2.12). On each level
in the recursion an arbitrary constant c`,± ∈ C is introduced. In the homogeneous
case, where all these constants c`, ` ∈ N, are set equal to zero, a hat ˆ is added in

the notation, that is, f̂`,±, ĝ`,±, ĥ`,±, etc., denote the corresponding homogeneous

quantities. The homogeneous coefficients f̂`,±, ĝ`,±, ĥ`,± can also be expressed ex-
plicitly in terms of appropriate matrix elements of powers of the AL Lax finite
difference expression L defined in (3.3), (3.5) and the finite difference expressions
D and E in (3.14), as described in Lemma 3.1. The conserved densities ρj,± are
independent of the equation in the hierarchy while the currents Jp,j,± depend on

p; thus one finds (cf. Theorem 5.7)

∂tpρj,± + (S+ − I)Jp,j,± = 0, tp ∈ R, j ∈ N, p ∈ N2
0. (1.6)

For α, β ∈ `1(Z) it then follows that

d

dtp

∑

n∈Z
ρj,±(n, tp) = 0, tp ∈ R, j ∈ N, p ∈ N2

0. (1.7)

By showing that ρj,± equals ĝj,± up to a first-order difference expression (cf. Lemma
4.4), and by investigating the time-dependence of γ = 1 − αβ, one concludes (cf.
Remark 5.8) that

d

dtp

∑

n∈Z
ln(γ(n, tp)) = 0,

d

dtp

∑

n∈Z
ĝj,±(n, tp) = 0, tp ∈ R, j ∈ N, p ∈ N2

0, (1.8)

represent the two infinite sequences of AL conservation laws. Our approach to (1.6)
is based on a careful analysis of asymptotic expansions of the Green’s function (as

the spectral parameter tends to zero and to infinity) for the operator realization L̆
in `2(Z) corresponding to the Lax difference expression L in (3.3), (3.5).

In addition, we provide a detailed study of the Hamiltonian formalism for the
AL hierarchy. In particular, the pth equation in the AL hierarchy can be written
as (cf. Theorem 6.5)

ALp(α, β) =

(−iαtp
−iβtp

)
+D∇Hp = 0, p ∈ N2

0, (1.9)

where the Hamiltonians Hp are given by

Hp =

p+∑

`=1

cp+−`,+Ĥ`,+ +

p−∑

`=1

cp−−`,−Ĥ`,− + cpĤ0, p = (p−, p+) ∈ N2
0, (1.10)

Ĥ0 =
∑

n∈Z
ln(γ(n)), Ĥp±,± =

1

p±

∑

n∈Z
ĝp±,±(n), p± ∈ N. (1.11)
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Here D = (1− αβ)
(

0 1
−1 0

)
. Furthermore, we show that any Hr is conserved by the

Hamiltonian flows in (1.9) (cf. Theorem 6.6), that is,

dHr
dtp

= 0, p, r ∈ N2
0. (1.12)

Moreover, for general sequences α, β (i.e., not assuming that they satisfy an equa-
tion in the AL hierarchy), we show in Theorem 6.7 that

{Ĥp, Ĥr} = 0, p, r ∈ N2
0, (1.13)

for a suitably defined Poisson bracket { · , · } (see (6.16)), that is, Hp and Hr are

in involution for all p, r ∈ N2
0.

The Ablowitz–Ladik hierarchy has been extensively discussed in the completely
integrable system literature (cf., e.g., [3]–[6], [1], [2, Sect. 3.2.2], [7, Ch. 3], [12],
[13], [34], [36], [37], [38], [41], [45], [47], [48] and the references cited therein) and
in recent years especially due to its close connections with the theory of orthogo-
nal polynomials, a field that underwent a remarkable resurgency in recent years (cf.
[42], [43], [44] and the literature quoted therein). Rather than repeating some of the
AL hierarchy history and its relevance to the theory of orthogonal polynomials at
this place, we refer to the detailed introductions of [25], [26], [27] and the extensive
bibliography listed therein. Here we just mention references intimately connected
with the topics discussed in this paper: Infinitely many conservation laws are dis-
cussed, for instance, by Ablowitz and Ladik [4], Ablowitz, Prinari, and Trubatch
[7, Ch. 3], Ding, Sun, and Xu [14], Zhang and Chen [50], and Zhang, Ning, Bi,
and Chen [52]; the bi-Hamiltonian structure of the AL hierarchy is considered by
Ercolani and Lozano [15], Hydon [30], and Lozano [33], multi-Hamiltonian struc-
tures for the defocusing AL hierarchy were studied by Gekhtman and Nenciu [18],
Zeng and Rauch-Wojciechowski [49], and Zhang and Chen [51]; Poisson brackets
for orthogonal polynomials on the unit circle relevant to the case of the defocusing
AL hierarchy (where β = α) have been studied by Cantero and Simon [10], Killip
and Nenciu [31], and Nenciu [39]; Lenard recursions and Hamiltonian structures
were discussed in Geng and Dai [19] and Geng, Dai, and Zhu [20].

Next we briefly describe the structure of this paper: Section 2 recalls the recursive
construction of the AL hierarchy as discussed in detail in [25] (see also [26], [27]). In
Section 3 we introduce the Lax pair for the AL hierarchy and prove its equivalence
with the corresponding zero-curvature formulation. These results are new. In
Section 4 we discuss the Green’s function of the Lax operator L̆ and study its
asymptotic expansions as the spectral parameter tends to zero and infinity. As a
direct consequence of these asymptotic expansions, local conservation laws are then
derived in Section 5. Our final Section 6 then introduces the basics of variational
derivatives and provides a detailed derivation of the Hamiltonian formalism for the
AL hierarchy.

Finally, we emphasize that our recursive and systematic approach to local con-
servation laws of the Ablowitz–Ladik hierarchy appears to be new. Moreover, our
treatment of Poisson brackets and variational derivatives, and their connections
with the diagonal Green’s function of the underlying Lax operator, now puts the
AL hierarchy on precisely the same level as the Toda and KdV hierarchy with re-
spect to this particular aspect of the Hamiltonian formalism (cf. [22, Ch. 1], [23,
Ch. 1]).
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2. The Ablowitz–Ladik hierarchy in a nutshell

In this section we summarize the construction of the Ablowitz–Ladik hierar-
chy employing a Laurent polynomial recursion formalism and derive the associ-
ated sequence of Ablowitz–Ladik zero-curvature pairs. Moreover, we discuss the
Burchnall–Chaundy Laurent polynomial in connection with the stationary Ablo-
witz–Ladik hierarchy and the underlying hyperelliptic curve. For a detailed treat-
ment of this material we refer to [23], [25].

We denote by CZ the set of complex-valued sequences indexed by Z.
Throughout this section we suppose the following hypothesis.

Hypothesis 2.1. In the stationary case we assume that α, β satisfy

α, β ∈ CZ, α(n)β(n) /∈ {0, 1}, n ∈ Z. (2.1)

In the time-dependent case we assume that α, β satisfy

α( · , t), β( · , t) ∈ CZ, t ∈ R, α(n, · ), β(n, · ) ∈ C1(R), n ∈ Z,
α(n, t)β(n, t) /∈ {0, 1}, (n, t) ∈ Z× R.

(2.2)

We denote by S± the shift operators acting on complex-valued sequences f =
{f(n)}n∈Z ∈ CZ according to

(S±f)(n) = f(n± 1), n ∈ Z. (2.3)

Moreover, we will frequently use the notation

f± = S±f, f ∈ CZ. (2.4)

To construct the Ablowitz–Ladik hierarchy one typically introduces appropriate
zero-curvature pairs of 2 × 2 matrices, denoted by U(z) and Vp(z), p ∈ N2

0 (with

z ∈ C \ {0} a certain spectral parameter to be discussed later), defined recursively
in the following. We take the shortest route to the construction of Vp and hence

to that of the Ablowitz–Ladik hierarchy by starting from the recursion relation
(2.5)–(2.12) below.

Define sequences {f`,±}`∈N0
, {g`,±}`∈N0

, and {h`,±}`∈N0
recursively by

g0,+ = 1
2c0,+, f0,+ = −c0,+α+, h0,+ = c0,+β, (2.5)

g`+1,+ − g−`+1,+ = αh−`,+ + βf`,+, ` ∈ N0, (2.6)

f−`+1,+ = f`,+ − α(g`+1,+ + g−`+1,+), ` ∈ N0, (2.7)

h`+1,+ = h−`,+ + β(g`+1,+ + g−`+1,+), ` ∈ N0, (2.8)

and

g0,− = 1
2c0,−, f0,− = c0,−α, h0,− = −c0,−β+, (2.9)

g`+1,− − g−`+1,− = αh`,− + βf−`,−, ` ∈ N0, (2.10)

f`+1,− = f−`,− + α(g`+1,− + g−`+1,−), ` ∈ N0, (2.11)

h−`+1,− = h`,− − β(g`+1,− + g−`+1,−), ` ∈ N0. (2.12)

Here c0,± ∈ C are given constants. For later use we also introduce

f−1,± = h−1,± = 0. (2.13)
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Remark 2.2. The sequences {f`,+}`∈N0
, {g`,+}`∈N0

, and {h`,+}`∈N0
can be com-

puted recursively as follows: Assume that f`,+, g`,+, and h`,+ are known. Equation
(2.6) is a first-order difference equation in g`+1,+ that can be solved directly and
yields a local lattice function that is determined up to a new constant denoted by
c`+1,+ ∈ C. Relations (2.7) and (2.8) then determine f`+1,+ and h`+1,+, etc. The
sequences {f`,−}`∈N0

, {g`,−}`∈N0
, and {h`,−}`∈N0

are determined similarly.

Upon setting

γ = 1− αβ, (2.14)

one explicitly obtains

f0,+ = c0,+(−α+), f1,+ = c0,+
(
− γ+α++ + (α+)2β

)
+ c1,+(−α+),

g0,+ = 1
2c0,+, g1,+ = c0,+(−α+β) + 1

2c1,+,

h0,+ = c0,+β, h1,+ = c0,+
(
γβ− − α+β2

)
+ c1,+β,

f0,− = c0,−α, f1,− = c0,−
(
γα− − α2β+

)
+ c1,−α,

g0,− = 1
2c0,−, g1,− = c0,−(−αβ+) + 1

2c1,−,

h0,− = c0,−(−β+), h1,− = c0,−
(
− γ+β++ + α(β+)2

)
+ c1,−(−β+), etc.

(2.15)

Here {c`,±}`∈N denote summation constants which naturally arise when solving the
difference equations for g`,± in (2.6), (2.10). Subsequently, it will also be useful to

work with the corresponding homogeneous coefficients f̂`,±, ĝ`,±, and ĥ`,±, defined
by the vanishing of all summation constants ck,± for k = 1, . . . , `, and choosing
c0,± = 1,

f̂0,+ = −α+, f̂0,− = α, f̂`,± = f`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N, (2.16)

ĝ0,± = 1
2 , ĝ`,± = g`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N, (2.17)

ĥ0,+ = β, ĥ0,− = −β+, ĥ`,± = h`,±|c0,±=1, cj,±=0,j=1,...,`, ` ∈ N. (2.18)

By induction one infers that

f`,± =
∑̀

k=0

c`−k,±f̂k,±, g`,± =
∑̀

k=0

c`−k,±ĝk,±, h`,± =
∑̀

k=0

c`−k,±ĥk,±. (2.19)

In a slight abuse of notation we will occasionally stress the dependence of f`,±, g`,±,
and h`,± on α, β by writing f`,±(α, β), g`,±(α, β), and h`,±(α, β).

One can show (cf. [25]) that all homogeneous elements f̂`,±, ĝ`,±, and ĥ`,±,
` ∈ N0, are polynomials in α, β, and some of their shifts.

Remark 2.3. As an efficient tool to distinguish between nonhomogeneous and

homogeneous quantities f`,±, g`,±, h`,±, and f̂`,±, ĝ`,±, ĥ`,±, respectively, we now
introduce the notion of degree as follows. Denote

f (r) = S(r)f, f = {f(n)}n∈Z ∈ CZ, S(r) =

{
(S+)r, r ≥ 0,

(S−)−r, r < 0,
r ∈ Z, (2.20)

and define

deg
(
α(r)

)
= r, deg

(
β(r)

)
= −r, r ∈ Z. (2.21)
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This implies

deg
(
f̂
(r)
`,+

)
= `+ 1 + r, deg

(
f̂
(r)
`,−
)

= −`+ r, deg
(
ĝ
(r)
`,±
)

= ±`,
deg

(
ĥ
(r)
`,+

)
= `− r, deg

(
ĥ
(r)
`,−
)

= −`− 1− r, ` ∈ N0, r ∈ Z.
(2.22)

Alternatively the homogeneous coefficients can be computed directly via the
following nonlinear recursion relations:

Lemma 2.4. The homogeneous quantities f̂`,±, ĝ`,±, ĥ`,± are uniquely defined by
the following recursion relations:

ĝ0,+ =
1

2
, f̂0,+ = −α+, ĥ0,+ = β,

ĝl+1,+ =
l∑

k=0

f̂l−k,+ĥk,+ −
l∑

k=1

ĝl+1−k,+ĝk,+,

f̂−l+1,+ = f̂l,+ − α(ĝl+1,+ + ĝ−l+1,+),

ĥl+1,+ = ĥ−l,+ + β(ĝl+1,+ + ĝ−l+1,+),

(2.23)

and

ĝ0,− =
1

2
, f̂0,− = α, ĥ0,− = −β+,

ĝl+1,− =

l∑

k=0

f̂l−k,−ĥk,− −
l∑

k=1

ĝl+1−k,−ĝk,−,

f̂l+1,− = f̂−l,− + α(ĝl+1,− + ĝ−l+1,−),

ĥ−l+1,− = ĥl,− − β(ĝl+1,− + ĝ−l+1,−).

(2.24)

We also note the following useful result (cf. [25]): Assuming (2.1), we find

g`,+ − g−`,+ = αh`,+ + βf−`,+, ` ∈ N0,

g`,− − g−`,− = αh−`,− + βf`,−, ` ∈ N0.
(2.25)

Moreover, we record the following symmetries,

f̂`,±(c0,±, α, β) = ĥ`,∓(c0,∓, β, α), ĝ`,±(c0,±, α, β) = ĝ`,∓(c0,∓, β, α), ` ∈ N0.
(2.26)

Next we define the 2× 2 zero-curvature matrices

U(z) =

(
z α
zβ 1

)
(2.27)

and

Vp(z) = i

(
G−p (z) −F−p (z)

H−p (z) −K−p (z)

)
, p ∈ N2

0, (2.28)

for appropriate Laurent polynomials Fp(z), Gp(z), Hp(z), and Kp(z) in the spectral

parameter z ∈ C\{0} to be determined shortly. By postulating the stationary zero-
curvature relation,

0 = UVp − V +
p U, (2.29)

one concludes that (2.29) is equivalent to the following relations

z(G−p −Gp) + zβFp + αH−p = 0, (2.30)
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zβF−p + αHp −Kp +K−p = 0, (2.31)

−Fp + zF−p + α(Gp +K−p ) = 0, (2.32)

zβ(G−p +Kp)− zHp +H−p = 0. (2.33)

In order to make the connection between the zero-curvature formalism and the
recursion relations (2.5)–(2.12), we now define Laurent polynomials Fp, Gp, Hp,

and Kp, p = (p−, p+) ∈ N2
0, by1

Fp(z) =

p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
`, (2.34)

Gp(z) =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`, (2.35)

Hp(z) =

p−−1∑

`=0

hp−−1−`,−z
−` +

p+∑

`=1

hp+−`,+z
`, (2.36)

Kp(z) =

p−∑

`=0

gp−−`,−z
−` +

p+∑

`=1

gp+−`,+z
` = Gp(z) + gp−,− − gp+,+. (2.37)

The corresponding homogeneous quantities are defined by (` ∈ N0)

F̂0,∓(z) = 0, F̂`,−(z) =
∑̀

k=1

f̂`−k,−z
−k, F̂`,+(z) =

`−1∑

k=0

f̂`−1−k,+z
k,

Ĝ0,−(z) = 0, Ĝ`,−(z) =
∑̀

k=1

ĝ`−k,−z
−k,

Ĝ0,+(z) =
1

2
, Ĝ`,+(z) =

∑̀

k=0

ĝ`−k,+z
k,

Ĥ0,∓(z) = 0, Ĥ`,−(z) =

`−1∑

k=0

ĥ`−1−k,−z
−k, Ĥ`,+(z) =

∑̀

k=1

ĥ`−k,+z
k,

K̂0,−(z) =
1

2
, K̂`,−(z) =

∑̀

k=0

ĝ`−k,−z
−k = Ĝ`,−(z) + ĝ`,−,

K̂0,+(z) = 0, K̂`,+(z) =
∑̀

k=1

ĝ`−k,+z
k = Ĝ`,+(z)− ĝ`,+.

(2.38)

The stationary zero-curvature relation (2.29), 0 = UVp−V +
p U , is then equivalent

to

−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,− = 0, (2.39)

β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,− = 0. (2.40)

1In this paper, a sum is interpreted as zero whenever the upper limit in the sum is strictly less

than its lower limit.
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Thus, varying p± ∈ N0, equations (2.39) and (2.40) give rise to the stationary
Ablowitz–Ladik (AL) hierarchy which we introduce as follows

s-ALp(α, β) =

(−α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
β(g−p+,+ + gp−,−) + h−p+−1,+ − hp−−1,−

)
= 0, p ∈ N2

0. (2.41)

Explicitly (recalling γ = 1− αβ and taking p− = p+ for simplicity),

s-AL(0,0)(α, β) =

(
−c(0,0)α
c(0,0)β

)
= 0,

s-AL(1,1)(α, β) =

(
−γ(c0,−α− + c0,+α

+)− c(1,1)α
γ(c0,+β

− + c0,−β+) + c(1,1)β

)
= 0,

s-AL(2,2)(α, β) =




−γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc., (2.42)

represent the first few equations of the stationary Ablowitz–Ladik hierarchy. Here
we introduced

cp = (cp−,− + cp+,+)/2, p± ∈ N0. (2.43)

By definition, the set of solutions of (2.41), with p ranging in N2
0 and c`,± ∈ C,

` ∈ N0, represents the class of algebro-geometric Ablowitz–Ladik solutions.
Using (2.1), one can show (cf. [25]) that gp+,+ = gp−,− up to a lattice constant

which can be set equal to zero without loss of generality. Thus, we will henceforth
assume that

gp+,+ = gp−,−, (2.44)

which in turn implies that
Kp = Gp (2.45)

and hence renders Vp in (2.28) traceless in the stationary context. (We note

that equations (2.44) and (2.45) cease to be valid in the time-dependent context,
though.)

Next we turn to the time-dependent Ablowitz–Ladik hierarchy. For that pur-
pose the coefficients α and β are now considered as functions of both the lattice
point and time. For each equation in the hierarchy, that is, for each p, we in-
troduce a deformation (time) parameter tp ∈ R in α, β, replacing α(n), β(n) by

α(n, tp), β(n, tp). Moreover, the definitions (2.27), (2.28), and (2.34)–(2.37) of U, Vp,

and Fp, Gp, Hp,Kp, respectively, still apply. Imposing the zero-curvature relation

Utp + UVp − V +
p U = 0, p ∈ N2

0, (2.46)

then results in the equations

αtp = i
(
zF−p + α(Gp +K−p )− Fp

)
, (2.47)

βtp = −i
(
β(G−p +Kp)−Hp + z−1H−p

)
, (2.48)

0 = z(G−p −Gp) + zβFp + αH−p , (2.49)

0 = zβF−p + αHp +K−p −Kp. (2.50)
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Varying p ∈ N2
0, the collection of evolution equations

ALp(α, β) =

(−iαtp − α(gp+,+ + g−p−,−) + fp+−1,+ − f−p−−1,−
−iβtp + β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)
= 0,

tp ∈ R, p ∈ N2
0,

(2.51)

then defines the time-dependent Ablowitz–Ladik hierarchy. Explicitly, taking p− =
p+ for simplicity,

AL(0,0)(α, β) =

(−iαt(0,0) − c(0,0)α
−iβt(0,0) + c(0,0)β

)
= 0,

AL(1,1)(α, β) =

(−iαt(1,1) − γ(c0,−α− + c0,+α
+)− c(1,1)α

−iβt(1,1) + γ(c0,+β
− + c0,−β+) + c(1,1)β

)
= 0,

AL(2,2)(α, β)

=




−iαt(2,2) − γ
(
c0,+α

++γ+ + c0,−α−−γ− − α(c0,+α
+β− + c0,−α−β+)

−β(c0,−(α−)2 + c0,+(α+)2)
)

−iβt(2,2) + γ
(
c0,−β++γ+ + c0,+β

−−γ− − β(c0,+α
+β− + c0,−α−β+)

−α(c0,+(β−)2 + c0,−(β+)2)
)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc., (2.52)

represent the first few equations of the time-dependent Ablowitz–Ladik hierarchy.
Here we recall the definition of cp in (2.43).

By (2.51), (2.6), and (2.10), the time derivative of γ = 1− αβ is given by

γtp = iγ
(
(gp+,+ − g−p+,+)− (gp−,− − g−p−,−)

)
, (2.53)

or alternatively, by

γtp = iγ
(
αz−1H−p − αHp + βFp − zβF−p

)
, (2.54)

using (2.47)–(2.50).

Remark 2.5. (i) The special choices β = ±α, c0,± = 1 lead to the discrete
nonlinear Schrödinger hierarchy. In particular, choosing c(1,1) = −2 yields the
discrete nonlinear Schrödinger equation in its usual form (see, e.g., [7, Ch. 3] and
the references cited therein), with

− iαt − (1∓ |α|2)(α− + α+) + 2α = 0, (2.55)

the first nonlinear element of the hierarchy. The choice β = α is called the defocus-
ing case, β = −α represents the focusing case of the discrete nonlinear Schrödinger
hierarchy.
(ii) The alternative choice β = α, c0,± = ∓i, leads to the hierarchy of Schur flows.
In particular, choosing c(1,1) = 0 yields

αt − (1− |α|2)(α+ − α−) = 0 (2.56)

as the first nonlinear element of this hierarchy (cf. [9], [16], [17], [29], [35], [44]).
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3. Lax pairs for the AL hierarchy

In this section we introduce Lax pairs for the AL hierarchy and prove the equiv-
alence of the zero-curvature and Lax representation. This result is new.

Throughout this section we suppose Hypothesis 2.1. We start by relating the

homogeneous coefficients f̂`,±, ĝ`,±, and ĥ`,± to certain matrix elements of L,
where L will later be identified as the Lax difference expression associated with
the Ablowitz–Ladik hierarchy. For this purpose it is useful to introduce the stan-
dard basis {δm}m∈Z in `2(Z) by

δm = {δm,n}n∈Z, m ∈ Z, δm,n =

{
1, m = n,

0, m 6= n.
(3.1)

The scalar product in `2(Z), denoted by ( · , · ), is defined by

(f, g) =
∑

n∈Z
f(n)g(n), f, g ∈ `2(Z). (3.2)

In the standard basis just defined, we introduce the difference expression L by

L =




. . .
. . .

. . .
. . .

. . . 00 −α(0)ρ(−1) −β(−1)α(0) −α(1)ρ(0) ρ(0)ρ(1)
ρ(−1)ρ(0) β(−1)ρ(0) −β(0)α(1) β(0)ρ(1) 0

0 −α(2)ρ(1) −β(1)α(2) −α(3)ρ(2) ρ(2)ρ(3)

0
ρ(1)ρ(2) β(1)ρ(2) −β(2)α(3) β(2)ρ(3) 0

. . .
. . .

. . .
. . .

. . .




(3.3)

=
(
− β(n)α(n+ 1)δm,n

+
(
β(n− 1)ρ(n)δodd(n)− α(n+ 1)ρ(n)δeven(n)

)
δm,n−1

+
(
β(n)ρ(n+ 1)δodd(n)− α(n+ 2)ρ(n+ 1)δeven(n)

)
δm,n+1 (3.4)

+ ρ(n+ 1)ρ(n+ 2)δeven(n)δm,n+2 + ρ(n− 1)ρ(n)δodd(n)δm,n−2
)
m,n∈Z

= ρ−ρ δeven S
−− + (β−ρ δeven − α+ρ δodd)S− − βα+

+ (βρ+ δeven − α++ρ+ δodd)S+ + ρ+ρ++ δodd S
++, (3.5)

where δeven and δodd denote the characteristic functions of the even and odd inte-
gers,

δeven = χ
2Z , δodd = 1− δeven = χ

2Z+1
. (3.6)

In particular, terms of the form −β(n)α(n+1) represent the diagonal (n, n)-entries,
n ∈ Z, in the infinite matrix (3.3). In addition, we used the abbreviation

ρ = γ1/2 = (1− αβ)1/2. (3.7)

Next, we introduce the unitary operator Uε̃ in `2(Z) by

Uε̃ =
(
ε̃(n)δm,n

)
(m,n)∈Z2 , ε̃(n) ∈ {1,−1}, n ∈ Z, (3.8)

and the sequence ε = {ε(n)}n∈Z ∈ CZ by

ε(n) = ε̃(n− 1)ε̃(n), n ∈ Z. (3.9)
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Assuming α, β ∈ `∞(Z), a straightforward computation then shows that

L̆ε = Uε̃L̆U
−1
ε̃ , (3.10)

where Lε is associated with the sequences αε = α, βε = β, and ρε = ερ, and L̆
and L̆ε are the bounded operator realizations of L and Lε in `2(Z), respectively.
Moreover, the recursion formalism in (2.5)–(2.12) yields coefficients which are poly-
nomials in α, β and some of their shifts and hence depends only quadratically on
ρ. As a result, the choice of square root of ρ(n), n ∈ Z, in (3.7) is immaterial when
introducing the AL hierarchy via the Lax equations (3.38).

The half-lattice (i.e., semi-infinite) version of L was recently rediscovered by
Cantero, Moral, and Velázquez [11] in the special case where β = α (see also
Simon [42], [43] who coined the term CMV matrix in this context). The matrix
representation of L−1 is then obtained from that of L in (3.3) by taking the formal
adjoint of L and subsequently exchanging α and β

L−1 =
(
− α(n)β(n+ 1)δm,n +

(
α(n− 1)ρ(n)δeven(n) (3.11)

− β(n+ 1)ρ(n)δodd(n)
)
δm,n−1

+
(
α(n)ρ(n+ 1)δeven(n)− β(n+ 2)ρ(n+ 1)δodd(n)

)
δm,n+1

+ ρ(n+ 1)ρ(n+ 2)δodd(n)δm,n+2 + ρ(n− 1)ρ(n)δeven(n)δm,n−2
)
m,n∈Z

= ρ−ρ δodd S
−− + (α−ρ δodd − β+ρ δeven)S− − αβ+

+ (αρ+ δodd − β++ρ+ δeven)S+ + ρ+ρ++ δeven S
++. (3.12)

L and L−1 define bounded operators in `2(Z) if α and β are bounded sequences.
However, this is of no importance in the context of Lemma 3.1 below as we only
apply the five-diagonal matrices L and L−1 to basis vectors of the type δm.

Next, we discuss a useful factorization of L. For this purpose we introduce the
sequence of 2× 2 matrices θ(n), n ∈ Z, by

θ(n) =

(
−α(n) ρ(n)
ρ(n) β(n)

)
, n ∈ Z, (3.13)

and two difference expressions D and E by their matrix representations in the
standard basis (3.1) of `2(Z)

D =




. . . 0
θ(2n−2)

θ(2n)

0 . . .


 , E =




. . . 0
θ(2n−1)

θ(2n+1)

0 . . .


 , (3.14)

where (
D(2n− 1, 2n− 1) D(2n− 1, 2n)
D(2n, 2n− 1) D(2n, 2n)

)
= θ(2n),

(
E(2n, 2n) E(2n, 2n+ 1)

E(2n+ 1, 2n) E(2n+ 1, 2n+ 1)

)
= θ(2n+ 1), n ∈ Z.

(3.15)

Then L can be factorized into
L = DE. (3.16)

Explicitly, D and E are given by

D = ρ δeven S
− − α+ δodd + β δeven + ρ+ δodd S

+, (3.17)



104 F. GESZTESY, H. HOLDEN, J. MICHOR, AND G. TESCHL

E = ρ δodd S
− + β δodd − α+ δeven + ρ+ δeven S

+, (3.18)

and their inverses are of the form

D−1 = ρ δeven S
− − β+ δodd + α δeven + ρ+ δodd S

+, (3.19)

E−1 = ρ δodd S
− + α δodd − β+ δeven + ρ+ δeven S

+. (3.20)

The next result details the connections between L and the recursion coefficients
f`,±, g`,±, and h`,±.

Lemma 3.1. Let n ∈ Z. Then the homogeneous coefficients {f̂`,±}`∈N0
, {ĝ`,±}`∈N0

,

and {ĥ`,±}`∈N0
satisfy the following relations:

f̂`,+(n) = (δn, EL
`δn)δeven(n) + (δn, L

`Dδn)δodd(n), ` ∈ N0,

f̂`,−(n) = (δn, D
−1L−`δn)δeven(n) + (δn, L

−`E−1δn)δodd(n), ` ∈ N0,

ĝ0,± = 1/2, ĝ`,±(n) = (δn, L
±`δn), ` ∈ N, (3.21)

ĥ`,+(n) = (δn, L
`Dδn)δeven(n) + (δn, EL

`δn)δodd(n), ` ∈ N0,

ĥ`,−(n) = (δn, L
−`E−1δn)δeven(n) + (δn, D

−1L−`δn)δodd(n) ` ∈ N0.

Proof. Using (3.16)–(3.20) we show that the sequences defined in (3.21) satisfy the
recursion relations of Lemma 2.4 respectively relation (2.6). For n even,

ĝ`,+(n)− ĝ`,+(n− 1) = (δn, DEL
`−1δn)− (δn−1, DEL

`−1δn−1)

= (D∗δn, EL
`−1δn)− (D∗δn−1, EL

`−1δn−1)

= β(n)(δn, EL
`−1δn) + ρ(n)(δn−1, EL

`−1δn)

+ α(n)(δn−1, EL
`−1δn−1)− ρ(n)(δn, EL

`−1δn−1)

= β(n)f̂`−1,+(n) + α(n)ĥ`−1,+(n− 1),

(3.22)

since (EL`)> = EL` by (3.13), (3.16). Moreover,

f̂`,+(n) = (δn, EL
`δn) = (E∗δn, L

`δn)

= −α(n+ 1)(δn, L
`δn) + ρ(n+ 1)(δn+1, L

`δn)

+ α(n+ 1)(δn+1, L
`δn+1)− α(n+ 1)(δn+1, L

`δn+1)

= f̂`−1,+(n+ 1)− α(n+ 1)
(
ĝ`,+(n+ 1) + ĝ`,+(n)

)
,

ĥ`,+(n) = (δn, L
`Dδn) = β(n)(δn, L

`δn) + ρ(n)(δn, L
`δn−1)

+ β(n)(δn−1, L
`δn−1)− β(n)(δn−1, L

`δn−1)

= ĥ`−1,+(n− 1) + β(n)
(
ĝ`,+(n) + ĝ`,+(n− 1)

)
,

(3.23)

that is, the coefficients satisfy (2.23). The remaining cases follow analogously. �

Finally, we derive an explicit expression for the Lax pair for the Ablowitz–Ladik
hierarchy, but first we need some notation. Let T be a bounded operator in `2(Z).
Given the standard basis (3.1) in `2(Z), we represent T by

T =
(
T (m,n)

)
(m,n)∈Z2 , T (m,n) = (δm, T δn), (m,n) ∈ Z2. (3.24)

Actually, for our purpose below, it is sufficient that T is an N -diagonal matrix for
some N ∈ N. Moreover, we introduce the upper and lower triangular parts T± of



CONSERVATION LAWS AND HAMILTONIANS FOR THE AL HIERARCHY 105

T by

T± =
(
T±(m,n)

)
(m,n)∈Z2 , T±(m,n) =

{
T (m,n), ±(n−m) > 0,

0, otherwise.
(3.25)

Next, consider the finite difference expression Pp defined by

Pp =
i

2

p+∑

`=1

cp+−`,+
(
(L`)+ − (L`)−

)
− i

2

p−∑

`=1

cp−−`,−
(
(L−`)+ − (L−`)−

)
− i

2
cpQd,

p ∈ N2
0, (3.26)

with L given by (3.3) and Qd denoting the doubly infinite diagonal matrix

Qd =
(
(−1)kδk,`

)
k,`∈Z. (3.27)

Before we prove that (L,Pp) is indeed the Lax pair for the Ablowitz–Ladik

hierarchy, we derive one more representation of Pp in terms of L.

We denote by `0(Z) the set of complex-valued sequences of compact support. If R
denotes a finite difference expression, then ψ is called a weak solution of Rψ = zψ,
for some z ∈ C, if the relation holds pointwise for each lattice point, that is, if
((R− z)ψ)(n) = 0 for all n ∈ Z.

Lemma 3.2. Let ψ ∈ `∞0 (Z). Then the difference expression Pp defined in (3.26)

acts on ψ by

(Ppψ)(n) = i

(
−

p−∑

`=1

fp−−`,−(n)(EL−`ψ)(n)−
p+−1∑

`=0

fp+−1−`,+(n)(EL`ψ)(n)

+

p−∑

`=1

gp−−`,−(n)(L−`ψ)(n) +

p+∑

`=1

gp+−`,+(n)(L`ψ)(n)

+
1

2

(
gp−,−(n) + gp+,+(n)

)
ψ(n)

)
δodd(n) (3.28)

+ i

( p−−1∑

`=0

hp−−1−`,−(n)(D−1L−`ψ)(n) +

p+∑

`=1

hp+−`,+(n)(D−1L`ψ)(n)

−
p−∑

`=1

gp−−`,−(n)(L−`ψ)(n)−
p+∑

`=1

gp+−`,+(n)(L`ψ)(n)

− 1

2

(
gp−,−(n) + gp+,+(n)

)
ψ(n)

)
δeven(n), n ∈ Z.

In addition, if u is a weak solution of Lu(z) = zu(z), then
(
Ppu(z)

)
(n)

=

(
− iFp(z, n)(Eu(z))(n) +

i

2

(
Gp(z, n) +Kp(z, n)

)
u(z, n)

)
δodd(n)

+

(
iHp(z, n)(D−1u(z))(n)− i

2

(
Gp(z, n) +Kp(z, n)

)
u(z, n)

)
δeven(n),

n ∈ Z, (3.29)

in the weak sense.
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Proof. We consider the case where n is even and use induction on p = (p−, p+).
The case n odd is analogous. For p = (0, 0), the formulas (3.28) and (3.26) match.

Denoting by P̂p the corresponding homogeneous operator where all summation

constants ck,±, k = 1, . . . , p±, vanish, we have to show that

iP̂p = iP̂+
p+−1L− ĥp+−1,+D

−1L+
1

2

(
ĝp+−1,+L+ ĝp+,+

)

+ iP̂−p−−1L
−1 − ĥp−−1,−D−1 +

1

2

(
ĝp−−1,−L

−1 + ĝp−,−
)
,

(3.30)

where P̂±j correspond to the powers of L in (3.26), P̂±j = i
2

(
(L±j)±−(L±j)∓

)
. This

can be done upon considering (δm, P̂pδn) and making appropriate case distinctions

m = n, m > n, and m < n.
Using (3.4), (3.11), (3.16)–(3.20), (3.25), and Lemma 3.1, one verifies for instance

in the case m = n,

(δn, iP̂
+
p+δn)

= (δn, iP̂
+
p+−1Lδn) + α(n+ 1)ĥp+−1,+(n)

+
1

2

(
ĝp+,+(n)− α(n+ 1)β(n)ĝp+−1,+(n)

)

=

(
δn,

1

2

(
(Lp+−1)+ − (Lp+−1)−

)(
α++ρ+δn−1 + α+βδn + α+ρδn+1 − ρ−ρδn+2

))

+ α(n+ 1)ĥp+−1,+(n) +
1

2

(
ĝp+,+(n)− α(n+ 1)β(n)ĝp+−1,+(n)

)

= −1

2
α(n+ 1)ρ(n)(δn, L

p+−1δn−1) +
1

2
α(n+ 2)ρ(n+ 1)(δn, L

p+−1δn+1)

− 1

2
ρ(n+ 1)ρ(n+ 2)(δn, L

p+−1δn+2) + α(n+ 1)ĥp+−1,+(n)

+
1

2

(
ĝp+,+(n)− α(n+ 1)β(n)ĝp+−1,+(n)

)

= −α(n+ 1)ρ(n)(δn, L
p+−1δn−1)

− α(n+ 1)β(n)ĝp+−1,+(n) + α(n+ 1)ĥp+−1,+(n)

= 0, (3.31)

since by Lemma 3.1,

ĝp+,+(n) = (δn, L
p+−1Lδn),

ĥp+−1,+(n) = (δn, L
p+−1Dδn) = β(n)(δn, L

p+−1δn) + ρ(n)(δn, L
p+−1δn−1).

Similarly,

(δn, iP̂
−
p−δn)

= (δn, iP̂
−
p−−1L

−1δn)− α(n)ĥp−−1,−(n) +
1

2

(
ĝp−,−(n)− α(n)β(n+ 1)ĝp−−1,−(n)

)

=

(
δn,

1

2

(
(L1−p−)+ − (L1−p−)−

)(
ρ+ρ++δn−2 + αρ+δn−1 − αβ+δn + α−ρδn+1

))

− α(n)ĥp−−1,−(n) +
1

2

(
ĝp−,−(n)− α(n)β(n+ 1)ĝp−−1,−(n)

)
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= −1

2
ρ(n− 1)ρ(n)(δn, L

1−p−δn−2)− 1

2
α(n− 1)ρ(n)(δn, L

1−p−δn−1)

+
1

2
α(n)ρ(n+ 1)(δn, L

1−p−δn+1)− α(n)ĥp−−1,−(n)

+
1

2

(
ĝp−,−(n)− α(n)β(n+ 1)ĝp−−1,−(n)

)

= α(n)ρ(n+ 1)(δn, L
1−p−δn+1)− α(n)β(n+ 1)ĝp−−1,−(n)− α(n)ĥp−−1,−(n)

= 0, (3.32)

where we used Lemma 3.1 and (2.12) at ` = p− − 2 for the last equality. This
proves the case m = n. The remaining cases m > n and m < n are settled in a
similar fashion.

Equality (3.29) then follows from Lu(z) = zu(z) and (2.34)–(2.37). �

Next, we introduce the difference expression P>p by

P>p = − i
2

p+∑

`=1

cp+−`,+
(
((L>)`)+ − ((L>)`)−

)

+
i

2

p−∑

`=1

cp−−`,−
(
((L>)−`)+ − ((L>)−`)−

)
− i

2
cpQd, p ∈ N2

0,

(3.33)

with L> = ED the difference expression associated with the transpose of the infinite
matrix (3.3) in the standard basis of `2(Z) and Qd denoting the doubly infinite
diagonal matrix in (3.27). Here we used

(M+)> = (M>)−, (M−)> = (M>)+ (3.34)

for a finite difference expression M in the standard basis of `2(Z).
For later purpose in Section 5 we now mention the analog of Lemma 3.2 for the

difference expression P>p without proof:

Lemma 3.3. Let χ ∈ `∞0 (Z). Then the difference expression P>p defined in (3.33)

acts on χ by

(P>p χ)(n) = i

(
−
p−−1∑

`=0

hp−−1−`,−(n)(E−1(L>)−`χ)(n)

−
p+∑

`=1

hp+−`,+(n)(E−1(L>)`χ)(n)

+

p−∑

`=1

gp−−`,−(n)((L>)−`χ)(n) +

p+∑

`=1

gp+−`,+(n)((L>)`χ)(n)

+
1

2

(
gp−,−(n) + gp+,+(n)

)
χ(n)

)
δodd(n) (3.35)

+ i

( p−∑

`=1

fp−−`,−(n)(D(L>)−`χ)(n)

+

p+−1∑

`=0

fp+−1−`,+(n)(D(L>)`χ)(n)
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−
p−∑

`=1

gp−−`,−(n)((L>)−`χ)(n)−
p+∑

`=1

gp+−`,+(n)((L>)`χ)(n)

− 1

2

(
gp−,−(n) + gp+,+(n)

)
χ(n)

)
δeven(n), n ∈ Z.

In addition, if χ is a weak solution of L>v(z) = zv(z), then
(
P>p v(z)

)
(n)

= −i
(
Hp(z, n)(E−1v(z))(n)− 1

2

(
Gp(z, n) +Kp(z, n)

)
v(z, n)

)
δodd(n)

+ i

(
Fp(z, n)(Dv(z))(n)− 1

2

(
Gp(z, n) +Kp(z, n)

)
v(z, n)

)
δeven(n),

n ∈ Z, (3.36)

in the weak sense.

Given these preliminaries, one can now prove the following result, the proof of
which is based on fairly tedious computations. We present them here in some detail
as these results have not appeared in print before.

Theorem 3.4. Assume Hypothesis 2.1. Then, for each p ∈ N2
0, the pth stationary

Ablowitz–Ladik equation s-ALp(α, β) = 0 in (2.41) is equivalent to the vanishing of

the commutator of Pp and L,

[Pp, L] = 0. (3.37)

In addition, the pth time-dependent Ablowitz–Ladik equation ALp(α, β) = 0 in

(2.51) is equivalent to the Lax commutator equations

Ltp(tp)− [Pp(tp), L(tp)] = 0, tp ∈ R. (3.38)

In particular, the pair of difference expressions (L,Pp) represents the Lax pair

for the Ablowitz–Ladik hierarchy of nonlinear differential-difference evolution equa-
tions.

Proof. Let f ∈ `0(Z). To curb the length of this proof we will only consider the
case n even. We apply formulas (3.28) to compute the commutator ([Pp, L]f)(n)

by rewriting D−1L` = EL`−1 and using (3.5), (3.17), and (3.18). This yields

i([Pp, L]f)(n)

=

( p+∑

`=1

ρ−ρ(g−p+−`,+ − g
−−
p+−`,+)

−
p+−1∑

`=0

ρ−ρ(α−h−−p+−1−`,+ + β−f−p+−1−`,+)

)
(L`f)(n− 2)

+

( p+∑

`=1

ρ
(
2β−g−p+−`,+ − h

−
p+−`,+

)

+

p+−1∑

`=0

ρ
(
(ρ−)2h−−p+−1−`,+ − (β−)2f−p+−1−`,+

))
(L`f)(n− 1)
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+

( p+∑

`=1

ρ+
(
β(g+p+−`,+ + g−p+−`,+)− hp+−`,+

)

+

p+−1∑

`=0

ρ+
(
h−p+−1−`,+ − ββ

+f+p+−1−`,+ − βα
+hp+−1−`,+

))
(L`f)(n+ 1)

+

( p++1∑

`=2

(
gp++1−`,+ − g−p++1−`,+

)

+

p+∑

`=1

(
α+
(
β(gp+−`,+ − g−p+−`,+) + hp+−`,+

)
− αh−p+−`,+

)

+

p+−1∑

`=0

(
β(α+)2hp+−1−`,+ − β(ρ+)2f+p+−1−`,+ − α

+h−p+−1−`,+

))
(L`f)(n)

+

p−∑

`=1

ρ−ρ
(
g−p−−`,− − g

−−
p−−`,− − β

−f−p−−`,− − α
−h−−p−−`,−

)
(L−`f)(n− 2)

+

( p−∑

`=1

ρ
(
β−
(
2g−p−−`,− − β

−f−p−−`,−
)

+ ρ(ρ−)2h−−p−−`,−

)

−
p−−1∑

`=0

ρh−p−−1−`,−

)
(L−`f)(n− 1)

+

( p−∑

`=1

(
βρ+

(
g+p−−`,− + g−p−−`,− − α

+hp−−`,− − β+f+p−−`,−
)

+ ρ+h−p−−`,−

)

−
p−−1∑

`=0

ρ+hp−−1−`,−

)
(L−`f)(n+ 1)

+

( p−∑

`=1

(
βα+(gp−−`,− − g−p−−`,− + α+hp−−`,− + β+f+p−−`,−)− βf+p−−`,−

− α+h−p−−`,−

)

+

p−−1∑

`=0

(
gp−−1−`,− − g−p−−1−`,− − αh

−
p−−1−`,− + α+hp−−1−`,−

))
(L−`f)(n)

+
1

2

(
βρ+

(
g+p−,− + g+p+,+ + gp−,− + gp+,+

)
f(n+ 1)

+ β−ρ
(
g−p−,− + g−p+,+ + gp−,− + gp+,+

)
f(n− 1)

− ρ−ρ
(
g−−p−,− + g−−p+,+ − gp−,− − gp+,+

)
f(n− 2)

)
, (3.39)

where we added the terms

0 = −
p+∑

`=1

g−p+−`,+(L`+1f)(n) +

p+∑

`=1

g−p+−`,+(L`+1f)(n)

= −
p++1∑

`=2

g−p++1−`,+(L`f)(n) +

p+∑

`=1

g−p+−`,+L(L`f)(n),
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0 = −
p+∑

`=1

h−p+−`,+(D−1L`f)(n) +

p+∑

`=1

h−p+−`,+(EL`−1f)(n)

= −
p+∑

`=1

h−p+−`,+

(
α(L`f)(n) + ρ(L`f)(n− 1)

)

+

p+−1∑

`=0

h−p+−1−`,+

(
− α+(L`f)(n) + ρ+(L`f)(n+ 1)

)
, (3.40)

0 = −
p−∑

`=1

g−p−−`,−(L−`+1f)(n) +

p−∑

`=1

g−p−−`,−(L−`+1f)(n)

= −
p−−1∑

`=0

g−p−−1−`,−(L−`f)(n) +

p−∑

`=1

g−p−−`,−L(L−`f)(n),

0 = −
p−∑

`=1

h−p−−`,−(D−1L−`+1f)(n) +

p−∑

`=1

h−p−−`,−(EL−`f)(n)

= −
p−−1∑

`=0

h−p−−1−`,−

(
α(L−`f)(n) + ρ(L−`f)(n− 1)

)

+

p−∑

`=1

h−p−−`,−

(
− α+(L−`f)(n) + ρ+(L−`f)(n+ 1)

)
.

Next we apply the recursion relations (2.5)–(2.12). In addition, we also use

α+hp−−`,− + β+f+p−−`,− = α+
(
h+p−−1−`,− − β

+(g+p−−`,− + gp−−`,−)
)

+ β+
(
fp−−1−`,− + α+(g+p−−`,− + gp−−`,−)

)

= g+p−−`,− − gp−−`,−. (3.41)

This implies,

i([Pp, L]f)(n)

=

p+−1∑

`=1

ρ−ρ
(
g−p+−`,+ − g

−−
p+−`,+ − α

−h−−p+−1−`,+ − β
−f−p+−1−`,+

)
(L`f)(n− 2)

+

p+−1∑

`=1

(
β−ρ

(
g−p+−`,+ − g

−−
p+−`,+ − α

−h−−p+−1−`,+ − β
−f−p+−1−`,+

)

+ ρ
(
β−(g−p+−`,+ + g−−p+−`,+) + h−−p+−1−`,+ − h

−
p+−`,+

))
(L`f)(n− 1)

+

p+−1∑

`=1

(
βρ+

(
g+p+−`,+ − gp+−`,+ − α

+hp+−1−`,+ − β+f+p+−1−`,+
)

+ ρ+
(
β(gp+−`,+ + g−p+−`,+) + h−p+−1−`,+ − hp+−`,+

))
(L`f)(n+ 1)

+

( p+−1∑

`=1

(
gp++1−`,+ − g−p++1−`,+ − αh−p+−`,+ + βα+(g+p+−`,+ + gp+−`,+)
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− βf+p+−1−`,+
)

+

p+−1∑

`=1

α+
(
β(−gp+−`,+ − g−p+−`,+) + hp+−`,+ − h−p+−1−`,+

)

+

p+−1∑

`=0

βα+
(
gp+−`,+ − g+p+−`,+ + α+hp+−1−`,+ + β+f+p+−1−`,+

))
(L`f)(n)

+

p−∑

`=1

ρ−ρ
(
g−p−−`,− − g

−−
p−−`,− − β

−f−p−−`,− − α
−h−−p−−`,−

)
(L−`f)(n− 2)

+

p−−1∑

`=1

(
β−ρ

(
g−p−−`,− − g

−−
p−−`,− − β

−f−p−−`,− − α
−h−−p−−`,−

)

+ ρ
(
β−(g−p−−`,− + g−−p−−`,−) + h−−p−−`,− − h

−
p−−1−`,−

))
(L−`f)(n− 1)

+

p−−1∑

`=1

(
βρ+

(
g+p−−`,− − gp−−`,− − α

+hp−−`,− − β+f+p−−`,−
)

+ ρ+
(
β(gp−−`,− + g−p−−`,−) + h−p−−`,− − hp−−1−`,−

))
(L−`f)(n+ 1)

+

( p−−1∑

`=1

(
gp−−1−`,− − g−p−−1−`,− − αh

−
p−−1−`,−

)

+

p−∑

`=1

β
(
α+(g+p−−`,− + gp−−`,−)− f+p−−`,−

)

+

p−∑

`=1

βα+
(
gp−−`,− − g+p−−`,− + α+hp−−`,− + β+f+p−−`,−

)

+

p−−1∑

`=1

α+
(
β(−gp−−`,− − g−p−−`,−)− h−p−−`,− + hp−−1−`,−

))
(L−`f)(n)

+ ρ−ρ
(
g−0,+ − g−−0,+

)
(Lp+f)(n− 2)− ρ−ρ

(
α−h−−p+−1,+ + β−f−p+−1,+

)
f(n− 2)

+ ρ
(
2β−g−0,+ − h−0,+

)
(Lp+f)(n− 1) + ρ

(
(ρ−)2h−−p+−1,+ − (β−)2f−p+−1,+

)
f(n− 1)

+ ρ+
(
β(g+0,+ + g−0,+)− h0,+

)
(Lp+f)(n+ 1)

− ρ+
(
β(α+hp+−1,+ + β+f+p+−1,+)− h−p+−1,+

)
f(n+ 1)

+ (g0,+ − g−0,+)(Lp++1f)(n)

+
(
g1,+ − g−1,+ − αh−0,+ + βα+(g0,+ − g−0,+) + α+h0,+

)
(Lp+f)(n)

+
(
gp−−1,− − g−p−−1,− − αh

−
p−−1,− − βfp−−1,−

)
f(n)

+ β
(
α+(g+p+,+ − gp+,+) + fp−−1,− − f+p+−1,+

)
f(n)

+ α+
(
β(βfp+−1,+ + αh−p+−1,+) + hp−−1,− − h−p+−1,+

)
f(n)

−
(
βα+(g0,− + g−0,−)− βf−1,− + α+h−0,−

)
(L−p−f)(n)

− (αh−p+−1,+ + βfp+−1,+)
(
βρ+f(n+ 1) + β−ρf(n− 1) + ρ−ρf(n− 2)

)

+
(
β−ρ

(
g−0,− + g−0,− − β−f−0,−

)
+ (ρ−)2ρh−−0,−

)
(L−p−f)(n− 1)
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+
(
βρ+

(
g+0,− + g−0,− − β+f+0,− − α+h0,−

)
+ ρ+h−0,−

)
(L−p−f)(n+ 1)

− ρh−p−−1,−f(n− 1)− ρ+hp−−1,−f(n+ 1)

+
1

2

(
βρ+

(
g+p−,− + g+p+,+ + gp−,− + gp+,+

)
f(n+ 1)

+ β−ρ
(
g−p−,− + g−p+,+ + gp−,− + gp+,+

)
f(n− 1)

− ρ−ρ
(
g−−p−,− + g−−p+,+ − gp−,− − gp+,+

)
f(n− 2)

)

=
ρ−ρ

2

(
g−−p+,+ − g

−−
p−,− + gp−,− − gp+,+

)
f(n− 2)

+
(
ρ
(
β−(g−−p+,+ + g−p−,−)− h−p−−1,− + h−−p+−1,+

)

+
β−ρ

2

(
g−p+,+ + gp−,− − gp+,+ − g−p−,−

))
f(n− 1)

+
(
β
(
α+(g+p+,+ + gp−,−) + fp−−1,− − f+p+−1,+

)

− α+
(
β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

))
f(n)

+
(
ρ+
(
β(g−p+,+ + gp−,−)− hp−−1,− + h−p+−1,+

)

+
βρ+

2

(
gp+,+ + g+p−,− − g

+
p+,+ − gp−,−

))
f(n+ 1), (3.42)

where we also used (2.25).
Comparing coefficients finally shows that (3.38) is equivalent to

(ρ−ρ)tp = ρ−ρ(C− + C), (3.43)

(αρ−)tp = ρ−A+ αρ−C−, (3.44)

(βρ+)tp = ρ+B + βρ+C+, (3.45)

(α+β)tp = βA+ + α+B, (3.46)

where

A = i
(
α(gp+,+ + g−p−,−)− fp+−1,+ + f−p−−1,−

)
, (3.47)

B = i
(
− β(g−p+,+ + gp−,−) + hp−−1,− − h−p+−1,+

)
, (3.48)

C =
i

2

(
gp+,+ + g−p−,− − g

−
p+,+ − gp−,−

)
. (3.49)

In particular, (2.51) implies (3.38) since, by (2.53),

ρtp =
i

2
ρ
(
gp+,+ + g−p−,− − g

−
p+,+ − gp−,−

)
. (3.50)

To prove the converse assertion (i.e., that (3.38) implies (2.51)), we argue as follows:
Rewriting (3.44) and (3.45) using ρ = γ1/2 = (1− αβ)1/2 and (3.43) yields

(1 +
αβ

2γ
)αtp +

α2

2γ
βtp = A− αC,

β2

2γ
αtp + (1 +

αβ

2γ
)βtp = B − βC.

(3.51)



CONSERVATION LAWS AND HAMILTONIANS FOR THE AL HIERARCHY 113

This linear system is uniquely solvable since its determinant equals γ−1 and the
solution reads

αtp = A− α

2

(
βA+ αB + 2γC

)
,

βtp = B − β

2

(
βA+ αB + 2γC

)
.

(3.52)

Using (2.6) and (2.10) it is straightforward to check that βA+αB+2γC = 0 which
shows that the converse assertion also holds. �

The Ablowitz–Ladik Lax pair in the special defocusing case, where β = α, in
the finite-dimensional context, was recently discussed by Nenciu [38].

4. Green’s functions and high- and low-energy expansions

In this section we discuss the Green’s function of an `2(Z)-realization of the
difference expression L and systematically derive high- and low-energy expansions
of solutions of an associated Riccati-type equation.

Throughout this section we make the following strengthened assumptions on the
coefficients α and β.

Hypothesis 4.1. Suppose that α, β satisfy

α, β ∈ `∞(Z), α(n)β(n) /∈ {0, 1}, n ∈ Z. (4.1)

Given Hypothesis 4.1 we introduce the `2(Z)-realization L̆ of the difference ex-
pression L in (3.5) by

L̆f = Lf, f ∈ dom
(
L̆
)

= `2(Z), (4.2)

and similarly introduce the `2(Z)-realizations of the difference expression D, E,
D−1, and E−1 in (3.17)–(3.20) by

D̆f = Df, f ∈ dom
(
D̆
)

= `2(Z), (4.3)

Ĕf = Ef, f ∈ dom
(
Ĕ
)

= `2(Z), (4.4)

D̆−1f = D−1f, f ∈ dom
(
D̆−1

)
= `2(Z), (4.5)

Ĕ−1f = E−1f, f ∈ dom
(
Ĕ−1

)
= `2(Z). (4.6)

The following elementary result shows that these `2(Z)-realizations are mean-
ingful; it will be used in the proof of Lemma 4.3 below.

Lemma 4.2. Assume Hypothesis 4.1. Then the operators D̆, D̆−1, Ĕ, Ĕ−1, L̆, and

L̆−1 are bounded on `2(Z). In addition,
(
L̆− z

)−1
is norm analytic with respect to

z in an open neighborhood of z = 0, and
(
L̆−z

)−1
= −z−1

(
I−z−1L̆

)−1
is analytic

with respect to 1/z in an open neighborhood of 1/z = 0.

Proof. By Hypothesis 4.1, ρ2 = 1 − αβ, and (3.17)–(3.20), one infers that D̆, Ĕ,

D̆−1, Ĕ−1 are bounded operators on `2(Z) whose norms are bounded by
∥∥D̆
∥∥,
∥∥Ĕ
∥∥,
∥∥D̆−1

∥∥,
∥∥Ĕ−1

∥∥ ≤ 2‖ρ‖∞ + ‖α‖∞ + ‖β‖∞
≤ 2(1 + ‖α‖∞ + ‖β‖∞). (4.7)

Since by (3.16),

L̆ = D̆Ĕ, L̆−1 = Ĕ−1D̆−1, (4.8)
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the assertions of Lemma 4.2 are evident (alternatively, one can of course invoke
(3.5) and (3.12)). �

To introduce the Green’s function of L̆, we need to digress a bit. Introducing
the transfer matrix T (z, · ) associated with L by

T (z, n) =





ρ(n)−1
(
α(n) z

z−1 β(n)

)
, n odd,

ρ(n)−1
(
β(n) 1

1 α(n)

)
, n even,

z ∈ C \ {0}, n ∈ Z, (4.9)

recalling that ρ = γ1/2 = (1− αβ)1/2, one then verifies that (cf. (2.27))

T (z, n) = A(z, n)z−1/2ρ(n)−1U(z, n)A(z, n− 1)−1, z ∈ C \ {0}, n ∈ Z. (4.10)

Here we introduced

A(z, n) =





(
z1/2 0

0 z−1/2

)
, n odd,

(
0 1

1 0

)
, n even,

z ∈ C \ {0}, n ∈ Z. (4.11)

Next, we consider a fundamental system of solutions

Ψ±(z, · ) =

(
ψ1,±(z, · )
ψ2,±(z, · )

)
(4.12)

of

U(z)Ψ−±(z) = Ψ±(z), z ∈ C \
(
spec

(
L̆
)
∪ {0}

)
, (4.13)

with spec
(
L̆
)

denoting the spectrum of L̆ and U given by (2.27), such that

det(Ψ−(z),Ψ+(z)) 6= 0. (4.14)

The precise form of Ψ± will be chosen as a consequence of (4.20) below. Introducing
in addition,

(
u±(z, n)
v±(z, n)

)
= C±z

−n/2
( n∏

n′=1

ρ(n′)−1
)
A(z, n)

(
ψ1,±(z, n)
ψ2,±(z, n)

)
,

z ∈ C \
(
spec

(
L̆
)
∪ {0}

)
, n ∈ Z,

(4.15)

for some constants C± ∈ C \ {0}, (4.10) and (4.15) yield

T (z)

(
u−±(z)
v−±(z)

)
=

(
u±(z)
v±(z)

)
. (4.16)

Moreover, one can show (cf. [28]) that

Lu±(z) = zu±(z), L>v±(z) = zv±(z), (4.17)

Dv±(z) = u±(z), Eu±(z) = zv±(z), (4.18)

where

L = DE, L> = ED, (4.19)
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and hence L> represents the difference expression associated with the transpose of
the infinite matrix L (cf. (3.3)) in the standard basis of `2(Z). Next, we choose
Ψ±(z) in such a manner (cf. again [28]), such that for all n0 ∈ Z,

(
u±(z, · )
v±(z, · )

)
∈ `2([n0,±∞) ∩ Z)2, z ∈ C \

(
spec

(
L̆
)
∪ {0}

)
. (4.20)

Since by hypothesis z ∈ C\spec
(
L̆
)
, (u+(z, · ), v+(z, · ))> and (u−(z, · ), v−(z, · ))>

are linearly independent since otherwise z would be an eigenvalue of L̆. This is of
course consistent with (4.14) and (4.15).

The Green’s function of L̆, the `2(Z)-realization of the Lax difference expression
L, is then of the form

G(z, n, n′) =
(
δn,
(
L̆− z

)−1
δn′
)

(4.21)

=
−1

z det

(
u+(z, 0) u−(z, 0)
v+(z, 0) v−(z, 0)

)

×
{
v−(z, n′)u+(z, n), n′ < n or n = n′ even,

v+(z, n′)u−(z, n), n′ > n or n = n′ odd,
n, n′ ∈ Z,

= − 1

4z

(1− φ+(z, 0))(1− φ−(z, 0))

φ+(z, 0)− φ−(z, 0)

×
{
v−(z, n′)u+(z, n), n′ < n or n = n′ even,

v+(z, n′)u−(z, n), n′ > n or n = n′ odd,
n, n′ ∈ Z, (4.22)

z ∈ C \
(
spec

(
L̆
)
∪ {0}

)
.

Introducing

φ±(z, n) =
ψ2,±(z, n)

ψ1,±(z, n)
, z ∈ C \

(
spec

(
L̆
)
∪ {0}

)
, n ∈ N, (4.23)

then (4.13) implies that φ± satisfy the Riccati-type equation

αφ±φ
−
± − φ−± + zφ± = zβ, (4.24)

and one introduces in addition,

f =
2

φ+ − φ−
, (4.25)

g =
φ+ + φ−
φ+ − φ−

, (4.26)

h =
2φ+φ−
φ+ − φ−

. (4.27)

Using the Riccati-type equation (4.24) and its consequences,

α(φ+φ
−
+ − φ−φ−−)− (φ−+ − φ−−) + z(φ+ − φ−) = 0, (4.28)

α(φ+φ
−
+ + φ−φ

−
−)− (φ−+ + φ−−) + z(φ+ + φ−) = 2zβ, (4.29)

one then derives the identities

z(g− − g) + zβf + αh− = 0, (4.30)

zβf− + αh− g + g− = 0, (4.31)
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−f + zf− + α(g + g−) = 0, (4.32)

zβ(g− + g)− zh + h− = 0, (4.33)

g2 − fh = 1. (4.34)

For the connection between f, g, and h and the Green’s function of L one finally
obtains

f(z, n) = −2α(n)(zG(z, n, n) + 1)− 2ρ(n)z

{
G(z, n− 1, n), n even,

G(z, n, n− 1), n odd,

g(z, n) = −2zG(z, n, n)− 1, (4.35)

h(z, n) = −2β(n)zG(z, n, n)− 2ρ(n)z

{
G(z, n, n− 1), n even,

G(z, n− 1, n), n odd,

illustrating the spectral theoretic content of f, g, and h.
We are particularly interested in the asymptotic expansion of φ± in a neighbor-

hood of the points z = 0 and 1/z = 0 and turn to this topic next.

Lemma 4.3. Assume that α, β satisfy Hypothesis 4.1. Then φ± have the following
convergent expansions with respect to 1/z around 1/z = 0 and with respect to z
around z = 0,

φ±(z) =
z→∞

{∑∞
j=0 φ

∞
j,+z

−j ,
∑∞
j=−1 φ

∞
j,−z

−j ,
(4.36)

φ±(z) =
z→0

{∑∞
j=0 φ

0
j,+z

j ,
∑∞
j=1 φ

0
j,−z

j ,
(4.37)

where

φ∞0,+ = β, φ∞1,+ = β−γ,

φ∞j+1,+ = (φ∞j,+)− − α
j∑

`=0

(φ∞j−`,+)−φ∞`,+, j ∈ N, (4.38)

φ∞−1,− = − 1

α+
, φ∞0,− =

α++

(α+)2
γ+,

φ∞j+1,− = −α
++

α+
φ∞j,− + α++

j∑

`=0

φ∞j−`,−(φ∞`,−)+, j ∈ N0, (4.39)

φ00,+ =
1

α
, φ01,+ = −α

−

α2
γ,

φ0j+1,+ = (φ0j,+)+ + α+

j+1∑

`=0

(φ0j+1−`,+)+φ0`,+, j ∈ N, (4.40)

φ01,− = −β+,

φ0j+1,− = (φ0j,−)+ + α+

j∑

`=1

φ0j+1−`,−(φ0`,−)+, j ∈ N. (4.41)
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Proof. Since

φ± =
g± 1

f
, (4.42)

combining Lemma 4.2, (4.21) and (4.35) proves that φ± has a convergent expansion
with respect to z and 1/z in a neighborhood of z = 0 and 1/z = 0, respectively.

The explicit expansion coefficients φ∞j,± are then readily derived by making the
ansatz

φ± =
z→∞

∞∑

j=−1
φ∞j,±z

−j , φ∞−1,+ = 0. (4.43)

Inserting (4.43) into the Riccati-type equation (4.24) one finds

0 = αφ±φ
−
± − φ−± + z(φ± − β) =

(
αφ∞−1,±(φ∞−1,±)− + φ∞−1,±

)
z2 +O(z), (4.44)

which yields the case distinction above and the formulas for φ∞j,±. The corre-

sponding expansion coefficients φ0j,± are obtained analogously by making the ansatz

φ± =
z→0

∑∞
j=0 φ

0
j,±z

j . �

For the record we list a few explicit expressions:

φ∞0,+ = β,

φ∞1,+ = β−γ,

φ∞2,+ = γ
(
− α(β−)2 + β−−γ−

)
,

φ∞−1,− = − 1

α+
,

φ∞0,− =
α++

(α+)2
γ+,

φ∞1,− =
γ+

(α+)3
(
α+α+++γ++ − (α++)2

)
,

φ00,+ =
1

α
,

φ01,+ = −α
−

α2
γ,

φ02,+ =
γ

α3

(
(α−)2 − α−−αγ−

)
,

φ01,− = −β+,

φ02,− = −γ+β++,

φ03,− = γ+
(
α+(β++)2 − γ++β+++

)
,

φ04,− = γ+
(
− (α+)2(β++)3

+ γ++
(
2α+β++β+++ + α++(β+++)2 − γ+++β++++

))
, etc.

Later on we will also need the convergent expansions of ln(z + α+φ±(z)) with
respect to z and 1/z. We will separately provide all four expansions of ln(z +
α+φ±(z)) around 1/z = 0 and z = 0 and repeatedly use the general formula

ln

(
1 +

∞∑

j=1

ωjz
±j
)

=
∞∑

j=1

σjz
±j , (4.45)
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where

σ1 = ω1, σj = ωj −
j−1∑

`=1

`

j
ωj−`σ`, j ≥ 2, (4.46)

and |z| as |z| → 0, respectively, 1/|z| as |z| → ∞, are assumed to be sufficiently
small in (4.45). We start by expanding φ+ around 1/z = 0

ln(z + α+φ+(z)) = ln

(
z + α+

∞∑

j=0

φ∞j,+z
−j
)

= ln

(
1 + α+

∞∑

j=0

φ∞j,+z
−j−1

)

= ln

(
1 + α+

∞∑

j=1

φ∞j−1,+z
−j
)

=

∞∑

j=1

ρ∞j,+z
−j , (4.47)

where

ρ∞1,+ = α+φ∞0,+, ρ∞j,+ = α+

(
φ∞j−1,+ −

j−1∑

`=1

`

j
φ∞j−1−`,+ρ

∞
`,+

)
, j ≥ 2. (4.48)

An expansion of φ− around 1/z = 0 yields

ln(z + α+φ−(z)) = ln

(
z + α+

∞∑

j=−1
φ∞j,−z

−j
)

= ln

(
α++γ+

α+

)
+ ln

(
1 +

(α+)2

α++γ+

∞∑

j=1

φ∞j,−z
−j
)

= ln

(
α++

α+

)
+ ln(γ+) + ln

(
1 +

(α+)2

α++γ+

∞∑

j=1

φ∞j,−z
−j
)

= ln

(
α++

α+

)
+ ln(γ+) +

∞∑

j=1

ρ∞j,−z
−j , (4.49)

where

ρ∞1,− =
(α+)2

α++γ+
φ∞1,−, ρ∞j,− =

(α+)2

α++γ+

(
φ∞j,− −

j−1∑

`=1

`

j
φ∞j−`,−ρ

∞
`,−

)
, j ≥ 2. (4.50)

For the expansion of φ+ around z = 0 one gets

ln(z + α+φ+(z)) = ln

(
z + α+

∞∑

j=0

φ0j,+z
j

)

= ln

(
α+

α

)
+ ln

(
1 +

α

α+

(
1 + α+φ01,+

)
z + α

∞∑

j=2

φ0j,+z
j

)

= ln

(
α+

α

)
+
∞∑

j=1

ρ0j,+z
j , (4.51)
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where

ρ01,+ =
α

α+

(
1 + α+φ01,+

)
, ρ02,+ = αφ02,+ −

1

2
(ρ01,+)2,

ρ0j,+ = α

(
φ0j,+ −

j−2∑

j=1

`

j
φ0j−`,+ρ

0
`,+

)
− j − 1

j
ρ01,+ρ

0
j−1,+, j ≥ 3.

(4.52)

Finally, the expansion of φ− around z = 0 is given by

ln(z + α+φ−(z)) = ln

(
z + α+

∞∑

j=1

φ0j,−z
j

)

= ln

(
γ+z + α+

∞∑

j=2

φ0j,−z
j

)

= ln(z) + ln(γ+) + ln

(
1 +

α+

γ+

∞∑

j=1

φ0j+1,−z
j

)

= ln(z) + ln(γ+) +
∞∑

j=1

ρ0j,−z
j , (4.53)

where

ρ01,− =
α+

γ+
φ02,−, ρ0j,− =

α+

γ+

(
φ0j+1,− −

j−1∑

`=1

`

j
φ0j+1−`,−ρ

0
`,−

)
, j ≥ 2. (4.54)

Explicitly, the first expansion coefficients are given by

ρ∞1,+ = α+β,

ρ∞2,+ = − 1
2 (α+β)2 + γα+β−,

ρ∞3,+ = 1
3 (α+β)3 − γ

(
γ−α+β−− − (α+)2β−β − αα+(β−)2

)
,

ρ∞1,− = −α+++β++ + (S+ − I)
α++

α+
,

ρ01,+ = α−β + (S+ − I)
α−

α
,

ρ01,− = −α+β++,

ρ02,− = 1
2 (α+β++)2 − γ++α+β+++,

ρ03,− = − 1
3 (α+β++)3

+ γ++
(
− γ+++α+β++++ + (α+)2β++β+++ + α+α++(β+++)2

)
, etc.

(4.55)

The next result shows that ĝj,+ and ±jρ∞j,±, respectively ĝj,− and ±jρ0j,±, are

equal up to terms that are total differences, that is, are of the form (S+ − I)dj,±
for some sequence dj,±. The exact form of dj,± will not be needed later. In the
proof we will heavily use the equations (4.30)–(4.34).

Lemma 4.4. Suppose Hypothesis 4.1 holds. Then

ĝj,+ = −jρ∞j,+ + (S+ − I)dj,+ = jρ∞j,− + (S+ − I)ej,+, j ∈ N, (4.56)

ĝj,− = −jρ0j,+ + (S+ − I)dj,− = jρ0j,− + (S+ − I)ej,−, j ∈ N, (4.57)
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for some polynomials dj,±, ej,±, j ∈ N, in α and β and certain shifts thereof.

Proof. We consider the case for ĝj,+ first. Our aim is to show that

d

dz
ln(z + α+φ+) = − 1

2z
g +

1

2z
+ (S+ − I)K + (S+ − I)M, (4.58)

where

K =
1

2

(
g
ḟ

f
− ġ

)
, M =

1

2

ḟ

f
, (4.59)

which implies (4.56) by (4.47). Here · denotes d/dz.
Since φ+ = (g + 1)/f,

d

dz
ln(z + α+φ+) =

1 + α+φ̇+
z + α+φ+

=
f2 + α+(fġ− ḟg− ḟ)

f(zf + α+g + α+)

zf + α+g− α+

zf + α+g− α+
. (4.60)

Next we treat the denominator of (4.60) using (4.30), (4.32),

f
(
(zf + α+g)2 − (α+)2

)
= f
(
(zf + α+g)2 − (α+)2(g2 − fh)

)

= zf2
(
zf + α+g + α+g + (α+)2

1

z
h
)

= zf2
(
f+ − α+g+ + α+g+ − α+β+f+

)

= zγ+f2f+. (4.61)

Expanding the numerator in (4.60) and applying (4.30), (4.32), and their derivatives

with respect to z as well as 2gġ = ḟh + fḣ yields
(
zf + α+g− α+

)(
f2 + α+(fġ− ḟg− ḟ)

)

= f
(
zf2 + zα+(fġ− ḟg) + α+fg + 1

2 (α+)2(fḣ− ḟh)− α+(f + zḟ + α+ġ)
)

=
f

2

(
2zf2 + zα+fġ + zf(−α+ġ+ − zḟ− f + ḟ+)− zα+ ḟg + zḟ(α+g+ + zf− f+)

+ α+fg + f(−α+g+ − zf + f+) + α+f(−β+f+ − zβ+ ḟ+ − g + g+ − zġ + zġ+)

+ α+ ḟ(zβ+f+ + zg− zg+)− 2α+(f + zḟ + α+ġ)
)

=
f

2

(
γ+ff+ + zγ+fḟ+ − zγ+ ḟf+ − 2α+(f + zḟ + α+ġ)

)
. (4.62)

In summary,

d

dz
ln(z + α+φ+) =

1

2z
+ (S+ − I)M − α+

zγ+ff+
(
f + zḟ + α+ġ

)
. (4.63)

We multiply the numerator on the right-hand side by −2 = −2(g2 − fh) and use
again (4.30), (4.32), and their derivatives:

2α+
(
fh− g2

)(
f + zḟ + α+ġ

)

= 2α+fh(f + zḟ + α+ġ)− 2α+fg2 − 2zα+ ḟg2 − (α+)2g(ḟh + fḣ)

= α+fh(f + zḟ) + α+fġ(−zβ+f+ − zg + zg+)

+ f(−zβ+f+ − zg + zg+)(ḟ+ − α+ġ+)

− α+fg2 + fg(α+g+ + zf− f+)− zα+ ḟg2 + zḟg(α+g+ + zf− f+)

+ α+ ḟg(zβ+f+ + zg− zg+) + α+fg(β+f+ + zβ+ ḟ+ + g− g+ + zġ− zġ+)

= α+fh(f + zḟ) + α+fġ(−zβ+f+ − zg + zg+) + fḟ+(−zβ+f+ − zg + zg+)
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+ α+fġ+(zβ+f+ + zg− zg+) + zf2g− γ+ff+g + z2fḟg

− zγ+ ḟf+g + zβ+fḟ+(−α+g+ − zf + f+) + zα+fg(ġ− ġ+)

= α+fh(f + zḟ)− zα+β+ff+(ġ− ġ+)− zf(α+g + zf− f+)(ġ− ġ+)

− zfḟ+g + zf2g− γ+ff+g + z2fḟg− zγ+ ḟf+g + zγ+fḟ+g+ − z2β+f2 ḟ+

= zα+fḟh− zf2(zβ+ ḟ+ + zġ− zġ+ − 1
zα

+h) + zfg(f + zḟ− α+ġ− ḟ+ + α+ġ+)

+ zγ+ff+(ġ− ġ+)− γ+ff+g− zγ+ ḟf+g + zγ+fḟ+g+

= zα+f(ḟh + fḣ− 2gġ) + zγ+ff+(ġ− ġ+)− γ+ff+g− zγ+ ḟf+g + zγ+fḟ+g+

= zγ+ff+(ġ− ġ+)− γ+ff+g− zγ+ ḟf+g + zγ+fḟ+g+. (4.64)

Inserting this in (4.63) finally yields (4.58). The result for ĝj,− is derived similarly
starting from φ− = (g− 1)/f. �

5. Local conservation laws

Throughout this section (and with the only exception of Theorem 5.5) we make
the following assumption:

Hypothesis 5.1. Suppose that α, β : Z× R→ C satisfy

sup
(n,tp)∈Z×R

(
|α(n, tp)|+ |β(n, tp)|

)
<∞,

a(n, · ), b(n, · ) ∈ C1(R), n ∈ Z, α(n, tp)β(n, tp) /∈ {0, 1}, (n, tp) ∈ Z× R.
(5.1)

In accordance with the notation introduced in (4.2)–(4.6) we denote the bounded
difference operator defined on `2(Z), generated by the finite difference expression

Pp in (3.26), by the symbol P̆p. Similarly, the bounded finite difference operator in

`2(Z) generated by P>p in (3.33) is then denoted by P̆>p .

We start with the following existence result.

Theorem 5.2. Assume Hypothesis 5.1 and suppose α, β satisfy ALp(α, β) = 0 for

some p ∈ N2
0. In addition, let tp ∈ R and z ∈ C \

(
spec

(
L̆(tp)

)
∪ {0}

)
. Then there

exist Weyl–Titchmarsh-type solutions u± = u±(z, n, tp) and v± = v±(z, n, tp) such

that for all n0 ∈ Z,
(
u±(z, · , tp)
v±(z, · , tp)

)
∈ `2([n0,±∞) ∩ Z)2, u±(z, n, · ), v±(z, n, · ) ∈ C1(R), (5.2)

and u± and v± simultaneously satisfy the following equations in the weak sense

L̆(tp)u±(z, · , tp) = zu±(z, · , tp), (5.3)

u±,tp(z, · , tp) = P̆p(tp)u±(z, · , tp), (5.4)

and

L̆>(tp)v±(z, · , tp) = zv±(z, · , tp), (5.5)

v±,tp(z, · , tp) = −P̆>p (tp)v±(z, · , tp), (5.6)

respectively.
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Proof. Applying
(
L̆(tp) − zI

)−1
to δ0 (cf. (4.21)) yields the existence of Weyl–

Titchmarsh-type solutions ũ± of Lu = zu satisfying (5.2). Next, using the Lax
commutator equation (3.38) one computes

zũ±,tp = (Lũ±)tp = Ltp ũ± + Lũ±,tp = [Pp, L]ũ± + Lũ±,tp
= zPpũ± − LPpũ± + Lũ±,tp

(5.7)

and hence

(L− zI)(ũ±,tp − Ppũ±) = 0. (5.8)

Thus, ũ± satisfy

ũ±,tp − Ppũ± = C±ũ± +D±ũ∓. (5.9)

Introducing ũ± = c±u±, and choosing c± such that c±,tp = C±c±, one obtains

u±,tp − Ppu± = D±u∓. (5.10)

Since u± ∈ `2([n0,±∞)∩Z), n0 ∈ Z, and α, β satisfy Hypothesis 5.1, (3.29) shows
that Ppu± ∈ `2([n0,±∞) ∩ Z). Moreover, since

u±(z, n, tp) = d±(tp)(L̆(tp)− zI)−1δ0)(n) (5.11)

for n ∈ [±1,∞) ∩ Z and some d± ∈ C1(R), the calculation

u±,tp = d±,tp
(
L̆− zI

)−1
δ0 − d±

(
L̆− zI

)−1
L̆tp
(
L̆− zI

)−1
δ0 (5.12)

also yields u±,tp ∈ `2([n0,±∞) ∩ Z). But then D± = 0 in (5.10) since u∓ /∈
`2([n0,±∞) ∩ Z). This proves (5.4).

Equations (5.2), (5.5), and (5.6) for v± are proved similarly replacing L,Pp by

L>, P>p and observing that (3.38) implies

L>tp(tp) +
[
P>p (tp), L

>(tp)
]

= 0, tp ∈ R. (5.13)

�

For the remainder of this section we will always refer to the Weyl–Titchmarsh
solutions u±, v± introduced in Theorem 5.2. Given u±, v±, we now introduce

Ψ±(z, · , tp) =

(
ψ1,±(z, · , tp)
ψ2,±(z, · , tp)

)
, z ∈ C \

(
spec

(
L̆(tp)

)
∪ {0}

)
, tp ∈ R, (5.14)

by (cf. (4.15))

(
ψ1,±(z, n, tp)

ψ2,±(z, n, tp)

)
= D(tp)z

n/2

( n∏

n′=1

ρ(n′, tp)

)
A(z, n)−1

(
u±(z, n, tp)

v±(z, n, tp)

)
,

z ∈ C \
(
spec

(
L̆(tp)

)
∪ {0}

)
, (n, tp) ∈ Z× R,

(5.15)

with the choice of normalization

D(tp) = exp

(
i

2

∫ tp

0

ds
(
gp+,+(0, s)− gp−,−(0, s)

))
D(0), tp ∈ R, (5.16)

for some constant D(0) ∈ C \ {0}.
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Lemma 5.3. Assume Hypothesis 5.1 and suppose α, β satisfy ALp(α, β) = 0 for

some p ∈ N2
0. In addition, let tp ∈ R and z ∈ C \

(
spec

(
L̆(tp)

)
∪ {0}

)
. Then

Ψ±(z, · , tp) defined in (5.15) satisfy

U(z, · , tp)Ψ−±(z, · , tp) = Ψ±(z, · , tp), (5.17)

Ψ±,tp(z, · , tp) = V +
p (z, · , tp)Ψ±(z, · , tp). (5.18)

In addition, Ψ−(z, · , tp) and Ψ+(z, · , tp) are linearly independent.

Proof. Equation (5.17) is equivalent to
(
ψ1,±
ψ2,±

)
=

(
zψ−1,± + αψ−2,±
zβψ−1,± + ψ−2,±

)
. (5.19)

Using (4.11) and (5.15) one obtains

(
ψ1,±
ψ2,±

)
= Dzn/2

( n∏

n′=1

ρ(n′)

)





(
z−1/2u±
z1/2v±

)
, n odd,

(
v±
u±

)
, n even.

(5.20)

Inserting (5.20) into (5.19), one finds that (5.19) is equivalent to (4.16), thereby
proving (5.17).

Equation (5.18) is equivalent to
(
ψ1,±,tp
ψ2,±,tp

)
= i

(
Gpψ1,± − Fpψ2,±
Hpψ1,± −Kpψ2,±

)
. (5.21)

We first consider the case when n is odd. Using (5.20), the right-hand side of (5.21)
reads

i

(
Gpψ1,± − Fpψ2,±
Hpψ1,± −Kpψ2,±

)
= iDz(n−1)/2

( n∏

n′=1

ρ(n′)

)(
Gpu± − zFpv±
Hpu± − zKpv±

)
. (5.22)

Equation (5.20) then implies
(
ψ1,±,tp
ψ2,±,tp

)
= Dtpz

n/2

( n∏

n′=1

ρ(n′)

)(
z−1/2u±
z1/2v±

)
(5.23)

+Dzn/2
( n∏

n′=1

ρ(n′)

)(
z−1/2u±,tp
z1/2v±,tp

)
+Dzn/2

(
∂tp

n∏

n′=1

ρ(n′)

)(
z−1/2u±
z1/2v±

)
.

Next, one observes that
(
∂tp

n∏

n′=1

ρ(n′)

)( n∏

n′=1

ρ(n′)

)−1
= ∂tp ln

( n∏

n′=1

ρ(n′)

)
=

1

2
∂tp ln

( n∏

n′=1

ρ(n′)2
)

=
1

2
∂tp ln

( n∏

n′=1

γ(n′)

)
=

1

2

n∑

n′=1

γtp(n′)

γ(n′)
. (5.24)

Thus, (5.23) reads

D−1z−(n−1)/2
( n∏

n′=1

ρ(n′)

)−1(ψ1,±,tp
ψ2,±,tp

)
(5.25)
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=

(
u±,tp
zv±,tp

)
+

1

2

( n∑

n′=1

γtp(n′)

γ(n′)

)(
u±
zv±

)
+
Dtp

D

(
u±
zv±

)
. (5.26)

Combining (5.22) and (5.26) one finds that (5.21) is equivalent to
(
u±,tp
v±,tp

)
+

1

2

( n∑

n′=1

γtp(n′)

γ(n′)

)(
u±
v±

)
+
Dtp

D

(
u±
v±

)
= i

(
Gpu± − zFpv±

z−1Hpu± −Kpv±

)
. (5.27)

Using (2.53), (2.37), and (5.16) we find
n∑

n′=1

γtp(n′)

γ(n′)
= i

n∑

n′=1

(I − S−)
(
gp+,+ − gp−,−

)

= i
(
(gp+,+(n)− gp−,−(n))− (gp+,+(0)− gp−,−(0))

)

= i
(
Gp −Kp

)
− 2

Dtp

D
. (5.28)

From (3.29), (3.36), (5.4), and (5.6) one obtains (we recall that n is assumed to
be odd) (

u±,tp
v±,tp

)
= i

(
−zFpv± + 1

2 (Gp +Kp)u±
z−1Hpu± − 1

2 (Gp +Kp)v±

)
, (5.29)

using (4.18).
Inserting (5.28) into (5.27), we see that it reduces to (5.29), thereby proving

(5.21) in the case when n is odd. The case with n even follows from analogous
computations.

Linear independence of Ψ−(z, · , tp) and Ψ+(z, · , tp) follows from

(
ψ1,−(z, n, tp) ψ1,+(z, n, tp)

ψ2,−(z, n, tp) ψ2,+(z, n, tp)

)
= D(tp)z

n/2

( n∏

n′=1

ρ(n′, tp)

)
A(z, n)−1

×
(
u−(z, n, tp) u+(z, n, tp)

v−(z, n, tp) v+(z, n, tp)

)
, (5.30)

the fact that ρ(n, tp) 6= 0, det(A(z, n)) = (−1)n+1, and from

det

((
u−(z, n, tp) u+(z, n, tp)

v−(z, n, tp) v+(z, n, tp)

))
6= 0, (n, tp) ∈ Z× R, (5.31)

since by hypothesis z ∈ C \ spec
(
L̆(tp)

)
. �

In the following we will always refer to the solutions Ψ± introduced in (5.14)–
(5.16).

The next result recalls the existence of a propagator Wp associated with Pp.

(Below we denote by B(H) the Banach space of all bounded linear operators defined
on the Hilbert space H.)

Theorem 5.4. Assume Hypothesis 5.1 and suppose α, β satisfy ALp(α, β) = 0 for

some p ∈ N2
0. Then there is a propagator Wp(s, t) ∈ B(`2(Z)), (s, t) ∈ R2, satisfying

(i) Wp(t, t) = I, t ∈ R, (5.32)

(ii) Wp(r, s)Wp(s, t) = Wp(r, t), (r, s, t) ∈ R3, (5.33)

(iii) Wp(s, t) is jointly strongly continuous in (s, t) ∈ R2, (5.34)
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such that for fixed t0 ∈ R, f0 ∈ `2(Z),

f(t) = Wp(t, t0)f0, t ∈ R, (5.35)

satisfies
d

dt
f(t) = P̆p(t)f(t), f(t0) = f0. (5.36)

Moreover, L̆(t) is similar to L̆(s) for all (s, t) ∈ R2,

L̆(s) = Wp(s, t)L̆(t)Wp(s, t)
−1, (s, t) ∈ R2. (5.37)

This extends to appropriate functions of L̆(t) and so, in particular, to its resolvent(
L̆(t)− zI

)−1
, z ∈ C \ σ

(
L̆(t)

)
, and hence also yields

σ
(
L̆(s)

)
= σ

(
L̆(t)

)
, (s, t) ∈ R2. (5.38)

Consequently, the spectrum of L̆(t) is independent of t ∈ R.

Proof. (5.32)–(5.36) are standard results which follow, for instance, from Theorem
X.69 of [40] under even weaker hypotheses on α, β. In particular, the propagator
Wp admits the norm convergent Dyson series

Wp(s, t) = I +
∑

k∈N

∫ t

s

dt1

∫ t1

s

dt2 · · ·
∫ tk−1

s

dtk P̆p(t1)P̆p(t2) · · · P̆p(tk), (5.39)

(s, t) ∈ R2.

Fixing s ∈ R and introducing the operator-valued function

K̆(t) = Wp(s, t)L̆(t)Wp(s, t)
−1, t ∈ R, (5.40)

one computes

K̆ ′(t)f = Wp(s, t)
(
L̆′(t)−

[
P̆p(t), L̆(t)

])
Wp(s, t)

−1f = 0, t ∈ R, f ∈ `2(Z),

(5.41)

using the Lax commutator equation (3.38). Thus, K̆ is independent of t ∈ R and

hence taking t = s in (5.40) then yields K̆ = L̆(s) and thus proves (5.37). �

Next we briefly recall the Ablowitz–Ladik initial value problem in a setting con-
venient for our purpose.

Theorem 5.5. Let t0,p ∈ R and suppose α(0), β(0) ∈ `q(Z) for some q ∈ [1,∞) ∪
{∞}. Then the pth Ablowitz–Ladik initial value problem

ALp(α, β) = 0, (α, β)
∣∣
tp=t0,p

=
(
α(0), β(0)

)
(5.42)

for some p ∈ N2
0, has a unique, local, and smooth solution in time, that is, there

exists a T0 > 0 such that

α( · ), β( · ) ∈ C∞((t0,p − T0, t0,p + T0), `q(Z)). (5.43)

Proof. This follows from standard results in [8, Sect. 4.1]. More precisely, local
existence and uniqueness as well as smoothness of the solution of the initial value
problem (5.42) (cf. (2.51)) follows from [8, Theorem 4.1.5] since fp±−1,±, gp±,±,
and hp±−1,± depend polynomially on α, β and certain of their shifts, and the fact
that the Ablowitz–Ladik flows are autonomous. �
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For an analogous result in connection with the Toda hierarchy we refer to [24]
and [46, Sect. 12.2].

Remark 5.6. In the special defocusing case, where β = α and hence L̆(t), t ∈ R,
is unitary, one obtains

sup
(n,tp)∈N×(t0,p−T0,t0,p+T0)

|α(n, tp)| ≤ 1 (5.44)

using γ = 1−|α|2 and γtp = iγ
(
(gp+,+−g−p+,+)−(gp−,−−g−p−,−)

)
in (2.53). A further

application of [8, Proposition 4.1.22] then yields a unique, global, and smooth
solution of the pth AL initial value problem (5.42). Moreover, the same argument
shows that if α satisfies Hypothesis 5.1 and the pth AL equation ALp(α, α) = 0,

then α is actually smooth with respect to tp ∈ R, that is,

α(n, · ) ∈ C∞(R), n ∈ Z. (5.45)

Equation (5.18), that is, Ψ±,tp = V +
p Ψ±, implies that

∂tp ln

(
ψ+
1,±

ψ1,±

)
= (S+ − I)∂tp ln(ψ1,±)

= (S+ − I)
∂tpψ1,±

ψ1,±

= i(S+ − I)(Gp − Fpφ±). (5.46)

On the other hand, equation (5.17), that is, UΨ−± = Ψ±, yields

∂tp ln

(
ψ+
1,±

ψ1,±

)
= ∂tp ln(z + α+φ±), (5.47)

and thus one concludes that

∂tp ln(z + α+φ±) = i(S+ − I)(Gp − Fpφ±). (5.48)

Below we will refer to (5.48±) according to the upper or lower sign in (5.48).
Expanding (5.48±) in powers of z and 1/z then yields the following conserved
densities:

Theorem 5.7. Assume Hypothesis 5.1 and suppose α, β satisfy ALp(α, β) = 0 for

some p ∈ N2
0. Then the following infinite sequences of local conservation laws hold:

Expansion of (5.48+) at 1/z = 0:

∂tpρ
∞
j,+ = i(S+ − I)

(
gp−−j,− −

j−1∑

`=0

fp−−j+`,−φ
∞
`,+ −

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,+

)
,

j = 1, . . . , p−, (5.49)

∂tpρ
∞
j,+ = −i(S+ − I)

( p−∑

`=1

fp−−`,−φ
∞
j−`,+ +

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,+

)
,

j ≥ p− + 1, (5.50)

where ρ∞j,+ and φ∞j,+ are given by (4.48) and (4.38).
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Expansion of (5.48−) at 1/z = 0:

∂tpρ
∞
j,− = i(S+ − I)

(
gp−−j,− −

j−1∑

`=−1
fp−+`−j,−φ

∞
`,− −

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,−

)
,

j = 1, . . . , p−, (5.51)

∂tpρ
∞
j,− = −i(S+ − I)

( p−∑

`=1

fp−−`,−φ
∞
j−`,− +

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,−

)
,

j ≥ p− + 1, (5.52)

where ρ∞j,− and φ∞j,− are given by (4.50) and (4.39).
Expansion of (5.48+) at z = 0:

∂tpρ
0
j,+ = i(S+ − I)

(
gp+−j,+ −

p−∑

`=1

φ0j+`,+fp−−`,− −
j∑

`=0

φ0`,+fp+−1−j+`,+

)
,

j = 1, . . . , p+ − 1, (5.53)

∂tpρ
0
p+,+ = i(S+ − I)

(
g0,+ −

p−∑

`=1

φ0j+`,+fp−−`,− −
p+−1∑

`=0

φ0j+`−p++1,+f`,+

)
, (5.54)

∂tpρ
0
j,+ = −i(S+ − I)

( p−∑

`=1

φ0j+`,+fp−−`,− +

p+−1∑

`=0

φ0j+`−p++1,+f`,+

)
,

j ≥ p+ + 1, (5.55)

where ρ0j,+ and φ0j,+ are given by (4.52) and (4.40).
Expansion of (5.48−) at z = 0:

∂tpρ
0
j,− = i(S+ − I)

(
gp+−j,+ −

j∑

`=1

φ0`,−fp+−j+`−1,+ −
p−∑

`=1

φ0j+`,−fp−−`,−

)
,

j = 1, . . . , p+, (5.56)

∂tpρ
0
j,− = −i(S+ − I)

( j∑

`=j+1−p+
φ0`,−fp+−j+`−1,+ +

p−∑

`=1

φ0j+`,−fp−−`,−

)
,

j ≥ p+ + 1, (5.57)

where ρ0j,− and φ0j,− are given by (4.54) and (4.41).

Proof. The proof consists of expanding (5.48±) in powers of z and 1/z and applying
(4.47)–(4.54).

Expansion of (5.48+) at 1/z = 0: For the right-hand side of (5.48+) one finds

Gp − Fpφ+ =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`

−
( p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
`

) ∞∑

j=0

φ∞j,+z
−j

= g0,+z
p+ +

p+−1∑

j=0

(
gp+−j,+ −

p+−j−1∑

`=0

fp+−j−1−`,+φ
∞
`,+

)
zj
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+

p−∑

j=1

(
gp−−j,− −

j−1∑

`=0

fp−−j+`,−φ
∞
`,+ −

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,+

)
z−j

−
∞∑

j=p−+1

( p−∑

`=1

fp−−`,−φ
∞
j−`,+ +

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,+

)
z−j . (5.58)

Here we used that all positive powers vanish because of (5.48). This yields the
following additional formulas:

Conservation laws derived from φ+ at 1/z = 0:

(S+ − 1)

(
gp+−j,+ −

p+−j−1∑

`=0

fp+−j−1−`,+φ
∞
`,+

)
= 0, j = 0, . . . , p+ − 1,

(S+ − 1)g0,+ = 0. (5.59)

Expansion of (5.48−) at 1/z = 0: The right-hand side of (5.48−) yields

Gp − Fpφ− =

p−∑

`=1

gp−−`,−z
−` +

p+∑

`=0

gp+−`,+z
`

−
( p−∑

`=1

fp−−`,−z
−` +

p+−1∑

`=0

fp+−1−`,+z
`

) ∞∑

j=−1
φ∞j,−z

−j

=

p+∑

j=1

(
gp+−j,+ −

p+−j−1∑

`=−1
fp+−j−1−`,+φ

∞
`,−

)
zj

+

(
gp+,+ −

p+−1∑

`=0

fp+−1−`,+φ
∞
`,− − fp−−1,−φ∞−1,−

)

+

p−∑

j=1

(
gp−−j,− −

j−1∑

`=−1
fp−+`−j,−φ

∞
`,− −

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,−

)
z−j

−
∞∑

j=p−+1

( p−∑

`=1

fp−−`,−φ
∞
j−`,− +

p+−1∑

`=0

fp+−1−`,+φ
∞
j+`,−

)
z−j . (5.60)

Conservation laws derived from φ+ at 1/z = 0:

(S+ − I)

(
gp+−j,+ −

p+−j−1∑

`=−1
fp+−j−1−`,+φ

∞
`,−

)
= 0, j = 1, . . . , p+, (5.61)

i(S+ − I)

(
gp+,+ −

p+−1∑

`=0

fp+−1−`,+φ
∞
`,− − fp−−1,−φ∞−1,−

)

= ∂tp ln

(
α++

α+

)
+ ∂tp ln(γ+). (5.62)

Expansion of (5.48+) at z = 0: For the right-hand side of (5.48+) one finds

Gp − Fpφ+ =

p−∑

j=1

(
gp−−j,− −

p−−j∑

`=0

φ`,+fp−−j−`,−

)
z−j (5.63)
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+

p+−1∑

j=0

(
gp+−j,+ −

p−∑

`=1

φ0j+`,+fp−−`,− −
j∑

`=0

φ0`,+fp+−1−j+`,+

)
zj

+
∞∑

j=p+

(
g0,+χjp+ −

p−∑

`=1

φ0j+`,+fp−−`,− −
p+−1∑

`=0

φ0j+`−p++1,+f`,+

)
zj .

Conservation laws derived from φ+ at z = 0:

(S+ − I)

(
gj,− −

j∑

`=0

φ0`,+fj−`,−

)
= 0, j = 1, . . . , p−, (5.64)

(S+ − I)

(
gp+,+ − φ00,+fp+−1,+ −

p−∑

`=1

φ0`,+fp−−`,−

)
= ∂tp ln

(
α

α+

)
. (5.65)

Expansion of (5.48−) at z = 0: For the right-hand side of (5.48−) one finds

Gp − Fpφ− = g0,−z
−p− +

p−−1∑

j=1

(
gp−−j,− −

p−−j∑

`=1

φ0`,−fp−−j−`,−

)
z−j (5.66)

+ gp+,+ −
p−∑

`=1

φ0`,−fp−−`,−

+

p+∑

j=1

(
gp+−j,+ −

j∑

`=1

φ0`,−fp+−j+`−1,+ −
p−∑

`=1

φ0j+`,−fp−−`,−

)
zj

−
∞∑

j=p++1

( j∑

`=j+1−p+
φ0`,−fp+−j+`−1,+ +

p−∑

`=1

φ0j+`,−fp−−`,−

)
zj .

Conservation laws derived from φ− at z = 0:

(S+ − I)g0,− = 0, (5.67)

(S+ − I)

(
gj,− −

j∑

`=1

φ0`,−fj−`,−

)
= 0, j = 1, . . . , p− − 1, (5.68)

(S+ − I)

(
gp+,+ −

p−∑

`=1

φ0`,−fp−−`,−

)
= ∂tp ln(γ+). (5.69)

Combining these expansions with (4.47)–(4.53) finishes the proof. �

Remark 5.8. (i) There is a certain redundancy in the conservation laws (5.49)–
(5.57) as can be observed from Lemma 4.4. Equations (4.56)–(4.57) imply

ρ∞j,+ = −ρ∞j,− +
1

j
(S+ − I)(dj,+ − ej,+), j ∈ N, (5.70)

ρ0j,+ = −ρ0j,− +
1

j
(S+ − I)(dj,− − ej,−), j ∈ N. (5.71)

Thus one can, for instance, transfer (5.49)–(5.50) into (5.51)–(5.52).
(ii) In addition to the conservation laws listed in Theorem 5.7, we recover the
familiar conservation law (cf. (2.53))

∂tp ln(γ) = i(I − S−)(gp+,+ − gp−,−), p ∈ N2
0. (5.72)
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(iii) Another consequence of Theorem 5.7 and Lemma 4.4 is that for α, β satisfying
Hypothesis 5.1 and α, β ∈ C1(R, `2(Z)), one has

d

dtp

∑

n∈Z
ln(γ(n, tp)) = 0,

d

dtp

∑

n∈Z
ĝj,±(n, tp) = 0, j ∈ N, p ∈ N2

0. (5.73)

Remark 5.9. The infinite sequence of conservation laws has been studied in the
literature; we refer to [4], [7, Ch. 3], [14], [50], and [52]. In particular, Zhang and
Chen [50] study local conservation laws for the full 4× 4 Ablowitz–Ladik system in
a similar way to the one employed here. However, they only expand their equation
around a point that corresponds to 1/z = 0. The systematic derivation of infinite
sequences of conserved densities and currents (cf. the corresponding discussion in
the introduction) as presented in Theorem 5.7 appears to be new.

The two local conservation laws coming from expansions around z = 0 are essen-
tially the same since the two conserved densities, ρ0j,+ and ρ0j,+, differ by a first-order
difference expression (cf. Remark 5.8). A similar argument applies to the expansions
around 1/z = 0. That there are two independent sequences of conservation laws
is also clear from (5.73) which yields that

∑
n∈Z ĝj,±(n, tp) are time-independent.

One observes that the quantities ĝj,+, j ∈ N, are related to the expansions around
1/z = 0, that is, to ρ∞j,±, while ĝj,−, j ∈ N, are related to ρ0j,± (cf. Lemma 4.4). In
addition to the two infinite sequences of polynomial conservation laws, there is a
logarithmic conservation law (cf. (5.72) and (5.73)).

The first conservation laws explicitly read as follows:
p+ = p− = 1:

∂t(1,1)ρ
∞
j,± = −i(S+ − I)(f0,−φ

∞
j−1,± + f0,+φ

∞
j,±), j ≥ 1, (5.74)

∂t(1,1)ρ
0
j,± = −i(S+ − I)(f0,−φ

0
j+1,± + f0,+φ

0
j,±), j ≥ 1. (5.75)

For j = 1 this yields using (4.55)

∂t(1,1)ρ
∞
1,+ = ∂t(1,1)α

+β = i(S+ − I)(−c0,−αβ + c0,+α
+β−γ),

∂t(1,1)ρ
∞
1,− = ∂t(1,1)

(
− α+++β++ + (S+ − I)

α++

α+

)

= i(S+ − I)
(
c0,+

α+++

α+
γ+γ++ − c0,−

αα++

(α+)2
γ+ − c0,+

(αα++

α+

)2
γ+
)
,

∂t(1,1)ρ
0
1,+ = ∂t(1,1)

(
α−β + (S+ − I)

α−

α

)
(5.76)

= i(S+ − I)
(
c0,−

α−−

α
γ−γ − c0,+

α−α+

α2
γ − c0,−

(α−
α

)2
γ
)
,

∂t(1,1)ρ
0
1,− = ∂t(1,1)α

+β++ = i(S+ − I)(c0,+α
+β+ − c0,−αβ++γ+).

This shows in particular that we obtain two sets of conservation laws (one from ex-
panding near∞ and the other from expanding near 0), where the first few equations
of each set explicitly read (p+ = p− = 1):

j = 1 : ∂t(1,1)α
+β = i(S+ − I)(−c0,−αβ + c0,+α

+β−γ),

∂t(1,1)αβ
+ = i(S+ − I)(c0,+αβ − c0,−α−β+γ),

(5.77)

j = 2 : ∂t(1,1)
(
− 1

2 (α+β)2 + γα+β−
)

= i(S+ − I)γ
(
− c0,−αβ− − c0,+αα+(β−)2 + c0,+γ

−α+β−−
)
,
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∂t(1,1)
(
1
2 (αβ+)2 − γ+αβ++

)
(5.78)

= i(S+ − I)γ
(
− c0,+αβ+ − c0,−α−α(β+)2 + c0,−γ

+α−β++
)
.

Using Lemma 4.4, one observes that one can replace ρ∞,0j,± in Theorem 5.7 by

ĝj,± by suitably adjusting the right-hand sides in (5.49)–(5.57).

6. Hamiltonian formalism, variational derivatives

We start this section by a short review of variational derivatives for discrete
systems. Consider the functional

G : `1(Z)κ → C,

G(u) =
∑

n∈Z
G
(
u(n), u(+1)(n), u(−1)(n), . . . , u(k)(n), u(−k)(n)

) (6.1)

for some κ ∈ N and k ∈ N0, where G : Z×C2rκ → C is C1 with respect to the 2rκ
complex-valued entries and where

u(s) = S(s)u, S(s) =

{
(S+)su if s ≥ 0,

(S−)−su if s < 0,
u ∈ `∞(Z)κ. (6.2)

For brevity we write

G(u(n)) = G
(
u(n), u(+1)(n), u(−1)(n), . . . , u(k)(n), u(−k)(n)

)
. (6.3)

The functional G is Frechet-differentiable and one computes for any v ∈ `1(Z)κ

for the differential dG

(dG)u(v) =
d

dε
G(u+ εv)

∣∣
ε=0

=
∑

n∈Z

(
∂G(u(n))

∂u
v(n) +

∂G(u(n))

∂u(+1)
v(+1)(n) +

∂G(u(n))

∂u(−1)
v(−1)(n)

+ · · ·+ ∂G(u(n))

∂u(k)
v(k)(n) +

∂G(u(n))

∂u(−k)
v(−k)(n)

)

=
∑

n∈Z

(
∂G(u(n))

∂u
+ S(−1) ∂G(u(n))

∂u(+1)
+ S(+1) ∂G(u(n))

∂u(−1)

+ · · ·+ S(−k) ∂G(u(n))

∂u(k)
+ S(k) ∂G(u(n))

∂u(−k)

)
v(n)

=
∑

n∈Z

δG

δu
(n)v(n), (6.4)

where we introduce the gradient and the variational derivative of G by

(∇G)u =
δG

δu
(6.5)

=
∂G

∂u
+ S(−1) ∂G

∂u(+1)
+ S(+1) ∂G

∂u(−1)
+ · · ·+ S(−k) ∂G

∂u(k)
+ S(k) ∂G

∂u(−k)
,

assuming

{G(u(n))}n∈Z,
{
∂G(u(n))

∂u(±j)

}

n∈Z
∈ `1(Z), j = 1, . . . , k. (6.6)
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To establish the connection with the Ablowitz–Ladik hierarchy we make the
following assumption for the remainder of this section.

Hypothesis 6.1. Suppose

α, β ∈ `1(Z), α(n)β(n) /∈ {0, 1}, n ∈ Z. (6.7)

Next, let G be a functional of the type

G : `∞(Z)2 → C,

G(α, β) =
∑

n∈Z
G(α(n), β(n), . . . , α(n+ k), β(n+ k), α(n− k), β(n− k))

=
∑

n∈Z
G(α(n), β(n)), (6.8)

where G(α, β) is polynomial in α, β and some of their shifts. The gradient ∇G and
symplectic gradient ∇sG of G are then defined by

(∇G)α,β =

(
(∇G)α
(∇G)β

)
=

(
δG
δα

δG
δβ

)
(6.9)

and

(∇sG)α,β = D(∇G)α,β = D
(

(∇G)α
(∇G)β

)
, (6.10)

respectively. Here D is defined by

D = γ

(
0 1
−1 0

)
, γ = 1− αβ. (6.11)

In addition, we introduce the bilinear form

Ω: `1(Z)2 × `1(Z)2 → C,

Ω(u, v) =
∑

n∈Z
(D−1u)(n) · v(n). (6.12)

One then concludes that

Ω(Du, v) =
∑

n∈Z
u(n) · v(n) =

∑

n∈Z

(
u1(n)v1(n) + u2(n)v2(n)

)

= 〈u, v〉`2(Z)2 , u, v ∈ `1(Z)2,

(6.13)

where 〈 · , · 〉`2(Z)2 denotes the “real” inner product in `2(Z)2, that is,

〈 · , · 〉`2(Z)2 : `2(Z)2 × `2(Z)2 → C,

〈u, v〉`2(Z)2 =
∑

n∈Z
u(n) · v(n) =

∑

n∈Z

(
u1(n)v1(n) + u2(n)v2(n)

)
. (6.14)

In addition, one obtains

(dG)α,β(v) = 〈(∇G)α,β , v〉`2(Z)2 = Ω(D(∇G)α,β , v) = Ω((∇sG)α,β , v). (6.15)

Given two functionals G1,G2 we define their Poisson bracket by

{G1,G2} = dG1(∇sG2) = Ω(∇sG1,∇sG2)

= Ω(D∇G1,D∇G2) = 〈∇G1,D∇G2〉`2(Z)2

=
∑

n∈Z

(
δG1

δα (n)

δG1

δβ (n)

)
· D
(
δG2

δα (n)

δG2

δβ (n)

)
. (6.16)
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Since Ω( · , · ) is a weakly non-degenerate closed 2-form, both the Jacobi identity

{{G1,G2},G3}+ {{G2,G3},G1}+ {{G3,G1},G2} = 0, (6.17)

as well as the Leibniz rule

{G1,G2G3} = {G1,G2}G3 + G2{G1,G3}, (6.18)

hold as discussed in [32, Theorem 48.8].
If G is a smooth functional and (α, β) develops according to a Hamiltonian flow

with Hamiltonian H, that is,
(
α
β

)

t

= (∇sH)α,β = D(∇H)α,β = D
(
δH
δα
δH
δβ

)
, (6.19)

then

dG
dt

=
d

dt

∑

n∈Z
G(α(n), β(n))

=
∑

n∈Z

(
δG
δα (n)
δG
δβ (n)

)
·
(
α(n)
β(n)

)

t

=
∑

n∈Z

(
δG
δα (n)
δG
δβ (n)

)
· D
(
δH
δα (n)
δH
δβ (n)

)

= {G,H}. (6.20)

Here, and in the remainder of this section, time-dependent equations such as (6.20)
are viewed locally in time, that is, assumed to hold on some open t-interval I ⊆ R.

If a functional G is in involution with the Hamiltonian H, that is,

{G,H} = 0, (6.21)

then it is conserved in the sense that

dG
dt

= 0. (6.22)

Next, we turn to the specifics of the AL hierarchy. We define

Ĝ`,± =
∑

n∈Z
ĝ`,±(n). (6.23)

Lemma 6.2. Assume Hypothesis 6.1 and v ∈ `1(Z). Then,

(dĜ`,±)β(v) =
∑

n∈Z

δĝ`,±(n)

δβ
v(n) = ±`

∑

n∈Z
(δn, L

±`−1Mβ(v)δn), ` ∈ N, (6.24)

(dĜ`,±)α(v) =
∑

n∈Z

δĝ`,±(n)

δα
v(n) = ±`

∑

n∈Z
(δn, L

±`−1Mα(v)δn), ` ∈ N, (6.25)

where

Mβ(v) = −vα+ +
((
v−ρ− β− vα

2ρ

)
δeven + α+ vα

2ρ
δodd

)
S−

+
((
vρ+ − β v

+α+

2ρ+
)
δeven + α++ v

+α+

2ρ+
δodd

)
S+ (6.26)

−
(
ρ
v−α−

2ρ−
+ ρ−

vα

2ρ

)
δevenS

−− −
(
ρ+
v++α++

2ρ++
+ ρ++ v

+α+

2ρ+

)
δoddS

++,

Mα(v) = −v+β −
((
v+ρ− α+ vβ

2ρ

)
δodd + β−

vβ

2ρ
δeven

)
S−
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−
((
v++ρ+ − α++ v

+β+

2ρ+
)
δodd − β

v+β+

2ρ+
δeven

)
S+ (6.27)

−
(
ρ
v−β−

2ρ−
+ ρ−

vβ

2ρ

)
δevenS

−− −
(
ρ+
v++β++

2ρ++
+ ρ++ v

+β+

2ρ+

)
δoddS

++.

Proof. We first consider the derivative with respect to β. By a slight abuse of
notation we write L = L(β). Using (6.23) and (3.21) one finds

(dĜ`,±)βv =
d

dε
G(β + εv)

∣∣
ε=0

=
∑

n∈Z

d

dε
ĝ`,±(β + εv)(n)

∣∣
ε=0

=
∑

n∈Z

(
δn,

d

dε
L(β + εv)±`δn

)∣∣∣∣
ε=0

. (6.28)

Next, one considers

d

dε
L(β + εv)`|ε=0 = lim

ε→0

1

ε

(
L(β + εv)` − L(β)`

)

= lim
ε→0

1

ε

(
(L(β + εv)− L(β))L(β)`−1

+ L(β)(L(β + εv)− L(β))L(β)`−2

+ · · ·+ L(β)`−1(L(β + εv)− L(β))
)

= MβL(β)`−1 + L(β)MβL(β)`−2 + · · ·+ L(β)`−1Mβ , (6.29)

where

Mβ = lim
ε→0

1

ε

(
L(β + εv)− L(β)

)

=

(
− v(n)α(n+ 1)δm,n +

((
v(n− 1)ρ(n)− β(n− 1)

v(n)α(n)

2ρ(n)

)
δodd(n)

+ α(n+ 1)
v(n)α(n)

2ρ(n)
δeven(n)

)
δm,n−1

+
((
v(n)ρ(n+ 1)− β(n)

v(n+ 1)α(n+ 1)

2ρ(n+ 1)

)
δodd(n) (6.30)

+ α(n+ 2)
v(n+ 1)α(n+ 1)

2ρ(n+ 1)
δeven(n)

)
δm,n+1

−
(
ρ(n+ 1)

v(n+ 2)α(n+ 2)

2ρ(n+ 2)
+ ρ(n+ 2)

v(n+ 1)α(n+ 1)

2ρ(n+ 1)

)
δeven(n)δm,n+2

−
(
ρ(n)

v(n− 1)α(n− 1)

2ρ(n− 1)
+ ρ(n− 1)

v(n)α(n)

2ρ(n)

)
δodd(n)δm,n−2

)

m,n∈Z
.

Similarly one obtains

d

dε
L(β + εv)−`|ε=0 (6.31)

= −
(
L(β)−1MβL(β)−` + L(β)−2MβL(β)−`+1 + · · ·+ L(β)−`MβL(β)−1

)
.

Inserting the expression (6.29) into (6.28) one finds

(dĜ`,+)βv =
∑

n∈Z

(
δn,

d

dε
L(β + εv)`δn

)∣∣∣∣
ε=0
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=
∑

n∈Z

(
δn,

`−1∑

k=0

LkMβL
`−1−kδn

)

=
`−1∑

k=0

∑

n∈Z
(δn, L

kMβL
`−1−kδn)

=
`−1∑

k=0

∑

n∈Z
(δn, (L

`−1Mβ + [LkMβ , L
`−1−k])δn)

=

`−1∑

k=0

∑

n∈Z

(
(δn, L

`−1Mβδn) + (δn, [L
kMβ , L

`−1−k]δn)
)

= `
∑

n∈Z
(δn, L

`−1Mβδn) +
`−1∑

k=0

tr
(
[LkMβ , L

`−1−k]
)

= `
∑

n∈Z
(δn, L

`−1Mβδn). (6.32)

Similarly, using (6.28) and (6.31), one concludes that

(dĜ`,−)βv = −`
∑

n∈Z
(δn, L

−`−1Mβδn). (6.33)

For the derivative with respect to α we set L = L(α) and replace Mβ by

Mα = lim
ε→0

1

ε

(
L(α+ εv)− L(α)

)

=

(
− v(n+ 1)β(n)δm,n +

(
− β(n− 1)

v(n)β(n)

2ρ(n)
δodd(n)

−
(
v(n+ 1)ρ(n)− α(n+ 1)

v(n)β(n)

2ρ(n)

)
δeven(n)

)
δm,n−1

−
(
β(n)

v(n+ 1)β(n+ 1)

2ρ(n+ 1)
δodd(n) +

(
v(n+ 2)ρ(n+ 1) (6.34)

+ α(n+ 2)
v(n+ 1)β(n+ 1)

2ρ(n+ 1)

)
δeven(n)

)
δm,n+1

−
(
ρ(n+ 1)

v(n+ 2)β(n+ 2)

2ρ(n+ 2)
+ ρ(n+ 2)

v(n+ 1)β(n+ 1)

2ρ(n+ 1)

)
δeven(n)δm,n+2

−
(
ρ(n)

v(n− 1)β(n− 1)

2ρ(n− 1)
+ ρ(n− 1)

v(n)β(n)

2ρ(n)

)
δodd(n)δm,n−2

)

m,n∈Z
.

�

Lemma 6.3. Assume Hypothesis 6.1. Then the following relations hold:

δĝ`,+
δβ

=
`

γ

(
f̂`−1,+ − αĝ`,+

)
, ` ∈ N, (6.35)

δĝ`,−
δβ

= − `
γ

(
f̂−`−1,− + αĝ−`,−

)
, ` ∈ N. (6.36)
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Proof. We consider (6.35) first. By (3.21) one concludes that

f̂`−1,+(n)− α(n)ĝ`,+(n)

= (δn, EL
`−1δn)δeven(n) + (δn, L

`−1Dδn)δodd(n)− α(n)(δn, L
`δn).

(6.37)

Thus one has to show that
∑

n∈Z
(δn, L

`−1Mβδn) =
∑

n∈Z

v(n)

ρ(n)2
(
f̂`−1,+(n)− α(n)ĝ`,+(n)

)
, (6.38)

since this implies (6.35), using (6.24). By (6.30), (3.17), and (3.18), and assuming
v ∈ `1(Z), one obtains
∑

n∈Z
(δn, L

`−1Mβδn)

=
∑

n∈Z

(
− vα+(δn, L

`−1δn) + v−ρ(δn, L
`−1δn−1)δodd + vρ+(δn, L

`−1δn+1)δodd

− vα

2ρ

(
− α+(δn, L

`−1δn−1)δeven + ρ+(δn+1, L
`−1δn−1)δeven

)

− vα

2ρ

(
β−(δn, L

`−1δn−1)δodd + ρ−(δn, L
`−1δn−2)δodd

)

− v+α+

2ρ+
(
− α++(δn, L

`−1δn+1)δeven + ρ++(δn, L
`−1δn+1)δeven

)

− v+α+

2ρ+
(
β(δn, L

`−1δn+1)δodd + ρ(δn−1, L
`−1δn+1)δodd

))

=
∑

n∈Z

(
− vα+(δn, L

`−1δn) + vρ+(δn+1, L
`−1δn)δeven + vρ+(δn, L

`−1δn+1)δodd

− vα

2ρ

(
(δn, EL

`−1δn−1)δeven + (δn, L
`−1Dδn−1)δodd

)

− v+α+

2ρ+
(
(δn, L

`−1Dδn+1)δeven + (δn, EL
`−1δn+1)δodd

))

=
∑

n∈Z

(
v(δn, EL

`−1δn)δeven + v(δn, L
`−1Dδn)δodd

− vα

2ρ

(
(δn, EL

`−1δn−1)δeven + (δn, L
`−1Dδn−1)δodd

+ (δn−1, L
`−1Dδn)δodd + (δn−1, EL

`−1δn)δeven
))

=
∑

n∈Z

( v
ρ2
(
f̂`−1,+ − αĝ`,+

)
+
vα

2ρ

(
(δn−1, EL

`−1δn)δeven (6.39)

+ (δn, L
`−1Dδn−1)δodd − (δn, EL

`−1δn−1)δeven − (δn−1, L
`−1Dδn)δodd

))
,

where we used (3.21) and

ĝ`,+ = (δn, L
`−1DEδn)

= β(δn, L
`−1Dδn)δodd + ρ(δn, L

`−1Dδn−1)δodd

+ β(δn, EL
`−1δn)δeven + ρ(δn−1, EL

`−1δn)δeven

= βf̂`−1,+ + ρ(δn, L
`−1Dδn−1)δodd + ρ(δn−1, EL

`−1δn)δeven. (6.40)
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Hence it remains to show that

(δn−1, EL
`−1δn)δeven + (δn, L

`−1Dδn−1)δodd

− (δn, EL
`−1δn−1)δeven − (δn−1, L

`−1Dδn)δodd = 0,
(6.41)

but this follows from (EL`)> = EL` respectively (L`D)> = L`D by (3.13), (3.16).
In the case (6.36) one similarly shows that
∑

n∈Z
(δn, L

−`−1Mβδn) = −
∑

n∈Z

v(n+ 1)

ρ(n)2

(
(δn, D

−1L−`+1δn)δeven(n) (6.42)

+ (δn, L
−`+1E−1δn)δodd(n) + α(n+ 1)(δn, L

−`δn)
)
.

�
Lemma 6.4. Assume Hypothesis 6.1. Then the following relations hold:

δĝ`,+
δα

= − `
γ

(
ĥ−`−1,+ + βĝ−`,+

)
, ` ∈ N, (6.43)

δĝ`,−
δα

=
`

γ

(
ĥ`−1,− − βĝ`,−

)
, ` ∈ N. (6.44)

Proof. We consider (6.43) first. Using (6.25), (6.34), (3.17), and (3.18), and assum-
ing v ∈ `1(Z) one obtains
∑

n∈Z
(δn, L

`−1Mαδn)

=
∑

n∈Z

(
− v+β(δn, L

`−1δn)− v+ρ(δn, L
`−1δn−1)δeven − v++ρ+(δn, L

`−1δn+1)δeven

− vβ

2ρ

(
β−(δn, L

`−1δn−1)δodd + ρ−(δn, L
`−1δn−2)δodd

)

− vβ

2ρ

(
− α+(δn, L

`−1δn−1)δeven + ρ+(δn+1, L
`−1δn−1)δeven

)

− v+β+

2ρ+
(
− α++(δn, L

`−1δn+1)δeven + ρ++(δn, L
`−1δn+2)δeven

)

− v+β+

2ρ+
(
β(δn, L

`−1δn+1)δodd + ρ(δn−1, L
`−1δn+1)δodd

))

=
∑

n∈Z

(
− v+

(
(δn, L

`−1Dδn)δeven + (δn, EL
`−1δn)δodd

)

− vβ

2ρ

(
(δn, EL

`−1δn−1)δeven + (δn, L
`−1Dδn−1)δodd

)

− v+β+

2ρ+
(
(δn, L

`−1Dδn+1)δeven + (δn, EL
`−1δn+1)δodd

))

= −
∑

n∈Z

v

ρ2
(
ĥ−`−1,+ + βĝ−`,+

)
, (6.45)

since by (3.21),

2αĥ−`−1,+ + 2ĝ−`,+ = ρ
(
(δn, L

`−1Dδn−1)δodd + (δn, EL
`−1δn−1)δeven

+ (δn−1, L
`−1Dδn)δodd + (δn−1, EL

`−1δn)δeven
)
.

(6.46)

The result (6.44) follows similarly. �
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Next, we introduce the Hamiltonians

Ĥ0 =
∑

n∈Z
ln(γ(n)), Ĥp±,± =

1

p±

∑

n∈Z
ĝp±,±(n), p± ∈ N, (6.47)

Hp =

p+∑

`=1

cp+−`,+Ĥ`,+ +

p−∑

`=1

cp−−`,−Ĥ`,− + cpĤ0, p = (p−, p+) ∈ N2
0. (6.48)

(We recall that cp = (cp,− + cp,+)/2.)

Theorem 6.5. Assume Hypothesis 6.1. Then the following relations hold:

ALp(α, β) =

(−iαtp
−iβtp

)
+D∇Hp = 0, p ∈ N2

0. (6.49)

Proof. This follows directly from Lemmas 6.3 and 6.4,

(∇Ĥ`,+)α =
1

γ

(
− βĝ−`,+ − ĥ−`−1,+

)
, (∇Ĥ`,+)β =

1

γ

(
− αĝ`,+ + f̂`−1,+

)
,

(∇Ĥ`,−)α =
1

γ

(
− βĝ`,− + ĥ`−1,−

)
, (∇Ĥ`,−)β =

1

γ

(
− αĝ−`,− − f̂−`−1,−

)
, (6.50)

` ∈ N,

together with (2.19). �

Theorem 6.6. Assume Hypothesis 5.1 and suppose that α, β satisfy ALp(α, β) = 0

for some p ∈ N2
0. Then,

dHr
dtp

= 0, r ∈ N2
0. (6.51)

Proof. From Lemma 4.4 and Theorem 5.7 one obtains

dĝr±,±
dtp

= (S+ − I)Jr±,±, r± ∈ N0, (6.52)

for some Jr±,±, r± ∈ N0, which are polynomials in α and β and certain shifts
thereof. Using definition (6.48) of Hr, the result (6.51) follows in the homogeneous
case and then by linearity in the general case. �

Theorem 6.7. Assume Hypothesis 6.1 and let p, r ∈ N2
0. Then,

{Hp,Hr} = 0, (6.53)

that is, Hp and Hr are in involution for all p, r ∈ N2
0.

Proof. By Theorem 5.5, there exists T > 0 such that the initial value problem

ALp(α, β) = 0, (α, β)
∣∣
tp=0

=
(
α(0), β(0)

)
, (6.54)

where α(0), β(0) satisfy Hypothesis 6.1, has unique, local, and smooth solutions
α(t), β(t) satisfying Hypothesis 6.1 for each t ∈ [0, T ). For this solution we know
that

d

dtp
Hp(t) = {Hr(t),Hp(t)} = 0. (6.55)

Next, let t ↓ 0. Then

0 = {Hr(t),Hp(t)} →
t↓0
{Hr(0),Hp(0)} = {Hr,Hp}

∣∣
(α,β)=(α(0),β(0))

. (6.56)
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Since α(0), β(0) are arbitrary coefficients satisfying Hypothesis 6.1 one concludes
(6.53). �
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ON THE SPATIAL ASYMPTOTICS OF SOLUTIONS OF THE

ABLOWITZ–LADIK HIERARCHY

JOHANNA MICHOR

Dedicated with great pleasure to Peter W. Michor on the occasion of his 60th birthday.

Abstract. We show that for decaying solutions of the Ablowitz–Ladik sys-

tem, the leading asymptotic term is time independent. In addition, two ar-

bitrary bounded solutions of the Ablowitz–Ladik system which are asymptot-
ically close at the initial time stay close. All results are also derived for the

associated hierarchy.

1. Introduction

When solving completely integrable wave equations via the inverse scattering
transform, a method developed by Gardner et al. [12] in 1967 for the Korteweg–
de Vries (KdV) equation, one intends to prove existence of solutions within the
respective class. In particular, short-range perturbations of the background solution
should remain short-range during the time evolution. So to what extend are spatial
asymptotical properties time independent?

For the KdV equation, this question was answered by Bondareva and Shubin [9],
[10], who considered the Cauchy problem for initial conditions which have a pre-
scribed asymptotic expansion in terms of powers of the spatial variable and showed
that the leading term of the expansion is time independent. Teschl [18] considered
the initial value problem for the Toda lattice in the class of decaying solutions and
obtained time independence of the leading term.

In this note we want to address the same question for the Ablowitz–Ladik (AL)
system, an integrable discretization of the AKNS-ZS system derived by Ablowitz
and Ladik ([3]–[6]) in the mid seventies. The AL system is given by

−iαt − (1− αβ)(α− + α+) + 2α = 0,

−iβt + (1− αβ)(β− + β+)− 2β = 0,
(1.1)

where α = α(n, t), β = β(n, t), (n, t) ∈ Z × R, are complex valued sequences and
f±(n, t) = f(n± 1, t). In the defocusing (β = α) and focusing case (β = −α), (1.1)
is a discrete analog of the nonlinear Schrödinger (NLS) equation

iqt + qxx ± 2q|q|2 = 0.

We refer to the monographs [2], [7], or [13] for further information.
Our main result in Theorem 2.4 yields that the dominant term of suitably de-

caying solutions α(n, t), β(n, t) of (1.1), for instance weighted `2p sequences whose

2000 Mathematics Subject Classification. Primary 37K40, 37K15; Secondary 35Q55, 37K10.
Key words and phrases. Spatial asymptotics, Ablowitz–Ladik hierarchy.
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spatial difference is in `p, 1 ≤ p <∞, is time independent. For example,

α(n, t) =
a

nδ
+O

( 1

nmin(2δ,δ+1)

)
, β(n, t) =

b

nδ
+O

( 1

nmin(2δ,δ+1)

)
, n→∞,

(1.2)
holds for fixed t, provided it holds at the initial time t = t0. Here a, b ∈ C and
δ ≥ 0. A similar expression is valid for n→ −∞.

The inverse scattering transform for the AL system with vanishing boundary
conditions was studied in [4]. Ablowitz, Biondini, and Prinari [1] (compare also
Vekslerchik and Konotop [19]) considered nonvanishing steplike boundary condi-
tions α(n)→ α0e

iθ± as |n| → ∞, α0 > 0, in the class

±∞∑

j=n

(α(j)− α0e
iθ±) <∞ (1.3)

for the defocusing discrete NLS equation. Quasi-periodic boundary conditions for
the AL hierarchy will be considered in Michor [17]. As mentioned, a crucial step
is to show that short-range perturbations like (1.3) of solutions stay short-range.
Here we show in general that arbitrary bounded solutions of the AL system which
are asymptotically close at the initial time stay close.

In Section 2 we derive our results for the AL system and extend them in Sec-
tion 3 to the AL hierarchy, a completely integrable hierarchy of nonlinear evolution
equations whose first nonlinear member is (1.1).

2. The initial value problem for the Ablowitz–Ladik system

Let us begin by recalling some basic facts on the system (1.1). We will only
consider bounded solutions and hence require

Hypothesis H.2.1. Suppose that α, β : Z× R→ C satisfy

sup
(n,t)∈Z×R

(
|α(n, t)|+ |β(n, t)|

)
<∞,

α(n, · ), β(n, · ) ∈ C1(R), n ∈ Z, α(n, t)β(n, t) /∈ {0, 1}, (n, t) ∈ Z× R.
(2.1)

The AL system (1.1) is equivalent to the zero-curvature equation

Ut + UV − V +U = 0, (2.2)

where

U(z) =

(
z α
βz 1

)
, V (z) = i

(
z − 1− αβ− α− α−z−1
β−z − β 1 + α−β − z−1

)
(2.3)

for the spectral parameter z ∈ C \ {0}. The AL system can also be formulated in
terms of Lax pairs, see [15]. Then (1.1) is equivalent to the Lax equation

d

dt
L(t)− [P (t), L(t)] = 0, t ∈ R, (2.4)

where L reads in the standard basis of `2(Z) (abbreviate ρ = (1− αβ)1/2)

L =




. . .
. . .

. . .
. . .

. . . 00 −α(0)ρ(−1) −β(−1)α(0) −α(1)ρ(0) ρ(0)ρ(1)
ρ(−1)ρ(0) β(−1)ρ(0) −β(0)α(1) β(0)ρ(1) 0

0 −α(2)ρ(1) −β(1)α(2) −α(3)ρ(2) ρ(2)ρ(3)

0
ρ(1)ρ(2) β(1)ρ(2) −β(2)α(3) β(2)ρ(3) 0

. . .
. . .

. . .
. . .

. . .




(2.5)
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and P is given by

P = i
2

(
L+ − L− + (L−1)− − (L−1)+ + 2Qd

)
.

HereQd is the doubly infinite diagonal matrixQd =
(
(−1)kδk,`

)
k,`∈Z and L± denote

the upper and lower triangular parts of L,

L± =
(
L±(m,n)

)
(m,n)∈Z2 , L±(m,n) =

{
L(m,n), ±(n−m) > 0,

0, otherwise.
(2.6)

The Lax equation (2.4) implies existence of a propagator W (s, t) such that the
family of operators L(t), t ∈ R, is similar,

L(s) = W (s, t)L(t)W (s, t)−1, s, t ∈ R.

By [13, Sec. 3.8] or [15], existence, uniqueness, and smoothness of local solutions
of the AL initial value problem follow from [8, Thm 4.1.5], since the AL flows are
autonomous.

Theorem 2.2. Let t0 ∈ R and suppose (α0, β0) ∈ M = `p(Z) ⊕ `p(Z) for some
p ∈ [1,∞) ∪ {∞}. Then there exists T > 0 and a unique local integral curve
t 7→ (α(t), β(t)) in C∞((t0−T, t0 +T ),M) of the Ablowitz–Ladik system (1.1) such
that (α, β)

∣∣
t=t0

= (α0, β0).

Our first lemma shows that the leading asymptotics as n → ±∞ are preserved
by the AL flow. We only state the result for the AL system, whose proof follows as
the one of Lemma 3.2. Define

‖(α, β)‖w,p =





( ∑
n∈Z

w(n)
(
|α(n)|p + |β(n)|p

))1/p

, 1 ≤ p <∞,

sup
n∈Z

w(n)
(
|α(n)|+ |β(n)|

)
, p =∞.

(2.7)

Lemma 2.3. Let w(n) ≥ 1 be some weight with supn(|w(n+1)
w(n) | + |

w(n)
w(n+1) |) < ∞.

Fix 1 ≤ p ≤ ∞ and suppose (α(n, t), β(n, t)) and (α̃(n, t), β̃(n, t)) are arbitrary
bounded solutions of the AL system (1.1). If

‖(α(t)− α̃(t), β(t)− β̃(t))‖w,p <∞ (2.8)

holds for one t = t0 ∈ R, then it holds for all t ∈ (t0 − T, t0 + T ).

But even the leading term is preserved by the time evolution.

Theorem 2.4. Let w(n) ≥ 1 be some weight with supn(|w(n+1)
w(n) |+ |

w(n)
w(n+1) |) <∞.

Fix 1 ≤ p ≤ ∞ and suppose α0, β0 and α̃0, β̃0 are bounded sequences such that

‖(α0, β0)‖w,2p <∞, ‖(α0 − α+
0 , β0 − β+

0 )‖w,p <∞,
‖(α̃0, β̃0)‖w,p <∞,

if 1 ≤ p <∞,

‖(α0, β0)‖w,∞ <∞, ‖(α0 − α+
0 , β0 − β+

0 )‖w2,∞ <∞,
‖(α̃0, β̃0)‖w2,∞ <∞, if p =∞.

Let (α(t), β(t)), t ∈ (−T, T ), be the unique solution of the Ablowitz–Ladik sys-
tem (1.1) corresponding to the initial conditions

α(0) = α0 + α̃0, β(0) = β0 + β̃0. (2.9)
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Then this solution is of the form

α(t) = α0 + α̃(t), β(t) = β0 + β̃(t), (2.10)

where ‖(α̃(t), β̃(t))‖w,p <∞, respectively, ‖(α̃(t), β̃(t))‖w2,∞ <∞.

Proof. The proof relies on the idea to consider our differential equation in two
nested spaces of sequences, the Banach space of all (α(n), β(n)) with sup norm,

and the Banach space with norm ‖.‖w,p, as follows. Plugging (α0 + α̃(t), β0 + β̃(t))

into the AL equations (1.1) yields a differential equation for (α̃(t), β̃(t))

iα̃t(t) = −
(
1− (α0 + α̃(t))(β0 + β̃(t))

)(
α̃+(t) + α+

0 + α̃−(t) + α−0
)

+ 2α̃(t) + 2α0

= α0 − α−0 + α0 − α+
0 + α0β0(α+

0 + α−0 )

+ α̃(t)
(
2 + (β0 + β̃(t))(α̃+(t) + α+

0 + α̃−(t) + α−0 )
)

+ β̃(t)α0

(
α̃+(t) + α+

0 + α̃−(t) + α−0
)

+ α̃+(t)(α0β0 − 1) + α̃−(t)(α0β0 − 1),

iβ̃t(t) =
(
1− (α0 + α̃(t))(β0 + β̃(t))

)(
β̃+(t) + β+

0 + β̃−(t) + β−0
)
− 2β̃(t)− 2β0

= β+
0 − β0 + β−0 − β0 − α0β0(β+

0 + β−0 )

− β̃(t)
(
2 + (α0 + α̃(t))(β̃+(t) + β+

0 + β̃−(t) + β−0 )
)

− α̃(t)β0
(
β̃+(t) + β+

0 + β̃−(t) + β−0 )
)

− β̃+(t)(α0β0 − 1)− β̃−(t)(α0β0 − 1). (2.11)

The requirement on w(n) implies that the shift operators are continuous with re-
spect to the norm ‖.‖w,p and the same is true for the multiplication operator with
a bounded sequence. Therefore, using the generalized Hölder inequality yields that
(2.11) is a system of inhomogeneous linear differential equations in the Banach space
with norm ‖.‖w,p and has a local solution with respect to this norm (see e.g. [11]
for the theory of ordinary differential equations in Banach spaces). Since w(n) ≥ 1,

this solution is bounded and the corresponding coefficients (α̃, β̃) coincide with the
solution (α, β) of the AL system (1.1) from Theorem 2.2.

Moreover, (α̃(t), β̃(t)) are uniformly bounded for t ∈ (−T, T ), as writing (2.11)
in integral form yields

‖(α̃(t), β̃(t))‖w,p ≤ ‖(α̃(0), β̃(0))‖w,p + tC‖(α0, β0)‖w,2p + C

∫ t

0

‖(α̃(s), β̃(s))‖w,pds

for some constants C. �

Example (1.2) in the introduction follows if we let α̃0 = β̃0 ≡ 0 and

α0(n) =
a

nδ
, β0(n) =

b

nδ
, a, b ∈ C, δ ≥ 0,

for n > 0, α0(n) = β0(n) = 0 for n ≤ 0. Now choose p =∞ with

w(n) =

{
(1 + n)min(δ,(δ+1)/2), n > 0,

1, n ≤ 0,

and apply Theorem 2.4.
Finally, we remark that if a solution (α(n, t), β(n, t)) vanishes at two consecutive

points n = n0, n = n0 + 1 in an arbitrarily small time intervall t ∈ (t1, t2), then it
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vanishes identically for all (n, t) in Z×R, see [16]. In particular, a compact support
of the solution is not preserved. The corresponding result for the AL hierarchy is
derived in [16] as well.

3. Extension to the Ablowitz–Ladik hierarchy

In this section we show how our results extend to the AL hierarchy. The hi-
erarchy can be constructed by generalizing the matrix V (z) in the zero-curvature
equation (2.2) to a 2 × 2 matrix Vr(z), r = (r−, r+) ∈ N2

0, with Laurent polyno-
mial entries, see [13, Sec. 3.2] or [14]. Suppose that U(z) and Vr(z) satisfy the
zero-curvature equation

Ut + UVr − V +
r U = 0. (3.1)

Then the coefficients {f`,±}`=0,...,r±−1, {g`,±}`=0,...,r± , and {h`,±}`=0,...,r±−1 of the
Laurent polynomials in the entries of Vr(z) are recursively defined by

g0,+ = 1
2c0,+, f0,+ = −c0,+α+, h0,+ = c0,+β,

g`+1,+ − g−`+1,+ = αh−`,+ + βf`,+, 0 ≤ ` ≤ r+ − 1,

f−`+1,+ = f`,+ − α(g`+1,+ + g−`+1,+), 0 ≤ ` ≤ r+ − 2,

h`+1,+ = h−`,+ + β(g`+1,+ + g−`+1,+), 0 ≤ ` ≤ r+ − 2,

(3.2)

and

g0,− = 1
2c0,−, f0,− = c0,−α, h0,− = −c0,−β+,

g`+1,− − g−`+1,− = αh`,− + βf−`,−, 0 ≤ ` ≤ r− − 1,

f`+1,− = f−`,− + α(g`+1,− + g−`+1,−), 0 ≤ ` ≤ r− − 2,

h−`+1,− = h`,− − β(g`+1,− + g−`+1,−), 0 ≤ ` ≤ r− − 2.

(3.3)

Note that g`,± are only defined up to summation constants {c`,±}`=0,...,r± by the
difference equations in (3.2), (3.3). In addition, the zero-curvature equation (3.1)
is equivalent to

0 = i




0
−iαt − α(gr+,+ + g−r−,−)

+fr+−1,+ − f−r−−1,−
z
(
− iβt + β(g−r+,+ + gr−,−)

−hr−−1,− + h−r+−1,+
) 0


 .

Varying r ∈ N2
0, the collection of evolution equations

ALr(α, β) =

(−iαt − α(gr+,+ + g−r−,−) + fr+−1,+ − f−r−−1,−
−iβt + β(g−r+,+ + gr−,−)− hr−−1,− + h−r+−1,+

)
= 0,

t ∈ R, r = (r−, r+) ∈ N2
0,

(3.4)

then defines the time-dependent Ablowitz–Ladik hierarchy. Explicitly, taking r− =
r+ for simplicity, the first few equations are

AL(0,0)(α, β) =

(
−iαt − c(0,0)α
−iβt + c(0,0)β

)
= 0,

AL(1,1)(α, β) =

(
−iαt − γ(c0,−α− + c0,+α

+)− c(1,1)α
−iβt + γ(c0,+β

− + c0,−β+) + c(1,1)β

)
= 0,
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AL(2,2)(α, β) =




−iαt − γ
(
c0,+α

++γ+ + c0,−α−−γ−

−α(c0,+α
+β− + c0,−α−β+)− β(c0,−(α−)2 + c0,+(α+)2)

)

−iβt + γ
(
c0,−β++γ+ + c0,+β

−−γ−

−β(c0,+α
+β− + c0,−α−β+)− α(c0,+(β−)2 + c0,−(β+)2)

)




+

(
−γ(c1,−α− + c1,+α

+)− c(2,2)α
γ(c1,+β

− + c1,−β+) + c(2,2)β

)
= 0, etc., (3.5)

where we abbreviated cr = (cr,− + cr,+)/2 and γ = 1 − αβ. Different ratios of
c0,+/c0,− lead to different hierarchies. The AL system (1.1) corresponds to the
case r = (1, 1), c0,± = 1, and c(1,1) = −2. The special choices β = ±α, c0,± = 1
lead to the discrete NLS hierarchy, the choices β = α, c0,± = ∓i yield the hierarchy
of Schur flows. The AL hierarchy is invariant under the scaling transform

{(α(n), β(n))}n∈Z → {(c α(n), β(n)/c)}n∈Z, c ∈ C\{0}. (3.6)

Hence choosing c = eicrt it is no restriction to assume cr = 0.
By [15], the AL hierarchy is equivalent to the Lax equation

d

dt
L(t)− [Pr(t), L(t)] = 0, t ∈ R, r ∈ N2

0, (3.7)

where L is the doubly infinite five-diagonal matrix (2.5) and (recall (2.6))

Pr =
i

2

r+∑

`=1

cr+−`,+
(
(L`)+ − (L`)−

)
− i

2

r−∑

`=1

cr−−`,−
(
(L−`)+ − (L−`)−

)
− i

2
crQd.

Since the AL flows are autonomous and fr±−1,±, gr±,±, and hr±−1,± depend
polynomially on α, β and their shifts, [8, Thm 4.1.5] implies local existence, unique-
ness, and smoothness of the solution of the initial value problem of the hierarchy
as well (see [13, Sec. 3.8], [15]).

Theorem 3.1. Let t0 ∈ R and suppose α0, β0 ∈ `p(Z) for some p ∈ [1,∞) ∪ {∞}.
Then the rth Ablowitz–Ladik initial value problem

ALr(α, β) = 0, (α, β)
∣∣
t=t0

= (α0, β0) (3.8)

for some r ∈ N2
0, has a unique, local, and smooth solution in time, that is, there

exists a T > 0 such that α( · ), β( · ) ∈ C∞((t0 − T, t0 + T ), `p(Z)).

Next we show that short-range perturbations of bounded solutions remain short-
range. In fact, we will be more general to include perturbations of steplike back-
ground solutions as for example (1.3).

Lemma 3.2. Let w(n) ≥ 1 be some weight with supn(|w(n+1)
w(n) | + |

w(n)
w(n+1) |) < ∞

and fix 1 ≤ p ≤ ∞. Suppose (α(t), β(t)) and (α`,r(t), β`,r(t)) are arbitrary bounded
solutions of some equation ALr in the AL hierarchy and abbreviate

α̃(n, t) =

{
αr(n, t), n ≥ 0,

α`(n, t), n < 0,
β̃(n, t) =

{
βr(n, t), n ≥ 0,

β`(n, t), n < 0.
(3.9)

If

‖(α(t)− α̃(t), β(t)− β̃(t))‖w,p <∞ (3.10)

holds for one t = t0 ∈ R, then it holds for all t ∈ (t0 − T, t0 + T ).
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Proof. Without loss we assume that t0 = 0. First we derive the differential equation
for the differences δ(n, t) =

(
α(n, t)− α̃(n, t), β(n, t)− β̃(n, t)

)
in the Banach space

of pairs of bounded sequences δ = (δ1, δ2) for which the norm ‖δ‖w,p is finite.

Let us show by induction on r± that fr±−1,±(t)− f̃r±−1,±(t), gr±,±(t)− g̃r±,±(t),

and hr±−1,±(t) − h̃r±−1,±(t) can be written as a linear combination of shifts of δ
with the coefficients depending only on (α(t), β(t)) and (α`,r(t), β`,r(t)). It suffices
to consider the homogeneous case where cj,± = 0, 1 ≤ j ≤ r±, since all involved
sums are finite. In this case [14, Lemma A.3] yields that fj,+, gj,+, and hj,+ can
be recursively computed from f0,+ = −α+, g0,+ = 1

2 , and h0,+ = β via

f−`+1,+ = f`,+ − α(g`+1,+ + g−`+1,+),

h`+1,+ = h−`,+ + β(g`+1,+ + g−`+1,+),

g`+1,+ =
∑̀

k=0

f`−k,+hk,+ −
∑̀

k=1

g`+1−k,+gk,+,

and similarly for the minus sign and f̃j,±, g̃j,±, and h̃j,±. The fact that (α̃, β̃) does
not solve ALr only affects finitely many terms and gives rise to an inhomogeneous
term Br(t) which is nonzero only for a finite number of terms.

Hence δ satisfies an inhomogeneous linear differential equation of the form

i
d

dt
δ(t) =

∑

|j|≤max(r−,r+)

Ar,j(t)(S
+)jδ(t) +Br(t)

Here S±(δ1(n, t), δ2(n, t)) = (δ1(n± 1, t), δ2(n± 1, t)) are the shift operators,

Ar,j(n, t) =

(
A11
r,j(n, t) A12

r,j(n, t)

A21
r,j(n, t) A22

r,j(n, t)

)
,

are multiplication operators with bounded 2 × 2 matrix-valued sequences, and
Br(n, t) =

(
Br,1(n, t), Br,2(n, t)

)
with Br,i(n, t) = 0 for |n| > max(r−, r+). All

entries of Ar,j(t) and Br(t) are polynomials with respect to (α(n+ j, t), β(n+ j, t)),
(α`,r(n + j, t), β`,r(n + j, t)), |j| ≤ max(r−, r+). Thus ‖Br(t)‖w,p ≤ Dr, where
the constant depends only on the sup norms of (α(t), β(t)) and (α`,r(t), β`,r(t)).
Moreover, by our assumption the shift operators are continuous,

‖S±‖ =

{
supn∈Z | w(n)

w(n±1) |1/p, p ∈ [1,∞),

supn∈Z | w(n)
w(n±1) |, p =∞,

and the same is true for the multiplication operators Ar,j(t) whose norms depend
only on the supremum of the entries by Hölder’s inequality, that is, again on the
sup norms of (α(t), β(t)) and (α`,r(t), β`,r(t)). Consequently, for t ∈ (−T, T ) there
is a constant such that

∑
|j|≤max(r−,r+) ‖Ar,j(t)‖‖(S+)j‖ ≤ Cr. Hence

‖δ(t)‖w,p ≤ ‖δ(0)‖w,p +

∫ t

0

(
Cr‖δ(s)‖w,p +Dr

)

and Gronwall’s inequality implies

‖δ(t)‖w,p ≤ ‖δ(0)‖w,peCrt +
Dr

Cr

(
eCrt − 1

)
.

Since w(n) ≥ 1, this solution is again bounded and hence coincides with the solution
of the AL equation from Theorem 3.1. �
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For certain equations in the AL hierarchy, i.e. for certain configurations of sum-
mation coefficients {cj,±}, our main result remains valid.

Theorem 3.3. Let r = (r−, r+) ∈ N2
0\(0, 0) and assume that cj,± ∈ C, j =

0, . . . , r±, satisfy
r+−1∑

j=0

cj,+ +

r−−1∑

j=0

cj,− = 0. (3.11)

Let w(n) ≥ 1 be some weight with supn(|w(n+1)
w(n) |+ |

w(n)
w(n+1) |) <∞. Fix 1 ≤ p ≤ ∞

and suppose α0, β0 and α̃0, β̃0 are bounded sequences such that

‖(α0, β0)‖w,2p <∞, ‖(α0 − α+
0 , β0 − β+

0 )‖w,p <∞,
‖(α̃0, β̃0)‖w,p <∞,

if 1 ≤ p <∞,

‖(α0, β0)‖w,∞ <∞, ‖(α0 − α+
0 , β0 − β+

0 )‖w2,∞ <∞,
‖(α̃0, β̃0)‖w2,∞ <∞, if p =∞.

Let (α(t), β(t)), t ∈ (−T, T ), be the unique solution of the equation ALr(α, β) = 0
with summation coefficients {cj,±}r±j=0, corresponding to the initial conditions

α(0) = α0 + α̃0, β(0) = β0 + β̃0. (3.12)

Then this solution is of the form

α(t) = α0 + α̃(t), β(t) = β0 + β̃(t), (3.13)

where ‖(α̃(t), β̃(t))‖w,p <∞, respectively, ‖(α̃(t), β̃(t))‖w2,∞ <∞.

Proof. The proof is similar to the one of Theorem 2.4. From ALr(α, β) = 0 we

obtain an inhomogeneous differential equation for (α̃, β̃). The homogeneous part is

a finite sum over shifts of (α̃, β̃). The inhomogeneous part consists of products of
α0, β0 and their shifts, whose ‖.‖w,p norm is finite by Hölder’s inequality, and of
sums of the form cj,±α0, cj,±β0 and shifts thereof,

−
(
c0,+S

+r+ + c1,+S
+r+−1 + · · ·+ cr+−1,+S

+1 + cr

+ c0,−S
−r− + c1,−S

−r−−1 + · · ·+ cr−−1,−S
−1)α0,

(and analogously for β0) from which restriction (3.11) arises. Again S±j denote the
shift operators S±jα0(n) = α0(n±j). The requirement ‖(α0−α+

0 , β0−β+
0 )‖w,p <∞

yields the algebraic constraint (3.11) for cj,±. Finally, note that it is no restriction
to assume cr = 0 by (3.6). �

For example, we obtain such decaying solutions for AL(0,1)(α, β) if c0,+ = 0, for
AL(1,1)(α, β) if c0,+ = −c0,− (or c0,+ + c0,− + c1 = 0 as in Theorem 2.4).

Acknowledgment. The author thanks Armin Rainer and Gerald Teschl for valu-
able discussions on this topic.
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SCATTERING THEORY FOR JACOBI OPERATORS WITH

GENERAL STEPLIKE QUASI-PERIODIC BACKGROUND

IRYNA EGOROVA, JOHANNA MICHOR, AND GERALD TESCHL

To Vladimir Aleksandrovich Marchenko and Leonid Andreevich Pastur, our teachers and

inspiring colleagues.

Abstract. We develop direct and inverse scattering theory for Jacobi op-

erators with steplike coefficients which are asymptotically close to different

finite-gap quasi-periodic coefficients on different sides. We give a complete
characterization of the scattering data, which allow unique solvability of the

inverse scattering problem in the class of perturbations with finite first mo-

ment.

1. Introduction

In this paper we consider direct and inverse scattering theory for Jacobi oper-
ators with steplike quasi-periodic finite-gap background, using the Marchenko [15]
approach.

Scattering theory for Jacobi operators is a classical topic with a long tradition.
Originally developed on an informal level by Case in [5], the first rigorous results
for the case of a constant background were given by Guseinov [12] with further
extensions by Teschl [19], [20]. The case of periodic backgrounds was completely
solved in [24] (who in fact handle almost periodic operators with a homogenous
Cantor type spectrum) respectively [8] using different approaches. Moreover, the
case of a steplike situation, where the coefficients are asymptotically close to two
different quasi-periodic finite-gap operators, was solved in [11] (see also [1], [7])
under the restriction that the two background operators are isospectral. It is the
purpose of the present paper to remove this restriction.

We should also mention that scattering theory for Jacobi operators is directly
applicable to the investigation of the Toda lattice with initial data in the above
mentioned classes. See for example [3], [6], [23] for steplike constant backgrounds,
and [9], [10], [13], [14], and [16] for periodic backgrounds. For further possible
applications and additional references we refer to the discussion in [11].

Finally, let us give a brief overview of the remaining sections. After recalling
some necessary facts on algebro-geometric quasi-periodic finite-gap operators in
Section 2, we construct the transformation operators and investigate the properties
of the scattering data in Section 3. In Section 4 we derive the Gel’fand-Levitan-
Marchenko equation and show that it uniquely determines the operator. In addi-
tion, we formulate necessary conditions for the scattering data to uniquely deter-
mine our Jacobi operator. Our final Section 5 shows that our necessary conditions
for the scattering data are also sufficient.

2000 Mathematics Subject Classification. Primary 47B36, 81U40; Secondary 34L25, 39A11.
Key words and phrases. Inverse scattering, Jacobi operators, quasi-periodic, steplike.
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2. Step-like finite-band backgrounds

First we need to recall some facts on quasi-periodic finite-band Jacobi operators
which contain all periodic operators as a special case. We refer to [20, Chapter 9]
and [8] for details.

Let H±q be two quasi-periodic finite-band Jacobi operators,1

(2.1) H±q f(n) = a±q (n)f(n+ 1) + a±q (n− 1)f(n− 1) + b±q (n)f(n), f ∈ `2(Z),

associated with the Riemann surface of the square root

(2.2) P±(z) = −
2g±+1∏

j=0

√
z − E±j , E±0 < E±1 < · · · < E±2g±+1,

where g± ∈ N and
√
. is the standard root with branch cut along (−∞, 0). In fact,

H±q are uniquely determined by fixing a Dirichlet divisor
∑g±

j=1(µ±j , σ
±
j ), where

µ±j ∈ [E±2j−1, E
±
2j ] and σ±j ∈ {−1, 1}. The spectra of H±q consist of g± + 1 bands

(2.3) σ± := σ(H±q ) =

g±⋃

j=0

[E±2j , E
±
2j+1].

We will identify the set C \ σ(H±q ) with the upper sheet of the Riemann surface.

The upper and lower sides of the cuts over the spectrum are denoted by σu and σl

and the symmetric points on these cuts by λu and λl, that is,

f(λu) = lim
ε↓0

f(λ+ iε), f(λl) = lim
ε↓0

f(λ− iε), λ ∈ σ±.

We will develop the scattering theory for the operator

(2.4) Hf(n) = a(n− 1)f(n− 1) + b(n)f(n) + a(n)f(n+ 1), n ∈ Z,

whose coefficients are asymptotically close to the coefficients of H±q on the corre-
sponding half-axes:

(2.5)
±∞∑

n=0

|n|
(
|a(n)− a±q (n)|+ |b(n)− b±q (n)|

)
<∞.

The special case H−q = H+
q has been exhaustively studied in [8] (see also [24]) and

the case where H−q and H+
q are in the same isospectral class σ− = σ+ was treated

in [11]. Several results are straightforward generalizations, in such situations we
will simply refer to [8], [11] and only point out possible differences.

Let ψ±q (z, n) be the Floquet solutions of the spectral equations

(2.6) H±q ψ(n) = zψ(n), z ∈ C,

that decay for z ∈ C \ σ± as n→ ±∞. They are uniquely defined by the condition
ψ±q (z, 0) = 1, ψ±q (z, ·) ∈ `2(Z±). The solution ψ+

q (z, n) (resp. ψ−q (z, n)) coincides

with the upper (resp. lower) branch of the Baker–Akhiezer functions of H+
q (resp.

H−q ), see [20]. The second solutions ψ̆±q (z, n) are given by the other branch of

1Everywhere in this paper the sub or super index ”+” (resp. ”−”) refers to the background on

the right (resp. left) half-axis.
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the Baker–Akhiezer functions and satisfy ψ̆±q (z, ·) ∈ `2(Z∓) as z ∈ C \ σ±. Their
Wronskian is equal to

(2.7) W±q (ψ̆±q (z), ψ±q (z)) = ± 1

ρ±(z)
,

where

(2.8) ρ±(z) =

∏g±
j=1(z − µ±j )

P±(z)

satisfy by our choice of the branch for the square root

(2.9) Im(ρ±(λu)) > 0, Im(ρ±(λl)) < 0, λ ∈ σ±.
In (2.7) the following notation is used

(2.10) W±q,n(f, g) := a±q (n) (f(n)g(n+ 1)− f(n+ 1)g(n)) .

Note that ψ±q (z, n), ψ̆±q (z, n) have continuous limits as z → λu,l ∈ σu,l
± \ ∂σ±,

where

∂σ± = {E±0 , ..., E±2g±+1},
and they satisfy the symmetry property

(2.11) ψ±q (λl, n) = ψ±q (λu, n) = ψ̆±q (λu, n), λ ∈ σ±.

The points (µ±j , σ
±
j ), 1 ≤ j ≤ g±, form the divisors of poles of the Baker–

Akhiezer functions. Correspondingly, the sets of Dirichlet eigenvalues {µ±1 , ..., µ±g±}
can be divided in three disjoint subsets

M± = {µ±j |µ±j ∈ R\σ± is a pole of ψ±q (z, 1)},
M̆± = {µ±j |µ±j ∈ R\σ± is a pole of ψ̆±q (z, 1)},
M̂± = {µ±j |µ±j ∈ ∂σ±}.

(2.12)

In order to remove the singularities of ψ±q (z, n), ψ̆±q (z, n) we introduce

δ±(z) :=
∏

µ±
j ∈M±

(z − µ±j ),

δ̂±(z) :=
∏

µ±
j ∈M±

(z − µ±j )
∏

µ±
j ∈M̂±

√
z − µ±j ,

δ̆±(z) :=
∏

µ±
j ∈M̆±

(z − µ±j )
∏

µ±
j ∈M̂±

√
z − µ±j ,

(2.13)

where
∏

= 1 if there are no multipliers, and set

(2.14) ψ̃±q (z, n) = δ±(z)ψ±q (z, n), ψ̂±q (z, n) = δ̂±(z)ψ±q (z, n).

Lemma 2.1. The Floquet solutions ψ±q , ψ̆±q have the following properties:

(i) The functions ψ±q (z, n) (resp. ψ̆±q (z, n)) are holomorphic as functions of z

in the domain C\ (σ±∪M±) (resp. C\ (σ±∪M̆±)), take real values on the

set R \ σ±, and have simple poles at the points of the set M± (resp. M̆±).
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They are continuous up to the boundary σu
± ∪ σl

± except at the points in

M̂± and satisfy the symmetry property (2.11). For E ∈ M̂±, they satisfy

ψ±q (z, n) = O

(
1√
z − E

)
, ψ̆±q (z, n) = O

(
1√
z − E

)
, z → E ∈ M̂±.

Moreover, the estimate

(2.15) ψ̂±q (z, n)− ψ̂±q (E,n) = O(
√
z − E), E ∈ ∂σ±,

is valid.
(ii) The following asymptotic expansions hold as z → ±∞

(2.16) ψ±q (z, n) = z∓n
( n−1∏ ∗

j=0

a±q (j)
)±1(

1± 1

z

n−1∑ ∗

j=0

b±q (j + 1
0 ) +O(

1

z2
)
)
,

where

n−1∏ ∗

j=n0

f(j) =





n−1∏
j=n0

f(j), n > n0,

1, n = n0,
n0−1∏
j=n

f(j)−1, n < n0,

n−1∑ ∗

j=n0

f(j) =





n−1∑
j=n0

f(j), n > n0,

0, n = n0,

−
n0−1∑
j=n

f(j), n < n0.

(iii) The functions ψ±q (λ, n) form a complete orthogonal system on the spectrum
with respect to the weight

(2.17) dω±(λ) =
1

2πi
ρ±(λ)dλ,

namely

(2.18)

∮

σ±

ψ±q (λ,m)ψ±q (λ, n)dω±(λ) = δ(n,m),

where

(2.19)

∮

σ±

f(λ)dλ :=

∫

σu
±

f(λu)dλ−
∫

σl
±

f(λl)dλ.

Here δ(n,m) = 1 if n = m and δ(n,m) = 0 else is the Kronecker delta.

3. Scattering data

Now let H be a steplike operator with coefficients a(n), b(n) satisfying (2.5).
The two solutions ψ±(z, n) of the spectral equation

(3.1) Hψ = zψ, z ∈ C,

which are asymptotically close to the Floquet solutions ψ±q (z, n) of the background
equations (2.6) as n→ ±∞, are called Jost solutions. They can be represented as
(see [8])

(3.2) ψ±(z, n) =

±∞∑

m=n

K±(n,m)ψ±q (z,m),
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where the functions K±(n, .) are real valued and satisfy the estimate
(3.3)

|K±(n,m)| ≤ C±(n)
±∞∑

j=[m+n
2 ]

(
|a(j)− a±q (j)|+ |b(j)− b±q (j)|

)
, ±m > ±n > 0.

The functions C±(n) > 0 decrease monotonically as n→ ±∞. Moreover, we have

a(n) = a+
q (n)

K+(n+ 1, n+ 1)

K+(n, n)
,

a(n) = a−q (n)
K−(n, n)

K−(n+ 1, n+ 1)
,

b(n) = b+q (n) + a+
q (n)

K+(n, n+ 1)

K+(n, n)
− a+

q (n− 1)
K+(n− 1, n)

K+(n− 1, n− 1)
,

b(n) = b−q (n) + a−q (n− 1)
K−(n, n− 1)

K−(n, n)
− a−q (n)

K−(n+ 1, n)

K−(n+ 1, n+ 1)
,

(3.4)

which implies (cf. [8]) the following asymptotic behavior of the Jost solutions as
z → ±∞ using (3.2), (2.16),
(3.5)

ψ±(z, n) = z∓nK±(n, n)
( n−1∏ ∗

j=0

a±q (j)
)±1(

1+
(
B±(n)±

n∑ ∗

j=1

b±q (j− 0
1 )
)1

z
+O(

1

z2
)
)
,

where

(3.6) B±(n) =

±∞∑

m=n±1

(b±q (m)− b(m)).

For λ ∈ σu
± ∪ σl

± a second pair of solutions of (3.1) is given by

(3.7) ψ̆±(λ, n) =
±∞∑

m=n

K±(n,m)ψ̆±q (λ,m), λ ∈ σu
± ∪ σl

±,

which cannot be continued to the complex plane. Note that ψ̆±(λ, n) = ψ±(λ, n),
λ ∈ σ±, and from (2.5), (3.2) we conclude

(3.8) W (ψ±(λ), ψ±(λ)) = W±q (ψ̆±q (λ), ψ±q (λ)) = ±ρ±(λ)−1.

The Jost solutions ψ± are holomorphic in the domains C\(σ± ∪M±) and inherit
almost all properties of their background counterparts listed in Lemma 2.1. As
before, we set

(3.9) ψ̃±(z, n) = δ±(z)ψ±(z, n), ψ̂±(z, n) = δ̂±(z)ψ±(z, n).

The following Lemma is proven in [8].

Lemma 3.1. The Jost solutions have the following properties.

(i) For all n, the functions ψ±(z, n) are holomorphic in the domain C \ (σ± ∪
M±) with respect to z and continuous up to the boundary (σu

±∪σl
±)\∂σ±,

where

(3.10) ψ±(λu, n) = ψ±(λl, n), λ ∈ (σu
± ∪ σl

±) \ ∂σ±.
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The functions ψ±(z, n) are real valued for z ∈ R\σ± and have simple poles

at µj ∈M±. Moreover, ψ̂± are continuous up to the boundary σu
± ∪ σl

±.

(ii) At the band edges we have for λ ∈ σu,l
±

(3.11)
ψ±(λ, n)− ψ±(λ, n) = o(1), E ∈ ∂σ± \ M̂±,
ψ±(λ, n) + ψ±(λ, n) = o

(
1√
λ−E

)
, E ∈ M̂±.

Next, we introduce the sets

(3.12) σ(2) := σ+ ∩ σ−, σ
(1)
± = clos (σ± \ σ(2)), σ := σ+ ∪ σ−,

where σ is the (absolutely) continuous spectrum of H and σ
(1)
+ ∪ σ(1)

− resp. σ(2) are
the parts which are of multiplicity one resp. two. We will denote the interior of the
spectrum by int(σ), that is, int(σ) := σ \ ∂σ.

In addition to the continuous part, H has a finite number of eigenvalues situated
in the gaps, σd = {λ1, ..., λp} ⊂ R \ σ (see, e.g., [18]). For every eigenvalue we
introduce the corresponding norming constants

(3.13) γ−1
±,k =

∑

n∈Z
|ψ̃±(λk, n)|2, 1 ≤ k ≤ p.

Moreover, ψ̃±(λk, n) = c±k ψ̃∓(λk, n) with c+k c
−
k = 1.

Let

(3.14) W (z) := W (ψ−(z), ψ+(z))

be the Wronskian of two Jost solutions. This function is meromorphic in the domain
C \ σ with possible poles at the points M+ ∪M− ∪ (M̂+ ∩ M̂−) and with possible

square root singularities at the points M̂+ ∪ M̂− \ (M̂+ ∩ M̂−). Set

(3.15) W̃ (z) = W (ψ̃−(z), ψ̃+(z)), Ŵ (z) = W (ψ̂−(z), ψ̂+(z)),

then Ŵ (λ) is holomorphic in the domain C\R and continuous up to the boundary.

But unlike to W (z) and W̃ (z), the function Ŵ (λ) may not take real values on the
set R \ σ and complex conjugated values on the different sides of the spectrum.
That is why it is more convenient to characterize the spectral properties of the
operator H by means of the function W̃ , which can have singularities at the points
of the sets M̂+ ∪ M̂−. We will study the precise character of these singularities in
Lemma 3.2 below.

Note that outside the spectrum the function W̃ (z) vanishes precisely at the
eigenvalues. However, it might also vanish inside the spectrum at points in ∂σ− ∪
∂σ+. We will call such points virtual levels of the operator H,

(3.16) σv := {E ∈ σ : Ŵ (E) = 0},
and we will show that σv ⊆ ∂σ ∪ (∂σ

(1)
+ ∩ ∂σ(1)

− ) in Lemma 3.2. All other points E

of the set ∂σ+ ∪ ∂σ− correspond to the generic case Ŵ (E) 6= 0.
Our next aim is to derive the properties of the scattering matrix. Introduce the

scattering relations

(3.17) T∓(λ)ψ±(λ, n) = ψ∓(λ, n) +R∓(λ)ψ∓(λ, n), λ ∈ σu,l
∓ ,

where the transmission and reflection coefficients are defined as usual,

(3.18) T±(λ) :=
W (ψ±(λ), ψ±(λ))

W (ψ∓(λ), ψ±(λ))
, R±(λ) := −W (ψ∓(λ), ψ±(λ))

W (ψ∓(λ), ψ±(λ))
, λ ∈ σu,l

± .
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The equalities in (3.18) imply the identity

1

T+(λ)ρ+(λ)
=

1

T−(λ)ρ−(λ)
= W (λ), λ ∈ σ(2),

where W (λ) is the Wronskian of two Jost solutions (3.14). This Wronskian plays
an important role in the characterization of the properties of the scattering matrix.
Namely, the following result is valid.

Lemma 3.2. The entries of the scattering matrix have the following properties:
I.

(a) T±(λu) = T±(λl), λ ∈ σ±,
R±(λu) = R±(λl), λ ∈ σ±,

(b)
T±(λ)

T±(λ)
= R±(λ), λ ∈ σ(1)

± ,

(c) 1− |R±(λ)|2 =
ρ±(λ)

ρ∓(λ)
|T±(λ)|2, λ ∈ σ(2),

(d) R±(λ)T±(λ) +R∓(λ)T±(λ) = 0, λ ∈ σ(2).

II. The functions T±(λ) can be extended analytically to the domain C\(σ∪M±∪
M̆±) and satisfy

(3.19)
1

T+(z)ρ+(z)
=

1

T−(z)ρ−(z)
= W (z).

The function W (z) has the following properties:

(a) The function W̃ (z) = δ+(z)δ−(z)W (z) is holomorphic on C \ σ with simple
zeros at the eigenvalues λk, where

(3.20)

(
dW̃

dz
(λk)

)2

=
1

γ+,kγ−,k
.

Moreover,

(3.21) W̃ (λu) = W̃ (λl), λ ∈ σ, W̃ (z) ∈ R, z ∈ R \ σ.
(b) The function Ŵ (z) = δ̂+(z)δ̂−(z)W (z) is continuous on the set C\σ up to the

boundary σu∪σl. It can have zeros on the set ∂σ∪(∂σ
(1)
+ ∩∂σ(1)

− ) and does not vanish

at the other points of the spectrum σ. If Ŵ (E) = 0 as E ∈ ∂σ ∪ (∂σ
(1)
+ ∩ ∂σ(1)

− ),
then

(3.22)
1

Ŵ (λ)
= O

(
1√
λ− E

)
, for λ ∈ σ close to E.

Moreover,

(3.23)
1

Ŵ (z)
= O

(
(z − E)−1/2−ε

)
, for z close to E.

(c) In addition,

(3.24) T+(∞) = T−(∞) > 0.

III. (a) The reflection coefficients R±(λ) are continuous functions on int(σu,l
± ).

(b) If E ∈ ∂σ+ ∩ ∂σ− and Ŵ (E) 6= 0, then the functions R±(λ) are also
continuous at E. Moreover,

(3.25) R±(E) =

{
−1 for E /∈ M̂±,
1 for E ∈ M̂±.
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Proof. I. The symmetry property (a) follows from formulas (3.18) and (3.10). For

(b), use (3.18) and observe that ψ∓(λ) are real valued for λ ∈ int(σ
(1)
± ). Let

λ ∈ int(σ(2)). By (3.17),

|T±|2W (ψ∓, ψ∓) = (|R±|2 − 1)W (ψ±, ψ±),

and property (c) follows from (3.8). The consistency condition (d) can be derived
directly from definition (3.18).

II. The identity (3.19) follows from (3.18). (a) The Wronskian inherits the

properties of ψ±(z), so it remains to show (3.20). If Ŵ (z0) = 0 for z0 ∈ C \σ, then

(3.26) ψ̃±(z0, n) = c±ψ̃∓(z0, n)

for some constants c± (depending on z0), which satisfy c−c+ = 1. In particular,

each zero of W̃ (or Ŵ ) outside the continuous spectrum is a point of the discrete
spectrum of H and vice versa.

Let γ±,j be the norming constants defined in (3.13) for some point of the discrete
spectrum λj . By virtue of [20], Lemma 2.4,

d

dz
W (ψ̃−(z), ψ̃+(z))

∣∣∣
λj

= Wn(ψ̃−(λj),
d
dz ψ̃+(λj)) +Wn( ddz ψ̃−(λj), ψ̃+(λj))

= −
∑

k∈Z
ψ̃−(λj , k)ψ̃+(λj , k) = − 1

c±j γ±,j
.(3.27)

Since c−j c
+
j = 1, we obtain (3.20).

(b) Continuity of Ŵ up to the boundary follows from the corresponding property

of ψ̂±(z, n). We begin with the investigation of the possible zeros of this function
on the spectrum.

First let λ0 ∈ int(σ(2)) := σ(2) \ ∂σ(2), that is, δ̂− 6= 0 and δ̂+ 6= 0. Sup-

pose W (λ0) = 0, then ψ+(λ0, n) = c ψ−(λ0, n) and ψ+(λ0, n) = c̄ ψ−(λ0, n), i.e.
W (ψ+, ψ+) = |c|2W (ψ−, ψ−). But this implies opposite signs for ρ+, ρ− by (3.8),
sign ρ+(λ0) = − sign ρ−(λ0), which contradicts (2.9).

Let λ0 ∈ int(σ
(1)
± ) and W̃ (λ0) = 0. The point λ0 can coincide with a pole

µ ∈ M∓. But ψ±(λ0, n) and ψ±(λ0, n) are linearly independent and bounded,

and ψ̃∓(λ0, n) ∈ R. If W (λ0) = 0, then ψ̃∓ = c±1 ψ± = c±2 ψ± which implies

W (ψ±, ψ±)(λ0) = 0, a contradiction.
In the general mutual location of the background spectra the case λ0 = E ∈

(∂σ(2) ∩ int(σ±)) ⊂ int(σ) can occur. If Ŵ (E) = 0, then W (ψ±, ψ̂∓)(E) = 0,

where ψ̂∓ are defined by (3.9). The values of ψ̂∓(E, ·) are either purely real or

purely imaginary, therefore W (ψ±, ψ̂∓)(E) = 0, that is, ψ±(E,n) and ψ±(E,n) are
linearly dependent, which is impossible at inner points of the set σ±.

Thus, the virtual level σv of H defined in (3.16) can only be located on the set
∂σ− ∩ ∂σ+, that is,

(3.28) σv ⊆ ∂σ ∪
(
∂σ

(1)
− ∩ ∂σ(1)

+

)
.

To prove (3.22), take E ∈ σv and assume for example E ∈ σ+. By (3.17) and
(3.19),

δ̂+(λ)ψ̂−(λ, n)

δ̂−(λ)ρ+(λ)W (λ)
= δ̂+(λ)ψ+(λ, n) +R+(λ)ψ̂+(λ, n).
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Choose n0 such that ψ̂−(E,n0) 6= 0. By continuity we also have ψ̂−(λ, n0) 6= 0 in
a small vicinity of E. Then

δ̂+(λ)ψ+(λ, n0) +R+(λ)ψ̂+(λ, n0)

ψ̂−(λ, n0)
= O(1), λ→ E.

Accordingly,

1

Ŵ (λ)
= O

(∏g+
j=1(λ− µ+

j )

δ̂2
+(λ)

√
λ− E

)
= O

(
1√
λ− E

)
, λ ∈ σ+,

which proves (3.22). To see (3.23) note that

g(z, n) =
ψ+(z, n)ψ−(z, n)

W (z)

is a Herglotz function. Moreover, we can assume that µj 6= E and choose n such
that ψ±(E,n0) 6= 0. Hence it remains to show the corresponding estimate for g(z) =
g(z, n0). Since the continuous spectrum of H is purely absolutely continuous, we
deduce from Stieltjes inversion formula that

g(z) =
1

π

∫ E+δ

E−δ

Im(g(λ))

λ− z dλ+ g̃(z), δ > 0,

where g̃(z) is holomorphic near E. By (3.22) we infer (λ − E)1/2+εIm(g(λ)) is
Hölder continuous and the result follows from [17, Eq. (29.8)].

(c) Equation (3.24) follows from (3.5).
III. (a) follows from the corresponding properties of ψ±(z) and from II, (b). To

show III, (b) we use that by (3.18) the reflection coefficients have the representation

(3.29) R±(λ) = −W (ψ±(λ), ψ∓(λ))

W (ψ±(λ), ψ∓(λ))
= ∓W (ψ±(λ), ψ∓(λ))

W (λ)

and are continuous on both sides of the set int(σ±) \ (M∓ ∪ M̂∓). Moreover,

|R±(λ)| =
∣∣∣∣
W (ψ̂±(λ), ψ̂∓(λ))

Ŵ (λ)

∣∣∣∣,

where the denominator does not vanish on the set σ± \ σv. Hence R±(λ) are
continuous on this set since both numerator and denominator are.

Next, let E ∈ ∂σ± \ σv (in particular Ŵ (E) 6= 0). Then, if E /∈ M̂±, we use
(3.29) in the form

(3.30) R±(λ) = −1∓ δ̂±(λ)W (ψ±(λ)− ψ±(λ), ψ̂∓(λ))

Ŵ (λ)
,

which shows R±(λ) → −1 since ψ±(λ) − ψ±(λ) → 0 by Lemma 3.1, (2). This

settles the first case in (3.25). Similarly, if E ∈ M̂±, we use (3.29) in the form

(3.31) R±(λ) = 1± δ̂±(λ)W (ψ±(λ) + ψ±(λ), ψ̂∓(λ))

Ŵ (λ)
,

which shows R±(λ)→ 1 since δ̂±(λ) = O(
√
λ− E) and ψ±(λ) +ψ±(λ) = o

(
1√
λ−E

)

by Lemma 3.1, (2). This settles the second case in (3.25) as well. �
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4. The Gel’fand-Levitan-Marchenko equation

The aim of this section is to derive the inverse scattering problem equation (the
Gel’fand-Levitan-Marchenko equation) and to discuss some additional properties
of the scattering data which are consequences of this equation.

Theorem 4.1. The inverse scattering problem (the GLM) equation has the form

(4.1) K±(n,m) +
±∞∑

l=n

K±(n, l)F±(l,m) =
δ(n,m)

K±(n, n)
, ±m ≥ ±n,

where

F±(m,n) =

∮

σ±

R±(λ)ψ±q (λ,m)ψ±q (λ, n)dω±

+

∫

σ
(1),u
∓

|T∓(λ)|2ψ±q (λ,m)ψ±q (λ, n)dω∓ +

p∑

k=1

γ±,kψ̃
±
q (λk, n)ψ̃±q (λk,m).(4.2)

Proof. Consider a closed contour Γε consisting of a large circular arc and some
contours inside this arc, which envelope the spectrum σ at a small distance ε from
the spectrum. Let ±m ≥ ±n. The residue theorem, (2.17), (3.5), (3.20), and

equality ψ̃∓(λk, n) = c∓j ψ̃±(λk, n) imply

1

2πi

∮

Γε

ψ∓(λ, n)ψ±q (λ,m)

W (λ)
dλ =

δ(n,m)

K±(n, n)
+

p∑

k=1

Resλk

(
ψ̃∓(λ, n)ψ̃±q (λ,m)

W̃ (λ)

)

=
δ(n,m)

K±(n, n)
−

p∑

k=1

γ±,kψ̃±(λk, n)ψ̃±q (λk,m),(4.3)

since the integrand is meromorphic on C\σ with simple poles at the eigenvalues
λk and at ∞ if m = n. It is continuous till the boundary except at the points
E ∈ ∂σ+ ∪ ∂σ− where

(4.4)
ψ∓(λ, n)ψ±q (λ,m)

W (λ)
= O

(
1√
λ− E

)
, E ∈ ∂σ+ ∪ ∂σ−,

by (3.22). On the other hand, as ε→ 0,

1

2πi

∮

σ

ψ∓(λ, n)ψ±q (λ,m)

W (λ)
dλ =

=
1

2πi

∮

σ±

(
ψ±(λ, n) +R±(λ)ψ±(λ, n)

)
ψ±q (λ,m)

T±(λ)W (λ)
dλ

+
1

2πi

∮

σ
(1)
∓

ψ∓(λ, n)ψ±q (λ,m)

W (λ)
dλ

=

∮

σ±

ψ±(λ, n)ψ±q (λ,m)dω± +

∮

σ±

R±(λ)ψ±(λ, n)ψ±q (λ,m)dω±

+
1

2πi

∫

σ
(1),u
∓

ψ±q (λ,m)

(
ψ∓(λ, n)

W (λ)
− ψ∓(λ, n)

W (λ)

)
dλ.

(4.5)
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It remains to treat the last integrand. By (3.17) and Lemma 3.2, I,

ψ∓(λ, n) = T∓(λ)ψ±(λ, n)−R∓(λ)ψ∓(λ, n) = T∓(λ)ψ±(λ, n)− T∓(λ)

T∓(λ)
ψ∓(λ, n),

and therefore

ψ∓(n)

W
− ψ∓(n)

W
=
WT∓ +WT∓
|W |2T∓

ψ∓(n)− T∓
W
ψ±(n) = −T∓

W
ψ±(n),

since WT∓ +WT∓ = 2Re(WT∓) = 0 on σ∓. In summary, (4.3) and (4.5) yield

δ(n,m)

K±(n, n)
= K±(n,m) +

∮

σ±

R±(λ)ψ±(λ, n)ψ±q (λ,m)dω±

+

∫

σ
(1),u
∓

|T∓(λ)|2ψ±(λ, n)ψ±q (λ,m)dω∓ +

p∑

j=1

γ±,jψ̃±(λj , n)ψ̃±q (λj ,m),

and applying (3.2) finishes the proof. �

As it is shown in [8], the estimate (3.3) for K±(n,m) implies the following esti-
mates for F±(n,m).

Lemma 4.2. The kernel of the GLM equation satisfies the following properties.
IV. There exist functions C±(n) > 0 and q±(n) ≥ 0, n ∈ Z±, such that C±(n)
decay as n→ ±∞, |n|q(n) ∈ `1(Z±), and

|F±(n,m)| ≤ C±(n)
±∞∑

j=n+m

q(j),

±∞∑

n=n0

|n|
∣∣F±(n, n)− F±(n± 1, n± 1)

∣∣ <∞,

±∞∑

n=n0

|n|
∣∣a±q (n)F±(n, n+ 1)− a±q (n− 1)F±(n− 1, n)

∣∣ <∞.

(4.6)

In summary, we have obtained the following necessary conditions for the scat-
tering data:

Theorem 4.3. The scattering data

S =
{
R+(λ), T+(λ), λ ∈ σu,l

+ ; R−(λ), T−(λ), λ ∈ σu,l
− ;

λ1, . . . , λp ∈ R \ (σ+ ∪ σ−), γ±,1, . . . , γ±,p ∈ R+

}(4.7)

satisfy the properties I-III listed in Lemma 3.2. The functions F±(n,m), defined
in (4.2), satisfy property IV in Lemma 4.2.

In fact, the conditions on the scattering data given in Theorem 4.3 are both
necessary and sufficient for the solution of the scattering problem in the class (2.5).
The sufficiency of these conditions as well as the algorithm for the solution of the
inverse problem will be discussed in the next section.
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5. The inverse scattering problem

Let H±q be two arbitrary quasi-periodic Jacobi operators associated with se-

quences a±q (n), b±q (n) as introduced in Section 2. Let S be given scattering data
with corresponding kernels F±(n,m) satisfying the necessary conditions of Theo-
rem 4.3.

First we show that the GLM equations (4.1) can be solved for K±(n,m) if
F±(n,m) are given.

Lemma 5.1. Under condition IV, the GLM equations (4.1) have unique real-valued
solutions K±(n, ·) ∈ `1(n,±∞) satisfying the estimates

(5.1) |K±(n,m)| ≤ C±(n)
±∞∑

j=[n+m
2 ]

q(j), ±m > ±n.

Here the functions q±(n) and C±(n) are of the same type as in (4.6).
Moreover, the following estimates are valid

±∞∑

n=n0

|n|
∣∣K±(n, n)−K±(n± 1, n± 1)

∣∣ <∞,

±∞∑

n=n0

|n|
∣∣a±q (n)K±(n, n+ 1)− a±q (n− 1)K±(n− 1, n)

∣∣ <∞.
(5.2)

Proof. The solvability of (4.1) under condition (4.6) and the estimates (5.1), (5.2)
follow completely analogous to the corresponding result in [8, Theorem 7.5]. To
prove uniqueness, first note that the GLM equations are generated by compact
operators. Thus, it is sufficient to prove that the equation

(5.3) f(m) +

±∞∑

`=n

F±(`,m)f(`) = 0

has only the trivial solution in the space `1(n,±∞). The proof is similar for the
”+” and ”−” cases, hence we give it only for the ”+” case. Let f(`), ` > n, be a
nontrivial solution of (5.3) and set f(`) = 0 for ` ≤ n. Since F+(`, n) is real-valued,
we can assume that f(`) is real-valued. Abbreviate by

(5.4) f̂(λ) =
∑

m∈Z
ψ+
q (λ,m)f(m)

the generalized Fourier transform, generated by the spectral decomposition (2.18)

(cf. [22]). Recall that f̂(λ) ∈ L1
loc(σ

u
+ ∪ σl

+).
Multiplying (5.3) by f(m), summing over m ∈ Z, and applying (2.18), (4.2),

(5.4), and condition I, (a), we have

2

∫

σu+

|f̂(λ)|2dω+(λ) + 2Re

∫

σu+

R+(λ)f̂(λ)2dω+(λ)

+

∫

σ
(1),u
−

f̂(λ)2|T−(λ)|2dω−(λ) +

p∑

k=1

γ+,k

(∑

n∈Z
ψ̃+
q (λk, n)f(n)

)2

= 0.

(5.5)
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The last two summands in (5.5) are nonnegative since f̂(λ) ∈ R for λ ∈ σ(1)
− and

ψ̃+
q (λk) ∈ R. We estimate the first two integrands by

|f̂(λ)|2 + ReR+(λ)f̂(λ)2 ≥ |f̂(λ)|2 − |R+(λ)f̂(λ)2| ≥
(
1− |R+(λ)|

)
|f̂(λ)|2

and drop the last summand in (5.5), thus obtaining

(5.6) 2

∫

σ(2),u

(1− |R+(λ)|)|f̂(λ)|2dω+(λ) +

∫

σ
(1),u
−

f̂(λ)2|T−(λ)|2dω−(λ) ≤ 0.

Here we also used that∫

σ
(1),u
+

(1− |R+(λ)|)|f̂(λ)|2dω+(λ) = 0,

which follows from condition I, (b). Since |R+(λ)| < 1 for λ ∈ int(σ(2)) and

ω−(λ) > 0 for λ ∈ int(σ
(1)
− ) we conclude that

f̂(λ) = 0 for λ ∈ σ(2) ∪ σ(1)
− = σ−.

The function f̂(z) can be defined by formula (5.4) as a meromorphic function on

C \ σ+. By our analysis it is even meromorphic on C \ σ(1)
+ and vanishes on σ−.

Thus f̂(z) and hence also f(m) are equal to zero. �

Next, define the sequences a±, b± by

a+(n) = a+
q (n)

K+(n+ 1, n+ 1)

K+(n, n)
,

a−(n) = a−q (n)
K−(n, n)

K−(n+ 1, n+ 1)
,

b+(n) = b+q (n) + a+
q (n)

K+(n, n+ 1)

K+(n, n)
− a+

q (n− 1)
K+(n− 1, n)

K+(n− 1, n− 1)
,

b−(n) = b−q (n) + a−q (n− 1)
K−(n, n− 1)

K−(n, n)
− a−q (n)

K−(n+ 1, n)

K−(n+ 1, n+ 1)
,

(5.7)

and note that estimate (5.2) implies

(5.8) n
{
|a±(n)− a±q (n)|+ |b± − b±q (n)|

}
∈ `1(Z±).

Lemma 5.2. The functions ψ±(z, n), defined by

(5.9) ψ±(z, n) =
±∞∑

m=n

K±(n,m)ψ±q (z,m),

solve the equations

(5.10) a±(n− 1)ψ±(z, n− 1) + b±(n)ψ±(z, n) + a±(n)ψ±(z, n+ 1) = zψ±(z, n),

where a±(n), b±(n) are defined by (5.7).

Proof. Consider the two operators2

(H±y)(n) = a±(n− 1)y±(n− 1) + b±(n)y±(n) + a±(n)y±(n+ 1), n ∈ Z.

2We don’t know that H± is limit point at ∓∞ yet, but this will not be used.
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Define two discrete integral operators

(K±f) (n) =
±∞∑

m=n

K±(n,m)f(m).

Then (cf. [8]) the following identity is valid

H±K± = K±H±q ,
which implies (5.10). �

The remaining problem is to show that a+(n) ≡ a−(n), b+(n) ≡ b−(n) under
conditions II and III on the scattering data S.

Theorem 5.3. Let the scattering data S, defined as in (4.7), satisfy conditions I,
(a)–(c), II, III, (a), and IV. Then each of the GLM equations (4.1) has unique
solutions K±(n,m), satisfying the estimate (5.2). The functions a±(n), b±(n), de-
fined by (5.7), satisfy (5.8).

Under the additional conditions III, (b) and I, (d), these functions coincide,
a+(n) ≡ a−(n) = a(n), b+(n) ≡ b−(n) = b(n), and the data S are the scattering
data for the Jacobi operator associated with the sequences a(n), b(n).

The proof of Theorem 5.3 takes up the remaining section and is split into several
lemmas for the convenience of the reader.

To prove uniqueness of the reconstructed potential we follow the method pro-
posed in [15]. Recall that, by Lemma 2.1 (iii), the functions ψ±q (λ, n) form an
orthonormal basis with corresponding generalized Fourier transform. Split the ker-
nel of the GLM equation (4.2) into three summands F±(m,n) = Fr,±(m,n) +
Fh,±(m,n) + Fd,±(m,n) and set

(5.11) G±(n,m) :=

±∞∑

l=n

K±(n, l)Fr,±(l, n).

Then one obtains as in [8, Theorem 8.2] that the functions h∓(λ, n), defined by

h∓(λ, n) =
1

T±(λ)

(
ψ̆±q (λ, n)

K±(n, n)
+

∓∞∑

m=n∓1

G±(n,m)ψ̆±q (λ,m)

∓
∫

σ
(1),u
∓

|T∓(ξ)|2ψ±(ξ, n)
W±q,n−1(ψ±q (ξ), ψ̆±q (λ))

ξ − λ dω∓(ξ)

±
p∑

k=1

γ±,kψ̃±(λk, n)
W±q,n−1(ψ̃±q (λk), ψ̆±q (λ))

λ− λk

)
,

(5.12)

satisfy

(5.13) T±(λ)h∓(λ, n) = ψ±(λ, n) +R±(λ)ψ±(λ, n), λ ∈ σu,l± .

Despite the fact that h∓(λ, n) are defined via the background solutions cor-
responding to the opposite half-axis Z±, they share a series of properties with
ψ∓(λ, n). Namely, we prove

Lemma 5.4. Let h∓(z, n) be defined by formula (5.12) on the set σu,l
± .

(i) The functions h̃∓(z, n) = δ∓(z)h∓(z, n) admit analytic extensions to the
domain C \ σ.
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(ii) The functions h̃∓(z, n) are continuous up to the boundary σu,l except pos-
sibly at the points ∂σ+ ∪ ∂σ−. Furthermore,

h̃∓(λu, n) = h̃∓(λl, n) ∈ R, λ ∈ R \ σ∓,

h̃∓(λu, n) = h̃∓(λl, n), λ ∈ int(σ∓).
(5.14)

(iii) For large z the functions h∓(z, n) have the following asymptotic behavior

(5.15) h∓(z, n) =
z±n

K±(n, n)T±(∞)

( n−1∏ ∗

j=0

a±q (j)
)∓1(

1 +O(
1

z
)
)
, z →∞.

(iv) We have

W±(h∓(z), ψ±(z)) :=a±(n)
(
h∓(z, n)ψ±(z, n+ 1)− h∓(z, n+ 1)ψ±(z, n)

)

≡±W (z),

where W (z) is defined by (3.19).

Remark 5.5. Note that we did not establish the connection between the function
W (z) and the functions W±(ψ+(z, n), ψ−(z, n)), which can depend on n, because
ψ+ and ψ− are the solutions of Jacobi equations corresponding to possibly different
operators H+ and H−.

Proof. (i). To show that h̃∓(z, n) have analytic extensions to C \ σ, we study each
term in (5.12) separately.

First of all, note that due to the representation

(5.16) T±(z) =
1

ρ±(z)W (z)
=
δ̂∓(z)

δ̆±(z)

√∏2g±+1
j=0 (z − E±j )

Ŵ (z)
,

the functions ζ̃∓(z, n) = δ∓(z)ζ∓(z, n), where

(5.17) ζ∓(z, n) :=
ψ̆±q (z, n)

T±(z)
,

can be continued analytically to C \ σ. This also holds for the second term since
G±(n, ·) ∈ `1(Z) are real-valued.

Next we discuss the properties of the Cauchy-type integral in the representation
(5.12). We represent the third summand in (5.12) multiplied by T−1

± (z) as

(5.18) Θ∓(z, n) := ∓ 1

2πi

∫

σ
(1),u
∓

θ∓(z, ξ, n)
dξ

ξ − z ,

where

θ∓(z, ξ, n) = − δ∓(ξ)2

ρ∓(ξ)|W̃ (ξ)|2
ψ̃±(ξ, n)W±q,n−1(ψ̃±q (ξ, ·), ζ∓(z, ·))

= − |δ̂∓(ξ)|2
ρ∓(ξ)|Ŵ (ξ)|2

|δ̂±(ξ)|2
δ̂±(ξ)2

ψ̂±(ξ, n)W±q,n−1(ψ̂±q (ξ, ·), ζ∓(z, ·)).(5.19)

By property II, (a) the function Ŵ (ξ) has no zeros in the interior of σ
(1),u
∓ . Thus,

for z /∈ σ
(1)
∓ , the functions θ∓(z, ., n) are bounded in the interior of σ

(1)
∓ and the



170 I. EGOROVA, J. MICHOR, AND G. TESCHL

only possible singularities can arise at the boundary. We claim

(5.20) θ∓(z, ξ, n) =

{
O(
√
ξ − E) for E /∈ σv,

O
(

1√
ξ−E

)
for E ∈ σv,

E ∈ ∂σ(1)
∓ , z 6= E.

This follows from |δ̂∓(ξ)|2
ρ∓(ξ) = O(

√
ξ − E) together with Ŵ (ξ) = O(1) if E /∈ σv and

1/Ŵ (ξ) = O(1/
√
ξ − E) by II, (b) if E ∈ σv. Therefore, θ∓ are integrable and the

third summand of (5.12) also inherits the properties of ζ∓(z, n).

Finally, the last summand in (5.12) again inherits the properties of ζ̃∓(z, n)
except for possible additional poles at the eigenvalues λk. However, these cancel
with the zeros of W̃ (z) at z = λk.

(ii). We consider the boundary values next. The only nontrivial term is of course

the Cauchy-type integral (5.18) as z → λ ∈ int(σ
(1)
∓ ). First of all observe that by

(2.7) and (3.19),

W±q,n−1(ψ̃±q (λ), ψ̆±q (z))

T±(z)
→ (δ±W )(λ),

where the functions δ±W are bounded and nonzero for λ ∈ int(σ
(1)
∓ ) by II, (a).

Hence the Plemelj formula applied to (5.18) gives

Θ∓(λ, n) = ± ψ̃±(λ, n)

2δ±(λ)ρ∓(λ)W (λ)
∓−
∫

σ
(1),u
∓

θ∓(λ, ξ, n)

ξ − λ dξ, λ ∈ int(σ
(1),u
∓ ),

where both terms are finite. Here −
∫

denotes the principle value integral. Therefore,
the boundary values away from ∂σ+ ∪ ∂σ− exist and we have

(5.21) h∓(λu, n) = h∓(λl, n), λ ∈ σ+ ∪ σ−.

By property I, (b),

(5.22) h∓ = T−1
±
(
R±ψ± + ψ±

)
=
ψ±
T±

+
ψ±
T±
∈ R, λ ∈ σ(1)

± ,

from which

(5.23) h∓(λu, n) = h∓(λl, n), λ ∈ σ(1)
± ,

follows. Combining (5.21) and (5.23) yields (5.14).
(iii). Since the last two terms in (5.12) are O(z−1), the asymptotic behavior

follows from (3.5) and II, (c).
(iv). From (5.13), (3.8), and (3.19) we obtain

W±(h∓(λ), ψ±(λ)) =
W±(ψ±(λ), ψ±(λ))

T±(λ)
=

1

T±(λ)ρ±(λ)
= ±W (λ), λ ∈ σ±.

Hence equality holds for all z ∈ C by analytic continuation. �

Corollary 5.6. The functions h̃∓(z, n) admit analytic extensions to C \ σ∓.

Proof. Property (i) of Lemma 5.4 holds for z ∈ C \ σ. Relation (5.14) implies that

h̃∓ have no jumps across z ∈ int(σ
(1)
± ). To finish the proof we need to show that
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the possible remaining singularities at E ∈ ∂σ(1)
± ∩ ∂σ are removable. This follows

from (cf. (5.16))

(5.24) ζ̂∓(z, n) =
Ŵ (z)√∏2g±+1

j=0 (z − E±j )
δ̆±(z)ψ̆±q (z, n)

which shows ζ̃∓(z, n) = O((z − E)−1/2) and hence h̃∓(z, n) = O((z − E)−1/2) for

E ∈ σ(1)
± ∩ ∂σ.

However, let us emphasize at this point that the behavior of h±(z, n) at the
remaining edges is a more subtle question to be discussed later. �

Eliminating ψ± from
{

R±(λ)ψ±(λ, n) + ψ±(λ, n) = h∓(λ, n)T±(λ)

R±(λ)ψ±(λ, n) + ψ±(λ, n) = h∓(λ, n)T±(λ)

yields

ψ±(λ, n)
(
1− |R±(λ)|2

)
= h∓(λ, n)T±(λ)−R±(λ)h∓(λ, n)T±(λ).

We apply I, (c), II, and the consistency condition I, (d) to obtain

T∓(λ)ψ±(λ, n) = h∓(λ, n)− R±(λ)T±(λ)

T±(λ)
h∓(λ, n)

= h∓(λ, n) +R∓(λ)h∓(λ, n), λ ∈ σ(2).(5.25)

This equation together with (5.13) gives us a system from which we can eliminate
the reflection coefficients R±. We obtain
(5.26)

T±(λ)
(
ψ±(λ)ψ∓(λ)− h±(λ)h∓(λ)

)
= ψ±(λ)h±(λ)− ψ±(λ)h±(λ), λ ∈ σ(2),u,l.

Now introduce the function

(5.27) G(z) := G(z, n) =
ψ+(z, n)ψ−(z, n)− h+(z, n)h−(z, n)

W (z)

which is well defined in the domain z ∈ C \ (σ ∪ σd ∪M+ ∪M−). By (5.26) and
(3.19),

(5.28) G(λ) =
(
ψ±(λ)h±(λ)− ψ±(λ)h±(λ)

)
ρ±(λ), λ ∈ σ(2),u,l,

so we need to study the properties of G(z, n) as a function of z. Our aim is to prove
that G(z, n) = 0, which will follow from the next lemma.

Lemma 5.7. The function G(z, n), defined by (5.27), has the following properties.

(i) G(λu, n) = G(λl, n) ∈ R for λ ∈ R \ (∂σ− ∪ ∂σ+ ∪ σd).
(ii) It has removable singularities at the points ∂σ− ∪ ∂σ+ ∪ σd, where σd :=
{λ1, ..., λp}.

Proof. (i). We can rewrite G(z, n) as

(5.29) G(z, n) =
ψ̃+(z, n)ψ̃−(z, n)− h̃+(z, n)h̃−(z, n)

W̃ (z)
,
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where h̃±(z, n) = δ±(z)h±(z, n) as usual. The numerator is bounded near the points
under consideration and the denominator does not vanish there. Thus G(z, n) has
no singularities at the points (M+ ∪M−) \ σd.

Furthermore, by Lemma 5.4, II, (a), and Lemma 3.1 we know that G(z, n) has
continuous limiting values on the sets σ− and σ+, except possibly at the edges, and
satisfies

G(λu, n) = G(λl, n), λ ∈ σ+ ∪ σ−.
Hence, if we can show that these limits are real, they will be equal and G(z, n) will
extend to a meromorphic function on C, that is, (i) holds. To this aim we first
observe that (5.14), (5.28), and Lemma 3.1 imply

(5.30) G(λu, n) = G(λl, n) ∈ R, λ ∈ int(σ(2)).

Thus, it remains to prove

(5.31) G(λu, n) = G(λl, n) ∈ R for λ ∈ int(σ
(1)
− ) ∪ int(σ

(1)
+ ).

Let us show that G(λ, n) has no jump on the set int(σ
(1)
− )∪ int(σ

(1)
+ ). We abbreviate

(5.32) [G] := G(λ)−G(λ) =

[
ψ+ψ−
W

]
−
[
h+h−
W

]
, λ ∈ σ(1),u

± ,

and drop some dependencies until the end of this lemma for notational simplicity.

Let λ ∈ int(σ
(1),u
∓ ), then ψ±, h± ∈ R and T∓ = −(W ρ∓)−1. By (3.19), (I), (b),

and (5.13) we obtain for λ ∈ int(σ
(1)
∓ )

(5.33)

[
ψ+ψ−
W

]
= ψ±

[
ψ∓
W

]
= ρ∓ψ±

(
ψ∓T∓ + ψ∓T∓

)
= ρ∓h±ψ±|T∓|2.

Since ρ± ∈ R for λ ∈ int(σ
(1),u
∓ ), (3.19) implies

[
h∓
W

]
= ρ± [h∓T±] .

The only non-real summand in (5.12) is the Cauchy-type integral. The Plemelj
formula applied to this integral gives

[h∓T±] = −ρ∓ψ±|T∓|2W (ψ±q , ψ̆
±
q ) = ρ∓ψ±|T∓|2

1

ρ±
,

and by (5.33) we get

(5.34)

[
h+h−
W

]
=

[
ψ+ψ−
W

]
= ρ∓ψ±h±|T∓|2, λ ∈ int(σ

(1)
∓ ).

Since W̃ 6= 0 for λ ∈ int(σ
(1)
∓ ), the function

ρ∓ψ±h±|T∓|2 = − δ
2
∓
ρ∓

ψ̃±h̃±
|W̃ |2

is bounded on the set under consideration. Finally, (5.34) and (5.32) imply (5.31).
(ii). Now we prove that the function G(z, n) has removable singularities at the

points ∂σ− ∪ ∂σ+ ∪ σd. We divide this set into four subsets

(5.35) Ω±1 = ∂σ(2) ∩ int(σ∓), Ω2 = ∂σ(2) ∩ ∂σ, Ω±3 = ∂σ
(1)
± ∩ ∂σ±, Ω4 = σd.

Since all singularities of G are at most isolated poles, it is sufficient to show that

(5.36) G(z) = o
(
(z − E)−1

)
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from some direction in the complex plane.
Ω1: Consider E ∈ Ω+

1 (the case E ∈ Ω−1 being completely analogous). We will

study limλ→E G(λ, n) as λ ∈ int(σ(2)) using (5.28) with the “−” sign. Note that

ψ− = O(1), ρ− = O(1), and Ŵ (E) 6= 0. Moreover, we obtain from Lemma 3.1
respectively II that

ψ+(λ) =

{
O(1), E /∈ M̂+,

O
(

1√
λ−E

)
, E ∈ M̂+,

1

T+(λ)
=

{
O
(

1√
λ−E

)
, E /∈ M̂+,

O(1), E ∈ M̂+,

which shows

h−(λ) =
ψ+(λ) +R+(λ)ψ+(λ)

T+(λ)
= O

(
1√
λ− E

)

for λ ∈ σ(2). Inserting this into (5.28) shows G(λ, n) = O
(

1√
λ−E

)
and finishes the

case E ∈ Ω1.
Ω2: For E ∈ ∂σ(2) ∩∂σ, we use (5.28) and take the limit λ→ E from σ(2). First

of all, observe that

δ̆−
(
R−ψ− + ψ−

)
=

{
O(1) E ∈ σv,
o(1) E /∈ σv.

The case E ∈ σv is evident. If E /∈ σv then (3.11) and (3.25) yield

δ̆−
(
R−ψ− + ψ−

)
=

{
δ̆−
(
(ψ− − ψ−) + (R− + 1)ψ−

)
, E /∈ M̂−(

δ̆−(ψ− + ψ−) + (R− − 1)δ̆−ψ−
)
, E ∈ M̂−

= o(1).

Therefore, both for virtual and non-virtual levels the estimate

(5.37) δ̆−
(
R−ψ− + ψ−

)
Ŵ = o(1), E ∈ ∂σ−,

is valid. Inserting (5.13) into the summand ψ+h+ρ+ of (5.28) (for the second
summand we use an analogous approach) we obtain (recall (2.2))

ψ+h+ρ+ = ψ+ρ+ρ−(ψ− +R−ψ−)W =
ψ+δ̆+

P+P−
δ̂+δ̂−δ̆−(ψ− +R−ψ−)W

=
ψ+δ̆+

P+P−
δ̆−
(
R−ψ− + ψ−

)
Ŵ .(5.38)

Combining the estimate

ψ+δ̆+

P+P−
= O

(
1

λ− E

)

with (5.37) we have G(z) = o
(
(z − E)−1

)
as desired.

Ω3: Suppose that E ∈ ∂σ(1)
− ∩∂σ− (the case E ∈ ∂σ(1)

+ ∩∂σ+ is again analogous).
Now we cannot use (5.28), so we proceed directly from formula (5.27) estimating

the summands ψ+ψ−
W and h+h−

W separately. We investigate the limit as λ→ E from

the set int(σ
(1)
− ). By Lemma 3.1 and (3.22) we have

(5.39)
ψ+ψ−
W

=
ψ̂+ψ̂−
Ŵ

= O

(
1√
λ− E

)
,

hence the first summand has the desired behavior. To estimate the second sum-
mand, we split the function h−(λ, n) according to

h−(λ, n) = h1(λ, n) + h2(λ, n),
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where

h1(λ, n) = W+
q,n−1(ζ−(λ, ·), d−(λ, n, ·)), h2(λ, n) = h−(λ, n)− h1(λ, n),

(5.40) d−(λ, n, .) :=

∫

σ
(1),u
−

|T−(ξ)|2ψ+(ξ, n)ψ+
q (ξ, ·)

ξ − λ dω−(ξ).

It follows from the proof of Lemma 5.4 that h2(λ) = O(ζ−(λ)) for λ → E. Recall

that at the point under consideration singularities E ∈ {µ+
1 , . . . , µ

+
g+} ∪ M̂− might

occur (in the case ∂σ
(1)
− ∩∂σ one can have E ∈M+∪M̆+ and in the case ∂σ

(1)
− ∩∂σ(1)

+

one can have E ∈ M̂+). Introduce

(5.41) φ+
q (z, n) := δ̆+(z)ψ̆+

q (z, n)

and recall that (2.15) implies

(5.42) φ+
q (z, n)− φ+

q (E,n) = O(
√
z − E).

Then (see (2.2) and (2.13)) we have

(5.43)
h+ζ−
W

= O

(
h+ψ̆

+
q

WT+

)
= O

(
h+δ̂+δ̆+ψ̆

+
q

P+

)
= O

(
h+δ̂+
P+

)
φ+
q .

Now we distinguish two cases: (a) E ∈ ∂σ(1)
− ∩ ∂σ(1)

+ and (b) E ∈ ∂σ(1)
− ∩ ∂σ.

Case (a). By (5.13) and (5.37) we have

(5.44) δ̂+h+ =
(R−ψ− + ψ−)δ̂+

T−
=
Ŵ δ̆−(R−ψ− + ψ−)

P−
= o

(
1√
λ− E

)
,

therefore

(5.45)
h+(λ)ζ−(λ)

W (λ)
= o

(
1√
λ− E

)
φ+
q (λ)

P+(λ)
.

As a consequence of
φ+
q

P+
= O

(
1√
λ−E

)
we obtain

(5.46)
h+h2

W
= o

(
1

λ− E

)
, E ∈ ∂σ−.

Next, we have to estimate

(5.47)
h+h1

W
= W+

q,n−1

(h+ζ−
W

,d−
)
.

By (5.42) we can represent (5.45) as

(5.48)
h+(λ)ζ−(λ)

W (λ)
= o

(
1√
λ− E

)(
ψ̄+
q (E)√
λ− E

+O(1)

)
.

Then (5.47) implies

h+(λ, n)h1(λ, n)

W (λ)
= o

(
1√
λ− E

)(
O(d−(λ, n)) +O(d−(λ, n− 1))

+
O
(
W+
q,n−1

(
φ+
q (E), d−(λ)

))
√
λ− E

)
.

(5.49)

To estimate d− in the first two summands we distinguish between the resonance

case, E ∈ σv, and non-resonance, E /∈ σv. First let E /∈ σv, that is, Ŵ (E) 6= 0.
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From (5.19) and (5.20) we see that the integrand is bounded as λ→ E /∈ σv, then
d−(λ) = O(1) by [17].

If E ∈ σv, then (3.22) (see also (5.19)) yields

|T−(ξ)|2ρ−(ξ)ψ+(ξ, ·)ψ+
q (ξ, ·) = O

(
1√
ξ − E

)

and [17, Eq. (29.8)] implies

(5.50) d−(λ) = o

(
1√
λ− E

)
.

For the estimate of the last summand in (5.49) we use (5.19) and (5.40) to represent

the integrand in W+
q,n−1

(
ψ̆+
q (E), d−(λ)

)
as

|T−(ξ)|2ρ−(ξ)ψ+(ξ, n)W+
q,n−1

(
ψ+
q (ξ), φ+

q (E)
)

= O

(√
ξ − E
|Ŵ (ξ)|2

W+
q,n−1

(
ψ̂+
q (ξ), φ+

q (E)
))
.

It follows from (2.15) and (5.41) that

W+
q,n−1(ψ̂+

q (ξ), φ+
q (E)) = O

(√
ξ − E

)
,

which implies together with (3.22) the boundedness of the integrand near E. Thus,

(5.51) W+
q,n−1

(
φ+
q (E), d−(λ)

)
= O(1),

and combining (5.46), (5.49), (5.51), and (5.50) finishes case (a).
Case (b). Now we do not have estimate (5.37) (cf. III, (b)) at our disposal, but

we can proceed as in (5.43), (5.44) since P+(E) 6= 0 and arrive at

(5.52)
h+ζ−
W

= O(h+δ̂+) = O

(
Ŵ δ̆−(R−ψ− + ψ−)

P−

)
= O

(
Ŵ√
λ− E

)
.

This estimate is sufficient to conclude that (5.46) is valid in case (b) as well. For
h1, we use the following estimate (cf. (5.50) and (5.52)) instead of (5.47):

h+h1

W
= O

(
h+ζ−
W

)
O (d−) = O

(
Ŵ√
λ− E

)
o

(
1√
λ− E

)
.

Combining this with (5.46) finishes case (b).
Ω4: Finally we have to show that the singularities of G(z, n) at the points of the

discrete spectrum are removable. Since W̃ (z) has simple zeros at z = λk, it suffices
by (5.29) to show that

(5.53) h̃+(λk, n)h̃−(λk, n) = ψ̃−(λk, n)ψ̃+(λk, n).

By Lemma 5.4, the functions h̃∓ = δ∓h∓ given in (5.12) are continuous at the points

M̆±. Since (δ∓T
−1
± )(λk) = 0 and (δ∓T

−1
± ψ̆±q )(λk) = 0, only the last summand in

(5.12) is non-zero. We compute the limit of this summand as λ→ λk using (3.19),

(5.54) h̃∓(λk) = −γ±,kψ̃±(λk)
dW̃ (λk)

dλ
,

and apply (3.20) to obtain (5.53). �
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The identity G(z, n) ≡ 0 implies

(5.55) ψ+(z, n)ψ−(z, n)− h+(z, n)h−(z, n) ≡ 0, ∀n ∈ Z.

For z →∞ we obtain by (2.16) and (5.9)

ψ+(z, n)ψ−(z, n) = K+(n, n)K−(n, n)
n−1∏ ∗

j=0

a+
q (j)

a−q (j)
(1 + o(1)).

Formulas (5.15) and (3.24) imply

h+(z, n)h−(z, n) =
1

T+(∞)2K+(n, n)K−(n, n)

n−1∏ ∗

j=0

a−q (j)

a+
q (j)

(1 + o(1))

and by (5.55),

K+(n, n)K−(n, n)
n−1∏ ∗

j=0

a+
q (j)

a−q (j)
=

1

T+(∞)
.

The value on the left hand side does not depend on n, so using (5.7) we conclude

(5.56) a+(n) = a−(n) ≡ a(n), ∀n ∈ Z.

It remains to prove b+(n) = b−(n). If we eliminate the reflection coefficient R±
from (5.13) at n and (5.25) at n+ 1 we obtain

G1(λ, n) :=
ψ+(λ, n)ψ−(λ, n+ 1)− h+(λ, n+ 1)h−(λ, n)

W (λ)

= ρ+(λ)
(
h±(λ, n+ 1)ψ±(λ, n)− ψ±(λ, n)h±(λ, n+ 1)

)
, λ ∈ σ(2),u,l.

(5.57)

Proceeding as for G(λ, n) in Lemma 5.7 we can show that that the function G1(z, n)
is holomorphic in C. From (5.15), (5.9), (3.24), (2.16), (5.56), and the Liouville
theorem we conclude that

ψ+(z, n)ψ−(z, n+ 1)− h+(z, n+ 1)h−(z, n)

W (z)
= −1/a(n).

We compute the asymptotics of

W̄ (z, n) := a(n) (ψ+(z, n)ψ−(z, n+ 1)− h+(z, n+ 1)h−(z, n)) = −W (z)

as z →∞ and obtain (compare (3.5))

(5.58) 0 = W̄ (z, n)− W̄ (z, n− 1) = (b+(n)− b−(n))K+(0, 0)K−(0, 0).

This implies in particular b+(n) = b−(n) ≡ b(n), hence the proof of Theorem 5.3 is
finished.
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INVERSE SCATTERING TRANSFORM FOR THE TODA

HIERARCHY WITH STEPLIKE FINITE-GAP BACKGROUNDS

IRYNA EGOROVA, JOHANNA MICHOR, AND GERALD TESCHL

Abstract. We provide a rigorous treatment of the inverse scattering trans-

form for the entire Toda hierarchy for solutions which are asymptotically close

to (in general) different finite-gap solutions as n→ ±∞.

1. Introduction

The Toda lattice is one of the most prominent discrete integrable wave equations.
In particular, it can be solved via the inverse scattering method. For the classical
case, where the solution is asymptotically equal to the (same) constant solution,
this is of course well understood and covered in several monographs (e.g.) [12],
[36], or [33]. The corresponding long-time asymptotics were first computed by
Novokshenov and Habibullin [29] and were later made rigorous by Kamvissis [16]
under the additional assumption that no solitons are present (the case of solitons
was recently added in [23]; see also the review [22]).

The inverse scattering transform for the entire Toda hierarchy in the case of a
finite-gap background was solved only recently by us in [8] as a continuation of
[31]. Similar results were obtained by Khanmamedov [21]. Long-time asymptotics
for such solutions have been given by Kamvissis and Teschl for the case without
solitons [18], [19], [20] and by Krüger and Teschl for the case with solitons [24] (for
related trace formulas and conserved quantities see [27]).

In this respect it is important to mention that even the important case of a
one-soliton solution on a finite-gap background has different spatial asymptotics as
n→ ±∞ and hence is not covered by the above results (see [11], [34]). Hence this
clearly raises the need to extend the results from [8] to the case of solutions which
are asymptotically equal to (in general) different finite-gap solutions as n→ ±∞.

In fact, the simplest case, where the solution is asymptotically equal to two
different constant solutions, has already attracted considerable interest in the past.
The first to solve the corresponding Cauchy problem (in the case of rapid decay
with respect to the background) seems to be Oba [30]. Moreover, the long-time
asymptotics were considered in [1], [3], [4], [14], [15], [17], [37].

Our aim here is to fill this gap and to provide a treatment of the inverse scattering
transform for the entire Toda hierarchy in the case of steplike quasi-periodic finite-
gap backgrounds. Note that since we treat the entire Toda hierarchy, our results
also cover the Kac–van Moerbeke hierarchy as a special case [28].

Finally, we remark that the corresponding result for the Korteweg–de Vries equa-
tion is much more involved and was only recently solved by Egorova, Grunert, and

2000 Mathematics Subject Classification. Primary 37K15, 37K10; Secondary 47B36, 34L25.
Key words and phrases. Inverse scattering, Toda hierarchy, periodic.

Research supported by the Austrian Science Fund (FWF) under Grants No. Y330, V120.
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Teschl [6] under some additional restrictions on the spectra of the background op-
erators.

After introducing the Toda hierarchy in Section 2, we will first show that a
solution will stay close to a given background solution in Section 3. This result
implies that a short-range perturbation of a steplike finite-gap solution will stay
short range for all time, and it shows that the time-dependent scattering data satisfy
the hypothesis necessary for the Gel’fand–Levitan–Marchenko theory [26]. This
result constitutes the main technical ingredient for the inverse scattering transform.
In Section 4 we review some necessary facts on quasi-periodic finite-gap solutions
and in Section 5 we compute the time dependence of the scattering data and discuss
its dynamics.

2. The Toda hierarchy

In this section we introduce the Toda hierarchy using the standard Lax formalism
([25]). We first review some basic facts from [2] (see also [13], [33]).

We will only consider bounded solutions and hence require

Hypothesis H.2.1. Suppose a(t), b(t) satisfy

a(t) ∈ `∞(Z,R), b(t) ∈ `∞(Z,R), a(n, t) 6= 0, (n, t) ∈ Z× R,

and let t 7→ (a(t), b(t)) be differentiable in `∞(Z)⊕ `∞(Z).

Associated with a(t), b(t) is a Jacobi operator

(2.1) H(t) : `2(Z)→ `2(Z), f 7→ τ(t)f,

where

(2.2) τ(t)f(n) = a(n, t)f(n+ 1) + a(n− 1, t)f(n− 1) + b(n, t)f(n)

and `2(Z) denotes the Hilbert space of square summable (complex-valued) sequences
over Z. Moreover, choose constants c0 = 1, cj , 1 ≤ j ≤ r, cr+1 = 0, set

gj(n, t) =

j∑

`=0

cj−`〈δn, H(t)`δn〉,

hj(n, t) = 2a(n, t)

j∑

`=0

cj−`〈δn+1, H(t)`δn〉+ cj+1,(2.3)

where 〈δm, Aδn〉 denote the matrix elements of an operator A with respect to the
standard basis, and consider the Lax operator

(2.4) P2r+2(t) = −H(t)r+1 +

r∑

j=0

(2a(t)gj(t)S
+ − hj(t))H(t)r−j + gr+1(t),

where S±f(n) = f(n± 1). Restricting to the two-dimensional nullspace

Ker(τ(t)− z), z ∈ C,

of τ(t)− z, we have the following representation of P2r+2(t):

(2.5) P2r+2(t)
∣∣∣
Ker(τ(t)−z)

= 2a(t)Gr(z, ., t)S
+ −Hr+1(z, ., t),
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where Gr(z, n, t) and Hr+1(z, n, t) are monic polynomials in z of the type

Gr(z, n, t) =
r∑

j=0

zjgr−j(n, t),

Hr+1(z, n, t) = zr+1 +

r∑

j=0

zjhr−j(n, t)− gr+1(n, t).(2.6)

A straightforward computation shows that the Lax equation

(2.7)
d

dt
H(t)− [P2r+2(t), H(t)] = 0, t ∈ R,

is equivalent to

TLr(a(t), b(t))1 = ȧ(n, t)− a(n, t)
(
gr+1(n+ 1, t)− gr+1(n, t)

)
= 0,

TLr(a(t), b(t))2 = ḃ(n, t)−
(
hr+1(n, t)− hr+1(n− 1, t)

)
= 0,(2.8)

where the dot denotes a derivative with respect to t. Varying r ∈ N0 yields the
Toda hierarchy TLr(a, b) = (TLr(a, b)1,TLr(a, b)2) = 0. We will always consider r
as a fixed, but arbitrary, value.

Finally, we recall that the Lax equation (2.7) implies existence of a unitary
propagator Ur(t, s) such that the family of operators H(t), t ∈ R, are unitarily
equivalent, H(t) = Ur(t, s)H(s)Ur(s, t).

3. The initial value problem

First of all we recall the basic existence and uniqueness theorem for the Toda
hierarchy (see, e.g., [31], [32], or [33, Section 12.2]).

Theorem 3.1. Suppose (a0, b0) ∈ M = `∞(Z) ⊕ `∞(Z). Then there exists a
unique integral curve t 7→ (a(t), b(t)) in C∞(R,M) of the Toda hierarchy, that is,
TLr(a(t), b(t)) = 0, such that (a(0), b(0)) = (a0, b0).

In [31] it was shown that solutions which are asymptotically close to the constant
solution at the initial time stay close for all time. Our first aim is to extend this
result to include perturbations of quasi-periodic finite-gap solutions. In fact, we
will even be a bit more general. Set

(3.1) ‖(a, b)‖w,p =





(∑
n∈Z

w(n)
(
|a(n)|p + |b(n)|p

))1/p

, 1 ≤ p <∞,

sup
n∈Z

w(n)
(
|a(n)|+ |b(n)|

)
, p =∞.

Then

Lemma 3.2. Let w(n) ≥ 1 be some weight with supn(|w(n+1)
w(n) |+ |

w(n)
w(n+1) |) <∞ and

fix some 1 ≤ p ≤ ∞. Suppose a(n, t), b(n, t) and a±(n, t), b±(n, t) are arbitrary
bounded solutions of the Toda hierarchy and abbreviate

(3.2) ā(n, t) =

{
a+(n, t), n ≥ 0,

a−(n, t), n < 0,
b̄(n, t) =

{
b+(n, t), n ≥ 0,

b−(n, t), n < 0.

Then, if

(3.3) ‖
(
a(t)− ā(t), b(t)− b̄(t)

)
‖w,p <∞
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holds for one t = t0 ∈ R, then it holds for all t ∈ R.

Proof. Without loss of generality we assume that t0 = 0. Let us consider the
differential equation for the differences δ(n, t) =

(
a(n, t) − ā(n, t), b(n, t) − b̄(n, t)

)

in the Banach space of pairs of bounded sequences δ = (δ1, δ2) for which the norm
‖δ‖w,p is finite. We claim that δ satisfies an inhomogeneous linear differential
equation of the form

δ̇(t) =
∑

|j|≤r+1

Ar,j(t)(S
+)jδ(t) +Br(t)

(see e.g. [5] for the theory of ordinary differential equations in Banach spaces). Here
S±(δ1(n, t), δ2(n, t)) = (δ1(n± 1, t), δ2(n± 1, t)) are the shift operators,

Ar,j(n, t) =

(
A11
r,j(n, t) A12

r,j(n, t)
A21
r,j(n, t) A22

r,j(n, t)

)
,

are multiplication operators with bounded two by two matrix-valued sequences,
and

Br(n, t) =

(
Br,1(n, t)
Br,2(n, t)

)

is a vector in our Banach space with Br,i(n, t) = 0 for |n| > b r2c+ 1. All entries of
Ar,j(t) and Br(t) are polynomials with respect to (a(n+ j, t), b(n+ j, t)), (a±(n+
j, t), b±(n + j, t)), |j| ≤ b r2c + 1. Moreover, by our assumption the shift operators
are continuous,

‖S±‖ =

{
supn∈Z | w(n)

w(n±1) |1/p, p ∈ [1,∞),

supn∈Z | w(n)
w(n±1) |, p =∞,

and same is true for the multiplication operators Ar,j(t) whose norms depend only
on the supremum of the entries by Hölder’s inequality, that is, on the sup norms
of (a(t), b(t)) and (a±(t), b±(t)). Finally, recall that by unitary equivalence of the
operator family H(t), respectively H±(t), we have a uniform bound of the sup
norm supn(|a(n, t)|+ |b(n, t)|) ≤ 2‖H(t)‖ = 2‖H(0)‖, respectively supn(|a±(n, t)|+
|b±(n, t)|) ≤ 2‖H±(t)‖ = 2‖H±(0)‖. Consequently, there is a constant such that∑
|j|≤r+1 ‖Ar,j(t)‖‖(S+)j‖ ≤ Cr. Moreover, we will show below that the vector

Br(t) has only finitely many nonzero entries and thus ‖Br(t)‖w,p ≤ Dr, where the
constant again depends only on the sup norms of (a(t), b(t)) and (a±(t), b±(t)).
Hence

‖δ(t)‖w,p ≤ ‖δ(0)‖w,p +

∫ t

0

(
Cr‖δ(s)‖w,p +Dr

)

and Gronwall’s inequality implies

‖δ(t)‖w,p ≤ ‖δ(0)‖w,peCrt +
Dr

Cr
(eCrt − 1).

It remains to show existence of the above differential equation. This will follow once
we show that gr+1(t) − ḡr+1(t) and hr+1(t) − h̄r+1(t) can be written as a linear
combination of shifts of δ with the coefficients depending only on (a(t), b(t)) and
(a±(t), b±(t)). The fact that (ā, b̄) does not solve TLr only affects finitely many
terms and gives rise to the inhomogeneous term Br(t) which is nonzero only for a
finite number of terms.

To see that gr+1(t) − ḡr+1(t) and hr+1(t) − h̄r+1(t) can be written as a linear
combination of shifts of δ we can use induction on r. It suffices to consider the
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homogenous case where cj = 0, 1 ≤ j ≤ r, since all involved sums are finite. In
this case [33, Lemma 6.4] shows that gj(n, t), hj(n, t) can be recursively computed
from g0(n, t) = 1, h0(n, t) = 0 via

gj+1(n, t) =
1

2

(
hj(n, t) + hj(n− 1, t)

)
+ b(n, t)gj(n, t),

hj+1(n, t) = 2a(n, t)2
j∑

l=0

gj−l(n, t)gl(n+ 1, t)− 1

2

j∑

l=0

hj−l(n, t)hl(n, t)

and similarly for ḡj(n, t), h̄j(n, t). Hence the claim follows.
Finally, observe that since w(n) ≥ 1 this solution is bounded and hence coincides

with the solution of the Toda equation from Theorem 3.1. �
For closely related results we also refer to [35].

4. Quasi-periodic finite-gap solutions

As a preparation for our next section we first need to recall some facts on quasi-
periodic finite-gap solutions (again see [2], [13], or [33]).

Let H±q be two quasi-periodic finite-band Jacobi operators,1

(4.1) H±q (t)f(n) = a±q (n, t)f(n+ 1) + a±q (n− 1, t)f(n− 1) + b±q (n, t)f(n)

in `2(Z) associated with the Riemann surface of the square root

(4.2) P±(z) = −
2g±+1∏

j=0

√
z − E±j , E±0 < E±1 < · · · < E±2g±+1,

where g± ∈ N and
√
. is the standard root with branch cut along (−∞, 0). In fact,

H±q (t) are uniquely determined by fixing a Dirichlet divisor
∑g±

j=1(µ±j (t), σ±j (t)),

where µ±j (t) ∈ [E±2j−1, E
±
2j ] and σ±j (t) ∈ {−1, 1}. The time evolution of the Dirichlet

divisor is determined by the Dubrovin equations (cf. [33, (13.2)])and linearized by
the Abel map (cf. [33, Sect. 13.2]). The spectra of H±q (t) consist of g± + 1 bands

(4.3) σ± := σ(H±q (t)) =

g±⋃

j=0

[E±2j , E
±
2j+1].

We will identify the set C \σ(H±q (t)) with the upper sheet of the Riemann surface.

Associated with H±q (t) are the Weyl solutions

(4.4) ψ±q (z, n, t) ∈ `2(±N)

normalized such that ψ±q (z, 0, t) = 1. We will use the convention that for λ ∈ σ±
we set ψ±q (λ, n, t) = limε↓0 ψ±q (λ+ iε). Then

(4.5) ψ̂±q (z, n, t) = exp
(
α±r (z, t)

)
ψ±q (z, n, t)

satisfies

H±q (t)ψ̂±q (z, n, t) = zψ̂±q (z, n, t),(4.6)

d

dt
ψ̂±q (z, n, t) = P±q,2r+2(t)ψ̂±q (z, n, t),(4.7)

1Everywhere in this paper the sub or super index ”+” (resp. ”−”) refers to the background on

the right (resp. left) half-axis.
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where ([33], (13.47))

(4.8) α±r (z, t) =

∫ t

0

(
2a±q (0, s)G±q,r(z, 0, s)ψ

±
q (z, 1, s)−H±q,r+1(z, 0, s)

)
ds.

Note that the integrand in this last expression might have poles if z lies in one of
the spectral gaps [E±2j−1, E

±
2j ]. Hence one has to understand α±r (z, t) as a limit from

z ∈ C\R for such values of z. Alternatively one can use the expression in terms of
Riemann theta functions. Moreover, exp

(
α±r (z, t)

)
has simple poles at µ±j (0) and

simple zeros at µ±j (t). We refer to the discussion in [8] for further details.

5. Inverse scattering transform

Fix two quasi-periodic finite-gap solutions a±q (n, t), b±q (n, t) as in the previous
section. Let a(n, t), b(n, t) be a solution of the Toda hierarchy satisfying

(5.1)

±∞∑

n=0

(1 + |n|)
(
|a(n, t)− a±q (n, t)|+ |b(n, t)− b±q (n, t)|

)
<∞

for one (and hence for any) t0 ∈ R. In [10] (see also [7], [9], [38]) we have devel-
oped scattering theory for the Jacobi operator H(t) associated with a(n, t), b(n, t).
Jost solutions, transmission and reflection coefficients now depend on an additional
parameter t ∈ R. The essential spectrum of H(t) is (absolutely) continuous and

(5.2) σ(H(t)) ≡ σ(H), σess(H) = σ+ ∪ σ−, σp(H) = {λk}pk=1 ⊆ R\σess(H),

where p ∈ N is finite. We introduce the sets

(5.3) σ(2) := σ+ ∩ σ−, σ
(1)
± = clos (σ± \ σ(2)), σ := σ+ ∪ σ−,

where σ is the (absolutely) continuous spectrum of H(t) and σ
(1)
+ ∪ σ(1)

− , σ(2) are
the parts which are of multiplicity one, two, respectively.

The Jost solutions ψ±(z, n, t) are normalized such that

(5.4) ψ±(z, n, t) = ψ±q (z, n, t) (1 + o(1)) as n→ ±∞.
Transmission T±(λ, t) and reflection R±(λ, t) coefficients are defined via the scat-
tering relations

(5.5) T∓(λ, t)ψ±(λ, n, t) = ψ∓(λ, n, t) +R∓(λ, t)ψ∓(λ, n, t), λ ∈ σ∓,
which implies

(5.6) T±(λ, t) :=
W (ψ±(λ, t), ψ±(λ, t))

W (ψ∓(λ, t), ψ±(λ, t))
, R±(λ, t) := −W (ψ∓(λ, t), ψ±(λ, t))

W (ψ∓(λ, t), ψ±(λ, t))
,

λ ∈ σ±. Here Wn(f, g) = a(n)(f(n)g(n + 1) − f(n + 1)g(n)) denotes the usual
Wronski determinant.

To define the norming constants we need to remove the poles of ψ±(z, n, t) by
introducing

(5.7) ψ̃±(z, n, t) = δ±(z, t)ψ±(z, n, t), δ±(z, t) :=
∏

µ±
j (t)∈M±(t)

(z − µ±j (t)),

where

(5.8) M±(t) = {µ±j (t) |µ±j (t) ∈ R\σ± is a pole of ψ±q (z, 1, t)}.
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The norming constants γ±,k(t) corresponding to λk ∈ σp(H) are then given by

(5.9) γ±,k(t)−1 =
∑

n∈Z
|ψ̃±(λk, n, t)|2.

Lemma 5.1. Let (a(t), b(t)) be a solution of the Toda hierarchy such that (5.1)
holds. The functions

(5.10) ψ̂±(z, n, t) = exp(α±r (z, t))ψ±(z, n, t)

satisfy

(5.11) H(t)ψ̂±(z, n, t) = zψ̂±(z, n, t),
d

dt
ψ̂±(z, n, t) = P2r+2(t)ψ̂±(z, n, t).

Proof. We proceed as in [31, Theorem 3.2]. The Jost solutions ψ±(z, n, t) are con-
tinuously differentiable with respect to t by the same arguments as for z (compare
[7, Theorem 4.2]), and the derivatives are equal to the derivatives of the Baker–
Akhiezer functions as n→ ±∞.

For z ∈ C\σ, the solution u±(z, n, t) of (5.11) with initial condition ψ±(z, n, 0) ∈
`2±(Z) remains square summable near ±∞ for all t ∈ R (see [32] or [33, Lemma
12.16]), that is, u±(z, n, t) = C±(z, t)ψ±(z, n, t). Letting n→ ±∞ we see C±(z, t) =
1. The general result for all z ∈ C now follows from continuity. �

This implies

Theorem 5.2. Let (a(t), b(t)) be a solution of the Toda hierarchy such that (5.1)
holds. The time evolution for the scattering data is given by

T±(λ, t) = T±(λ, 0) exp(α∓r (λ, t)− α±r (λ, t)),

R±(λ, t) = R±(λ, 0) exp(α±r (λ, t)− α±r (λ, t)),

γ±,k(t) = γ±,k(0)
δ2±(λk, 0)

δ2±(λk, t)
exp(2α±r (λk, t)), 1 ≤ k ≤ p.

(5.12)

Proof. The Wronskian of two solutions satisfying (5.11) does not depend on n or t
(see [32], [33, Lemma 12.15]), hence

T±(λ, t) =
W (ψ±(λ, t), ψ±(λ, t))

W (ψ∓(λ, t), ψ±(λ, t))
=

exp(α∓r (λ, t))

exp(α±r (λ, t))

W (ψ̂±(λ, t), ψ̂±(λ, t))

W (ψ̂∓(λ, t), ψ̂±(λ, t))

= exp(α∓r (λ, t)− α±r (λ, t))T±(λ, 0),

R±(λ, t) = −W (ψ∓(λ), ψ±(λ))

W (ψ∓(λ), ψ±(λ))
= −exp(α±r (λ, t))

exp(α±r (λ, t))

W (ψ̂∓(λ), ψ̂±(λ))

W (ψ̂∓(λ), ψ̂±(λ))

= exp(α±r (λ, t)− α±r (λ, t))R±(λ, 0).

The time dependence of γ±,k(t) follows from ‖Ur(t, 0)ψ̃±(λk, ., 0)‖ = ‖ψ̃±(λk, ., 0)‖.
�

Remark 5.3. Note that we have
(5.13)

exp
(
α±r (λ, t)− α±r (λ, t)

)
= exp

(
P±(λ)

∫ t

0

G±q,r(λ, 0, s)∏g±
j=1(λ− µ±j (s))

ds

)
, λ ∈ σ±,
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where µ±j (t) are the Dirichlet eigenvalues. Moreover, in case of the Toda lattice,

where r = 0, we have G±q,0(λ, n, t) = 1 and H±q,1(λ, n, t) = λ− b±q (n, t).

In summary, since Lemma 3.2 ensures that (5.1) remains valid for all t once it
holds for the initial condition, we can compute R±(λ, 0) and γ±,k(0) from (a(n, 0),
b(n, 0)) and then solve the Gel’fand–Levitan–Marchenko (GLM) equation to obtain
the sequences (a(n, t), b(n, t)) as in [10]. More precisely, one needs to solve the GLM
equation

(5.14) K±(n,m, t) +

±∞∑

l=n

K±(n, l, t)F±(l,m, t) =
δn(m)

K±(n, n, t)
, ±m ≥ ±n,

for K±(n,m, t), where according to Theorem 5.2 the kernel F±(m,n, t) is given by

Theorem 5.4. The time dependence of the kernel of the Gel’fand–Levitan–
Marchenko equation is given by

F±(m,n, t) =
1

π
Re

∫

σ±

R±(λ, 0)ψ̂±q (λ,m, t)ψ̂±q (λ, n, t)

∏g±
j=1(λ− µ±j (0))

P±(λ)
dλ

+
1

2πi

∫

σ
(1)
∓

|T∓(λ, 0)|2ψ̂±q (λ,m, t)ψ̂±q (λ, n, t)

∏g±
j=1(λ− µ±j (0))

P∓(λ)
dλ(5.15)

+

p∑

k=1

γ±,k(0)ψ̆±q (λk,m, t)ψ̆
±
q (λk, n, t),

where ψ̆±q (z,m, t) = δ±(z, 0)ψ̂±q (z,m, t).

Proof. The kernel F±(m,n, 0) is derived in [10, Theorem 4.1]. Observe that α∓r (λ, t)

are real valued on the set σ
(1)
∓ and

exp
(
α±r (λ, t) + α±r (λ, t)

)
=

g±∏

j=1

λ− µ±j (t)

λ− µ±j (0)
, λ ∈ σ±,

then our result follows from (5.10) and Theorem 5.2. �
By [10] this equation is uniquely solvable and the solution of the Toda hierarchy

can be obtained from either K+(n,m, t) or K−(n,m, t) by virtue of

a(n, t) = a+q (n, t)
K+(n+ 1, n+ 1, t)

K+(n, n, t)
= a−q (n, t)

K−(n, n, t)

K−(n+ 1, n+ 1, t)
,

b(n, t) = b+q (n, t) + a+q (n, t)
K+(n, n+ 1, t)

K+(n, n, t)
− a+q (n− 1, t)

K+(n− 1, n, t)

K+(n− 1, n− 1, t)
,

= b−q (n, t) + a−q (n− 1, t)
K−(n, n− 1, t)

K−(n, n, t)
− a−q (n, t)

K−(n+ 1, n, t)

K−(n+ 1, n+ 1, t)
.(5.16)
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SOLITON SOLUTIONS OF THE TODA HIERARCHY ON

QUASI-PERIODIC BACKGROUNDS REVISITED

IRYNA EGOROVA, JOHANNA MICHOR, AND GERALD TESCHL

Abstract. We investigate soliton solutions of the Toda hierarchy on a quasi-
periodic finite-gap background by means of the double commutation method

and the inverse scattering transform. In particular, we compute the phase shift

caused by a soliton on a quasi-periodic finite-gap background. Furthermore,
we consider short-range perturbations via scattering theory. We give a full

description of the effect of the double commutation method on the scattering
data and establish the inverse scattering transform in this setting.

1. Introduction

Solitons on a (quasi-)periodic background have a long tradition and are used
to model localized excitements on a phonon, lattice, or magnetic field background
(see, e.g., [5], [11], [13], [15], [16], [17], [18] and the references therein). Of course
periodic solutions, as well as solitons travelling on a periodic background, are well
understood. Nevertheless there are still several open questions.

One of them is the stability of (quasi-)periodic solutions. For the constant so-
lution it is a classical result, that a small initial perturbation asymptotically splits
in a number of stable solitons. For a (quasi-)periodic background this cannot be
the case. In fact, associated with every soliton there is a phase shift (which will
be explicitly computed in Section 4) and the phase shifts of all solitons will not
add up to zero in general. Hence there must be something which makes up for this
phase shift. Moreover, even if no solitons are present, the asymptotic limit is not
the (quasi-)periodic background! A precise description of the asymptotic limit in
terms of Abelian integrals on the underlying Riemann surface is given in [9] (see
[10] for a proof). In particular, the asymptotic limit can be split into parts, one
which stems from the discrete spectrum (solitons) and one which stems from the
continuous spectrum.

The soliton part can be understood by adding/removing the solitons using a
Darboux-type transformation, that is, commutation methods for the underlying
Jacobi operators. Hence the purpose of the present paper is to complement [10] and
provide a detailed description of the double commutation method when applied to a
short-range perturbation of a quasi-periodic finite-gap solution of the Toda lattice.
In particular, we are interested in the effect of one double commutation step on the
scattering data.

After introducing the Toda hierarchy in Section 2 and recalling some necessary
facts on algebro-geometric quasi-periodic finite-gap solutions in Section 3 we briefly
review the single and double commutation methods in Section 4 and compute the
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phase shift (in the Jacobian variety) caused by inserting one eigenvalue for both
methods. In Section 5 we review direct scattering theory for Jacobi operators
with different (quasi-)periodic asymptotics in the same isospectral class. As our
main result we give a complete description of the effect of the double commutation
method on the scattering data. In addition, we provide some detailed asymptotic
formulas for the Jost functions ψ±(z, n) (which are normalized as n→ ±∞) at the
other side, that is, as n→ ∓∞. Our final Section 6 establishes the inverse scattering
transform for this setting. Our main results here are the time dependence of both
the scattering data and the kernel of the Gelfand-Levitan-Marchenko equation.

2. The Toda hierarchy

In this section we introduce the Toda hierarchy using the standard Lax formalism
([12]). We first review some basic facts from [1] (see also [21]).

We will only consider bounded solutions and hence require

Hypothesis H.2.1. Suppose a(t), b(t) satisfy

a(t) ∈ `∞(Z,R), b(t) ∈ `∞(Z,R), a(n, t) 6= 0, (n, t) ∈ Z× R,

and let t 7→ (a(t), b(t)) be differentiable in `∞(Z)⊕ `∞(Z).

Associated with a(t), b(t) is a Jacobi operator

(2.1) H(t) : `2(Z)→ `2(Z), f 7→ τ(t)f,

where

(2.2) τ(t)f(n) = a(n, t)f(n+ 1) + a(n− 1, t)f(n− 1) + b(n, t)f(n)

and `2(Z) denotes the Hilbert space of square summable (complex-valued) sequences
over Z. Moreover, choose constants c0 = 1, cj , 1 ≤ j ≤ r, cr+1 = 0, set

gj(n, t) =

j∑

`=0

cj−`〈δn, H(t)`δn〉,

hj(n, t) = 2a(n, t)

j∑

`=0

cj−`〈δn+1, H(t)`δn〉+ cj+1,(2.3)

and consider the Lax operator

(2.4) P2r+2(t) = −H(t)r+1 +

r∑

j=0

(2a(t)gj(t)S
+ − hj(t))H(t)r−j + gr+1(t),

where S±f(n) = f(n± 1). Restricting to the two-dimensional nullspace Ker(τ(t)−
z), z ∈ C, of τ(t)− z, we have the following representation of P2r+2(t)

(2.5) P2r+2(t)
∣∣∣
Ker(τ(t)−z)

= 2a(t)Gr(z, t)S
+ −Hr+1(z, t),

where Gr(z, n, t) and Hr+1(z, n, t) are monic polynomials in z of the type

Gr(z, n, t) =
r∑

j=0

zjgr−j(n, t),

Hr+1(z, n, t) = zr+1 +
r∑

j=0

zjhr−j(n, t)− gr+1(n, t).(2.6)
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A straightforward computation shows that the Lax equation

(2.7)
d

dt
H(t)− [P2r+2(t), H(t)] = 0, t ∈ R,

is equivalent to

TLr(a(t), b(t))1 = ȧ(t)− a(t)
(
g+
r+1(t)− gr+1(t)

)
= 0,

TLr(a(t), b(t))2 = ḃ(t)−
(
hr+1(t)− h−r+1(t)

)
= 0,(2.8)

where the dot denotes a derivative with respect to t and f±(n) = f(n±1). Varying
r ∈ N0 yields the Toda hierarchy TLr(a, b) = (TLr(a, b)1,TLr(a, b)2) = 0. We will
always consider r as a fixed, but arbitrary, value.

We recall that the Lax equation (2.7) implies existence of a unitary propagator
Ur(t, s) such that the family of operators H(t), t ∈ R, are unitarily equivalent,
H(t) = Ur(t, s)H(s)Ur(s, t). This also implies the basic existence and uniqueness
theorem for the Toda hierarchy (see, e.g., [20], [19], or [21, Section 12.2]).

Theorem 2.2. Suppose (a0, b0) ∈ M = `∞(Z) ⊕ `∞(Z). Then there exists a
unique integral curve t 7→ (a(t), b(t)) in C∞(R,M) of the Toda hierarchy, that is,
TLr(a(t), b(t)) = 0, such that (a(0), b(0)) = (a0, b0).

Finally, we recall the following result from [3] (compare also [20]), which says that
solutions which are asymptotically close to a background solution at the initial time
stay close for all time.

Lemma 2.3. Suppose a(n, t), b(n, t) and ā(n, t), b̄(n, t) are two arbitrary bounded
solutions of the Toda hierarchy satisfying (2.9) for one t0 ∈ R, then (2.9) holds for
all t ∈ R, that is,

(2.9)
∑

n∈Z
w(n)

(
|a(n, t)− ā(n, t)|+ |b(n, t)− b̄(n, t)|

)
<∞,

where w(n) ≥ 1 is some weight with supn(|w(n+1)
w(n) |+ |

w(n)
w(n+1) |) <∞.

3. Quasi-periodic finite-gap solutions

As a preparation for our next section we first need to recall some facts on quasi-
periodic finite-gap solutions (again see [1] or [21]).

Let M be the Riemann surface associated with the following function

(3.1) R
1/2
2g+2(z) = −

2g+1∏

j=0

√
z − Ej , E0 < E1 < · · · < E2g+1,

where g ∈ N and
√
. is the standard root with branch cut along (−∞, 0). M is a

compact, hyperelliptic Riemann surface of genus g. A point on M is denoted by

p = (z,±R1/2
2g+2(z)) = (z,±), z ∈ C, or p = ∞±, and the projection onto C ∪ {∞}

by π(p) = z. The sets Π± = {(z,±R1/2
2g+2(z)) | z ∈ C\⋃gj=0[E2j , E2j+1]} ⊂ M are

called upper, lower sheet, respectively.
Now pick g numbers (the Dirichlet eigenvalues)

(3.2) (µ̂j)
g
j=1 = (µj , σj)

g
j=1
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whose projections lie in the spectral gaps, that is, µj ∈ [E2j−1, E2j ]. Associated
with these numbers is the divisor Dµ̂ which is one at the points µ̂j and zero else.

Using this divisor we introduce

z(p, n, t) = Âp0(p)− α̂p0(Dµ̂)− nÂ∞−(∞+) + tUs − Ξ̂p0 ∈ Cg,
z(n, t) = z(∞+, n, t),(3.3)

where Ξp0 is the vector of Riemann constants, Us the b-periods of the Abelian
differential Ωs defined below, and Ap0 (αp0) is Abel’s map (for divisors). The

hat indicates that we regard it as a (single-valued) map from M̂ (the fundamental
polygon associated with M) to Cg. We recall that the function θ(z(p, n, t)) has
precisely g zeros µ̂j(n, t) (with µ̂j(0, 0) = µ̂j), where θ(z) is the Riemann theta
function of M.

Taking a stationary solution of TLg with constants cj , 1 ≤ j ≤ g, as initial con-

dition for another equation T̂Ls with constants ĉj , 1 ≤ j ≤ s, in the Toda hierarchy
(2.8) one obtains the quasi-periodic finite gap solutions of the Toda hierarchy given
by (see [21, Sections 13.1, 13.2])

aq(n, t)
2 = ã2 θ(z(n+ 1, t))θ(z(n− 1, t))

θ(z(n, t))2
,

bq(n, t) = b̃+

g∑

j=1

cj(g)
∂

∂wj
ln
( θ(w + z(n, t))

θ(w + z(n− 1, t))

)∣∣∣
w=0

.(3.4)

The constants ã, b̃, cj(g) depend only on the Riemann surface (see [21, Section 9.2]).
Introduce

φq(p, n, t) = C(n, t)
θ(z(p, n+ 1, t))

θ(z(p, n, t))
exp

(∫ p

p0

ω∞+,∞−
)
,

ψq(p, n, t) = C(n, 0, t)
θ(z(p, n, t))

θ(z(p, 0, 0))
exp

(
n

∫ p

p0

ω∞+,∞− + t

∫ p

p0

Ωs

)
,(3.5)

where C(n, t), C(n, 0, t) are real-valued,

(3.6) C(n, t)2 =
θ(z(n− 1, t))

θ(z(n+ 1, t))
, C(n, 0, t)2 =

θ(z(0, 0))θ(z(−1, 0))

θ(z(n, t))θ(z(n− 1, t))
,

and the sign of C(n, t) is opposite to that of aq(n, t). ω∞+,∞− is the Abelian
differential of the third kind with poles at∞+ respectively∞− and Ωs is an Abelian
differential of the second kind with poles at ∞+ respectively ∞− whose Laurent

expansion is given by the coefficients (j + 1)ĉs−j associated with T̂Ls (see [21,
Sections 13.1, 13.2]). Then

τq(t)ψq(p, n, t) = π(p)ψq(p, n, t),

d

dt
ψq(p, n, t) = 2aq(n, t)Ĝs(p, n, t)ψq(p, n+ 1, t)− Ĥs+1(p, n, t)ψq(p, n, t)

= P̂q,2s+2(t)ψq(p, n, t),(3.7)

where we use the hat to distinguish the quantities associated with T̂Ls from those
associated with TLg.

The two branches ψq,±(z, n, t) = ψq(p, n, t), p = (z,±), of the Baker-Akhiezer
function are linearly independent away from the branch points and their Wronskian
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is given by

Wq(ψq,−(z), ψq,+(z)) =
R

1/2
2g+2(z)∏g

j=1(z − µj)
.

Here Wq(f, g) = aq(n)(f(n)g(n+1)−f(n+1)g(n)) is the usual modified Wronskian.
It is well known that the spectrum of Hq(t) is time independent and consists of

g + 1 bands

(3.8) σ(Hq) =

g⋃

j=0

[E2j , E2j+1].

For further information and proofs we refer to [21, Chapter 9].
Finally, let us renormalize the Baker-Akhiezer function

(3.9) ψ̃q(p, n, t) =
ψq(p, n, t)

ψq(p, 0, t)

such that ψ̃q(p, 0, t) = 1 and let us define αs(p, t) via

(3.10) exp
(
αs(p, t)

)
= ψq(p, 0, t) = C(0, 0, t)

θ(z(p, 0, t))

θ(z(p, 0, 0))
exp

(
t

∫ p

p0

Ωs

)
.

4. Commutation methods and N-soliton solutions

In this section we investigate commutation methods when applied to a quasi-
periodic finite-gap background solution. In particular, we compute the phase shift
(in the Jacobian variety) introduced by the solitons. This can be found for the
case of one-dimensional Schrödinger operators in [7] (see also [6] for the elliptic
case). The case of Jacobi operators seems to be missing and hence we provide the
corresponding results to fill this gap. We want to be rather brief and refer to [8] or
[21, Ch. 11] for further details in this connection. Since the time t does not play a
role in this section, we will just omit it.

We start by inserting an eigenvalue using the single commutation method. Let
Hq be a quasi-periodic finite-gap operator and let ψq,±(z, n) be the branches of the
Baker-Akhiezer function which are square summable near ±∞. Fix λ1 < inf σ(Hq),
σ ∈ [−1, 1], define

(4.1) uq,σ(λ1, n) =
1 + σ

2
ψq,+(λ1, n) +

1− σ
2

ψq,−(λ1, n),

and let Hq,σ be the (self-adjoint) commuted operator associated with

(4.2) (τq,σf)(n) = aq,σ(n)f(n+ 1) + aq,σ(n− 1)f(n− 1) + bq,σ(n)f(n),

where (see [21, Sect. 11.2])

aq,σ(n) = −
√
aq(n)aq(n+ 1)uq,σ(λ1, n)uq,σ(λ1, n+ 2)

uq,σ(λ1, n+ 1)
,

bq,σ(n) = λ1 − aq(n)

(
uq,σ(λ1, n)

uq,σ(λ1, n+ 1)
+
uq,σ(λ1, n+ 1)

uq,σ(λ1, n)

)

= bq(n) + ∂∗
aq(n)uq,σ(λ1, n)

uq,σ(λ1, n+ 1)
.(4.3)
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Hq − λ1 and Hq,σ − λ1 restricted to the orthogonal complements of their corre-
sponding one-dimensional null-spaces are unitarily equivalent and hence

σac(Hq,σ) = σac(Hq), σsc(Hq,σ) = σsc(Hq) = ∅,

σpp(Hq,σ) =

{
{λ1}, σ ∈ (−1, 1)
∅, σ ∈ {−1, 1} .

Lemma 4.1. Let Hq be a quasi-periodic finite-gap operator associated with the
Dirichlet divisor Dµ̂ and let Hq,σ, −1 < σ < 1, be the commuted operator associated

with (4.2). Then we have

(4.4) aq,σ(n) ∼ aq,±1(n), bq,σ(n) ∼ bq,±1(n) as n→ ±∞,
where Hq,±1 are the quasi-periodic finite-gap operators associated with the Dirichlet
divisors Dµ̂±1

defined via

(4.5) αp0(Dµ̂±1
) = αp0(Dµ̂)−Ap0(p1)−Ap0(∞+), p1 = (λ1,±).

Proof. That Hq,±1 is associated with the divisor Dµ̂±1
is shown in [21, Sect. 11.4]

and the asymptotics follow since uq,σ(λ1, n) ∼ 1±σ
2 uq,±1(λ1, n) as n→ ∓∞. �

Similarly, one obtains the following result for the double commutation method. Let
λ1 ∈ R\σess(Hq), define (see [21, Sect. 11.6, (2.30)])

cq,γ(λ1, n) =
1

γ
+

n∑

j=−∞
ψq,−(λ1, j)

2 =
1

γ
+Wq,n(ψq,−(λ1), ψ̇q,−(λ1))

=
1

γ
+ aq(n)ψq,−(λ1, n)2φ̇q,−(λ1, n), γ 6= 0,(4.6)

and let Hq,γ be the doubly commuted operator associated with

aq,γ(n) = aq(n)

√
cq,γ(λ1, n− 1)cq,γ(λ1, n+ 1)

cq,γ(λ1, n)
,

bq,γ(n) = bq(n)− ∂∗ aq(n)ψq,−(λ1, n)ψq,−(λ1, n+ 1)

cq,γ(λ1, n)
.(4.7)

Then

Lemma 4.2. Let Hq be a quasi-periodic finite-gap operator associated with the
Dirichlet divisor Dµ̂ and let Hq,γ , 0 < γ < ∞, be the doubly commuted operator

associated with (4.7). Then we have

aq,γ(n) =

{
aq(n)(1 +O(w(λ1)2n)) as n→ −∞

aq,∞(n)(1 +O(w(λ1)−2n)) as n→ +∞ ,

bq,γ(n) =

{
bq(n)(1 +O(w(λ1)2n)) as n→ −∞

bq,∞(n)(1 +O(w(λ1)−2n)) as n→ +∞ ,(4.8)

where w(z) = exp(
∫ (z,+)

p0
ω∞+,∞−) is the quasi-momentum map and Hq,∞ is the

quasi-periodic finite-gap operator associated with the Dirichlet divisor Dµ̂∞ defined

via

(4.9) αp0(Dµ̂
λ1

) = αp0(Dµ̂) + 2Ap0(λ̂1), λ̂1 = (λ1,+).
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Proof. Since the double commutation method can be obtained via two single com-
mutation steps (see [21, Sect. 11.5]), the result is a consequence of our previous
lemma. The asymptotics follow from (4.7) and (3.5). �

Clearly, if we add k eigenvalues λ1, . . . , λk, then the asymptotics at +∞ are given
by the quasi periodic operator associated with the Dirichlet divisor

(4.10) αp0(Dµ̂
λ1,...,λk

) = αp0(Dµ̂) + 2
k∑

j=1

Ap0(λ̂j), λ̂j = (λj ,+).

In particular, by choosing at least one eigenvalue in each gap, we can attain any
prescribed asymptotics in the given isospectral class by Lemma 9.1 in [21].

Remark 4.3. If aq(n, t), bq(n, t) is a quasi-periodic solution of the Toda hierarchy
and ψq(p, n, t) is the corresponding time dependent Baker-Akhiezer function, then
aq,γ(n, t), bq,γ(n, t) is a solution of the Toda hierarchy which is centered at

(4.11) 2α(λ1)(n− v(λ1)t) + ln(γ) = 0,

where

(4.12) α(λ1) = Re

∫ (λ1,−)

p0

ω∞+,∞− , v(λ1) = − 1

α(λ1)
Re

∫ (λ1,−)

p0

Ωs.

5. Scattering theory

In this section we review scattering theory for Jacobi operators with steplike
quasi-periodic finite-gap background in the same isospectral class following [4]. Our
only new result in this section will be a full description of the effect of the double
commutation method on the scattering data in Lemma 5.5.

More precisely, we will take two quasi-periodic finite-gap operators H±q associ-

ated with the sequences a±q , b±q in the same isospectral class,

(5.1) σ(H+
q ) = σ(H−q ) ≡ Σ =

g⋃

j=0

[E2j , E2j+1],

but with possibly different Dirichlet data {µ̂±j }gj=1. We will add ± as a superscript
to all data introduced in Section 3 to distinguish between the corresponding data
of H+

q and H−q . To avoid excessive sub/superscripts we abbreviate

(5.2) ψ±q (z, n) = ψ±q,±(z, n) and ψ̄±q (z, n) = ψ±q,∓(z, n),

that is, ψ±q (z, n) is the solution of H±q decaying near ±∞ and ψ̄±q (z, n) is the

solution of H±q decaying near ∓∞. Note that for λ ∈ Σ we have ψ̄±q (λ, n) =

ψ±q (λ, n).
Let a(n), b(n) be sequences satisfying

(5.3)
±∞∑

n=0

|n|
(
|a(n)− a±q (n)|+ |b(n)− b±q (n)|

)
<∞

and denote the corresponding operator by H.



196 I. EGOROVA, J. MICHOR, AND G. TESCHL

Theorem 5.1. Assume (5.3). Then there exist solutions ψ±(z, .), z ∈ C, of τψ =
zψ satisfying

(5.4) lim
n→±∞

|w(z)∓n(ψ±(z, n)− ψ±q (z, n))| = 0,

where w(z) = exp(
∫ (z,+)

p0
ω∞+,∞−) is the quasi-momentum map.

Theorem 5.2. Assume (5.3). Then we have σess(H) = Σ, the point spectrum of H
is finite and confined to the spectral gaps of H±q , that is, σp(H) = {ρj}qj=1 ⊂ R\Σ.
Furthermore, the essential spectrum of H is purely absolutely continuous.

Using the fact that ψ±q (p, n) form an orthonormal basis for L2(∂Π+, dω
±), where

(5.5) dω± =

∏g
j=1(π − µ±j )

R
1/2
2g+2

dπ,

we can define

(5.6) K±(n,m) = 2Re

∫

Σ

ψ±(λ, n)ψ±q (λ,m)dω±

implying

(5.7) ψ±(z, n) =
±∞∑

m=n

K±(n,m)ψ±q (z,m).

Next we define the coefficients of the scattering matrix via the scattering relations

(5.8) ψ∓(λ, n) = α±(λ)ψ±(λ, n) + β±(λ)ψ±(λ, n), λ ∈ Σ,

where

α±(λ) =
W (ψ±(λ), ψ∓(λ))

W (ψ±(λ), ψ±(λ))
=

∏g
j=1(λ− µ±j )

R
1/2
2g+2(λ)

W (ψ−(λ), ψ+(λ)),(5.9)

β±(λ) =
W (ψ∓(λ), ψ±(λ))

W (ψ±(λ), ψ±(λ))
= ∓

∏g
j=1(z − µ±j )

R
1/2
2g+2(z)

W (ψ∓(λ), ψ±(λ)),

and Wn(f, g) = a(n)(f(n)g(n+ 1)− f(n+ 1)g(n)) denotes the Wronskian. Trans-
mission T±(λ) and reflection R±(λ) coefficients are then defined by

(5.10) T±(λ) = α−1
± (λ), R±(λ) =

β±(λ)

α±(λ)
=
W (ψ∓(λ), ψ±(λ))

W (ψ±(λ), ψ∓(λ))
.

The norming constants γ±,j corresponding to ρj ∈ σp(H) are given by

(5.11) γ−1
±,j =

∑

n∈Z
|ψ±(ρj , n)|2, 1 ≤ j ≤ q.

Note that γ±,j = 0 if ρj coincides with a pole µ̂±` ∈ Π± of ψ±(z, .). To avoid

this, one could remove the poles by introducing ψ̂±(z, .) as we did in [4]. Since
this normalization cancels out in the Gel’fand-Levitan-Marchenko equation and
unnecessarily complicates the formulas below, we will allow zero norming constants.

Moreover, ψ±(ρj , .) = c±j ψ∓(ρj , .) with c+j c
−
j = 1.
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Lemma 5.3. The coefficients T±(λ), R±(λ) are bounded for λ ∈ Σ, continuous for
λ ∈ Σ except at possibly the band edges Ej, and fulfill

T+(λ)T−(λ) + |R±(λ)|2 = 1, λ ∈ Σ,(5.12)

T±(λ)R±(λ) + T±(λ)R∓(λ) = 0, λ ∈ Σ.(5.13)

In particular,

(5.14) |T±(λ)|2
g∏

j=1

λ− µ±j
λ− µ∓j

+ |R±(λ)|2 = 1,

and hence |R±(λ)|2 ≤ 1 with equality only possibly at the band edges {Ej}. The
transmission coefficients T±(λ) have a meromorphic continuation to C\Σ with sim-
ple poles at µ±j if µ̂±j ∈ Π∓ and simple poles at ρj,

(5.15) (ResρjT±(λ))2 = γ+,jγ−,j
R2g+2(ρj)∏g
l=1(ρj − µ±l )2

.

In addition, T±(z) ∈ R as z ∈ R\Σ and

(5.16) T±(∞) =

−1∏

n=−∞

a(n)

a−q (n)

∞∏

n=0

a(n)

a+
q (n)

.

The sets

(5.17) S±(H) = {R±(λ), λ ∈ Σ; (ρj , γ±,j), 1 ≤ j ≤ q}
are called left/right scattering data for H.

Theorem 5.4. The kernel K±(n,m) of the transformation operator satisfies the
Gel’fand-Levitan-Marchenko equation

(5.18) K±(n,m) +

±∞∑

l=n

K±(n, l)F±(l,m) =
δ(n,m)

K±(n, n)
, ±m ≥ ±n,

where

F±(m,n) = 2Re

∫

Σ

R±(λ)ψ±q (λ,m)ψ±q (λ, n)dω± +

q∑

j=1

γ±,jψ
±
q (ρj , n)ψ±q (ρj ,m).

(5.19)

Note that the apparent poles µ±` cancel with the zeros of dω± and γ±,j at these
points.

The operator H can be uniquely reconstructed from S±(H) by solving the Gel’fand-
Levitan-Marchenko equation. We refer to [4] for further details.

Finally, we come to our principal new result in this section and investigate the
connection with the double commutation method. The scattering data of the op-
erators H, Hγ are related as follows.

Lemma 5.5. Let H be a given Jacobi operator satisfying (5.3) and choose ρq+1 ∈
R\σ(H), γ > 0. Then the doubly commuted operator Hγ , γ > 0, defined via
ψ−(ρq+1) as in Section 4, satisfies

(5.20) aγ(n) ∼
{

a−q (n) as n→ −∞
a∞q (n) as n→ +∞ , bγ(n) ∼

{
b−q (n) as n→ −∞
b∞q (n) as n→ +∞ ,



198 I. EGOROVA, J. MICHOR, AND G. TESCHL

such that (5.3) still holds, where H∞q is associated with Dirichlet data given by

(5.21) αp0(Dµ∞) = αp0(Dµ+) + 2Ap0(ρ̂q+1).

It has the scattering data

R−,γ(λ) = R−(λ),(5.22)

R+,γ(λ) =
θ(z∞(λ̂, 0))

θ(z+(λ̂, 0))

θ(z+(λ̂∗, 0))

θ(z∞(λ̂∗, 0))
B(λ, ρq+1)2R+(λ),(5.23)

T+,γ(z) = C
θ(z+(ẑ∗, 0))

θ(z∞(ẑ∗, 0))
B(z, ρq+1)T+(z),(5.24)

T−,γ(z) =
1

C

θ(z∞(ẑ, 0))

θ(z+(ẑ, 0))
B(z, ρq+1)T−(z),(5.25)

where

(5.26) B(z, ρ) = exp

(
−
∫ (ρ,+)

E(ρ)

ωẑẑ∗

)

is the Blaschke factor and λ̂ = (λ,+), ẑ = (z,+). The constant C is given by

(5.27) C =

√
θ(z∞(∞+, 0))θ(z∞(∞−, 0))

θ(z+(∞+, 0))θ(z+(∞−, 0))
> 0.

The norming constants γ−,j corresponding to ρj ∈ σp(H), j = 1, . . . , q, (cf. (5.11))
remain unchanged except for an additional eigenvalue ρq+1 with norming constant
γ−,q+1 = γ. The norming constants γ+,j,γ , j = 1, . . . , q, are given by

(5.28) γ+,j,γ =
1

C2

(
θ(z∞(ρ̂j , 0))

θ(z+(ρ̂j , 0))

)2

B(ρj , ρq+1)2γ+,j , ρ̂j = (ρj ,+),

and the additional norming constant γ+,q+1,γ reads
(5.29)

γ+,q+1,γ = C2

∏g
j=1(ρq+1 − µ+

j )2

γR2g+2(ρq+1)

(
θ(z+(ρ̂∗q+1, 0))

θ(z∞(ρ̂∗q+1, 0))
T+(ρq+1)Resz=ρq+1B(z, ρq+1)

)2

.

Proof. First we show that (5.3) still holds. Note that

aγ(n) =

{
a(n)(1 +O(w(ρq+1)2n)) as n→ −∞

a∞(n)(1 +O(w(ρq+1)−2n)) as n→ +∞ ,

bγ(n) =

{
b(n)(1 +O(w(ρq+1)2n)) as n→ −∞

b∞(n)(1 +O(w(ρq+1)−2n)) as n→ +∞ .

Hence the asymptotics near −∞ are clearly unchanged and for +∞ it suffices to
check γ =∞. By Lemma 5.7 below,

c∞(ρq+1, n+ 1)

c∞(ρq+1, n)
=
c∞(ρq+1, n+ 1)ψ+(ρq+1, n+ 1)

c∞(ρq+1, n)ψ+(ρq+1, n+ 1)
=
c+q,∞(ρq+1, n+ 1)

c+q,∞(ρq+1, n)
(1 + C(n)),

where
∑
n∈N n|C(n)| <∞. Therefore

(5.30) a∞(n) = a(n)

√
c∞(ρq+1, n− 1)c∞(ρq+1, n+ 1)

c∞(ρq+1, n)
→ aq,∞(n)

such that
∑
n∈N n|a∞(n)− aq,∞(n)| <∞ and similarly for b∞(n).
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Now we turn to the scattering data. By [21, Lemma 11.19], the Jost solutions
ψ±,γ(z, n) of Hγ are up to a constant given by
(5.31)

u±,γ(z, n) =
cγ(ρq+1, n)ψ±(z, n)− 1

z−ρq+1
ψ−(ρq+1, n)Wn−1(ψ−(ρq+1), ψ±(z))

√
cγ(ρq+1, n− 1)cγ(ρq+1, n)

.

Since this constant is equal to 1 for ψ−,γ(z, n) the fact that R− is unchanged
follows from its definition and [21, (11.107)]. The transmission coefficients are
reconstructed from R−(λ) using [4, Theorem 3.6] and R+,γ(λ) follows then from

R+,γ(λ) = −T−,γ(λ)

T−,γ(λ)
R−,γ(λ).

That the norming constants γ−,j are unchanged follows from [21, Lemma 11.14].
For γ+,j,γ , j = 1, . . . , q + 1, we use (5.15)

γ+,j,γ =

∏g
l=1(ρj − µ±l )2(ResρjT±,γ(λ))2

R2g+2(ρj)γ−,j
.

�
Remark 5.6. If we choose ρ = ρj ∈ σp(H) and γ = −γ−,j, then the eigenvalue
ρj is removed from the spectrum and it is straightforward to see that an analogous
result holds.

The following result used in the previous proof is of independent interest.

Lemma 5.7. Let H be a given Jacobi operator satisfying (5.3). Then for every
z ∈ C\Σ and every k ∈ N we have

(5.32) ψ∓(z, n)ψ±(z, n+k)−α±(z)ψ±q (z, n+k)ψ̄±q (z, n) = (k+1)|w(z)|kC±(z, n),

where
∑
±n∈N n|C±(z, n)| <∞.

Similarly, one has

(5.33) c∞(z, n)ψ±(z, n+ k)− α±(z)c±q,∞(z, n)ψ±q (z, n+ k) = C̃±(z, n, k),

where
∑
±n∈N n|C̃±(z, n, k)| <∞ and c∞(z, n), c±q,∞(z, n) are defined as in (4.6).

Proof. The proof is an extension of [14, Lemma 3.4] and we will only consider the
’+’ case. First recall that the Green’s functions of H+

q and H are given by

G+
q (z, n,m) =

ψ̄+
q (z,m)ψ+

q (z, n)

Wq(ψ̄
+
q (z), ψ+

q (z))
, G(z, n,m) =

ψ−(z,m)ψ+(z, n)

W (ψ−(z), ψ+(z))
, n ≥ m,

respectively. Considering matrix elements in the second resolvent identity (H −
z)−1 − (H+

q − z)−1 = (H − z)−1(H+
q −H)(H+

q − z)−1 we obtain

C+(z, n) =
|w(z)|−k
k + 1

∑

m∈Z
W (ψ−(z), ψ+(z))G(z, n,m)(H+

q −H)G+
q (z,m, n+ k)

for z ∈ C\σ(H). Since the poles of W (ψ−(z), ψ+(z))G(z, n,m) at z ∈ σp(H) are
removable, the formula holds for all z ∈ C\Σ. Estimating the right hand side using
|G(z, n,m)| ≤ const |w(z)||n−m| and |G+

q (z, n + k,m)| ≤ const |w(z)||n+k−m| we
obtain

|C+(z, n)| ≤ C|w(z)|−k
k + 1

∑

m∈Z
|w(z)||n−m|+|n−m+k|(2|a(m)−a+

q (m)|+|b(m)−b+q (m)|).
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We split the sum into three parts

|w(z)||n−m|+|n−m+k| =




|w(z)|k|w(z)|2|n−m| m < n,

|w(z)|k n ≤ m ≤ n+ k,
|w(z)|k|w(z)|2|n−m+k| m > n+ k.

Since (5.3) holds for c(m) = 2|a(m)−a+
q (m)|+|b(m)−b+q (m)| and we have |w(z)| < 1

for z ∈ C\Σ, we can apply Lemma A.1 to verify
∑
n∈N n|C+(z, n)| <∞.

The claim (5.33) is a consequence of (4.6) and (5.32)

c∞(z, n)ψ+(z, n+ k)2 =
n∑

j=−∞
ψ−(z, j)2ψ+(z, n+ k)2

= α+(z)2c+q,∞(z, n)ψ+
q (z, n+ k)2 + C̃±(z, n, k)ψ+

q (z, n+ k),

where C̃±(z, n, k) again can be estimated using Lemma A.1. �

6. Inverse scattering transform

Let a(n, t), b(n, t) be a solution of the Toda hierarchy satisfying

(6.1)
±∞∑

n=0

|n|
(
|a(n, t)− a±q (n, t)|+ |b(n, t)− b±q (n, t)|

)
<∞.

Note that by Lemma 2.3 it suffices to check (6.1) for one t0 ∈ R (as background
take H−q (t) and insert g eigenvalues such that the asymptotics on the other side

are given by H+
q (t)).

Jost solutions, transmission and reflection coefficients depend now on an addi-
tional parameter t ∈ R. The Jost solutions ψ±(z, n, t) are normalized such that

ψ̃±(z, n, t) = ψ̃±q (z, n, t) (1 + o(1)) as n→ ±∞,
where (c.f. (3.9))

(6.2) ψ̃±q (z, n, t) =
ψ±q (z, n, t)

ψ±q (z, 0, t)
=: exp(−α±s (z, t))ψ±q (z, n, t).

Moreover, we set

(6.3) exp(ᾱ±s (z, t)) = ψ̄±q (z, 0, t).

Note that we have exp(α±s (z, t)) = exp(ᾱ±s (z, t)) for λ ∈ Σ.
Transmission and reflection coefficients are then defined via the normalized Jost

solutions ψ̃±(z, n, t). Moreover,

(6.4) σ(H(t)) ≡ σ(H), t ∈ R.
To avoid the poles of the Baker-Akhiezer function, we will assume that none of

the eigenvalues ρj coincides with a Dirichlet eigenvalue µ±k (0, 0). This can be done
without loss of generality by shifting the initial time t0 = 0 if necessary.

Remark 6.1. Due to this assumption there is no need to remove these poles for the
definition of γ±,j, as we did in [2], [4]. Since the Dirichlet eigenvalues rotate in their
gap, the factor needed to remove the poles would only unnecessarily complicate the
time evolution of the norming constants. Moreover, these factors would eventually
cancel in the Gel’fand-Levitan-Marchenko equation, which is the only interesting
object from the inverse spectral point of view in the first place.
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Lemma 6.2. Let (a(t), b(t)) be a solution of the Toda hierarchy such that (5.3)
holds. The functions

(6.5) ψ±(z, n, t) = exp(α±s (z, t))ψ̃±(z, n, t)

satisfy

(6.6) H(t)ψ±(z, n, t) = zψ±(z, n, t),
d

dt
ψ±(z, n, t) = P̂2s+2(t)ψ±(z, n, t).

Proof. We proceed as in [3], [20, Theorem 3.2]. The Jost solutions ψ±(z, n, t)
are continuously differentiable with respect to t by the same arguments as for z
(compare [2, Theorem 4.2]) and the derivatives are equal to the derivatives of the
Baker-Akhiezer functions as n→ ±∞.

For z ∈ ρ(H), the solution u±(z, n, t) of (6.6) with initial condition ψ±(z, n, 0) ∈
`2±(Z) remains square summable near ±∞ for all t ∈ R (see [19] or [21, Lemma
12.16]), that is, u±(z, n, t) = C±(t)ψ±(z, n, t). Letting n→ ±∞ we see C±(t) = 1.
The general result for all z ∈ C now follows from continuity. �

This implies

Theorem 6.3. Let (a(t), b(t)) be a solution of the Toda hierarchy such that (5.3)
holds. The time evolution for the scattering data is given by

T±(z, t) = T±(z, 0) exp(α∓s (z, t)− ᾱ±s (z, t)),(6.7)

R±(λ, t) = R±(λ, 0) exp(α±s (λ, t)− ᾱ±s (λ, t)), λ ∈ Σ,(6.8)

γ±,j(t) = γ±,j(0) exp(2α±s (ρj , t)), 1 ≤ j ≤ q.(6.9)

Proof. Since the Wronskian of two solutions satisfying (6.6) does not depend on n
or t (see [19], [21, Lemma 12.15]), we have

T±(z, t) =
W (ψ̃±(z, t), ψ̃±(z, t))

W (ψ̃∓(z, t), ψ̃±(z, t))
=

exp(α∓s (z, t) + α±s (z, t))

exp(ᾱ±s (z, t) + α±s (z, t))

W (ψ±(z, t), ψ±(z, t))

W (ψ∓(z, t), ψ±(z, t))

= exp(α∓s (z, t)− ᾱ±s (z, t))T±(z, 0).

The result for R±(λ, t) follows similarly. The time dependence of γ±,j(t) follows

from ‖ψ±(ρj , ., t)‖ = ‖Ûs(t, 0)ψ±(ρj , ., 0)‖ = ‖ψ±(ρj , ., 0)‖. �

Corollary 6.4. The quantity T±(λ, t)T∓(λ, t) = 1 − |R±(λ, t)|2, λ ∈ Σ, does not
depend on t.

Another straightforward consequence is:

Theorem 6.5. The time dependence of the kernel of the Gel’fand-Levitan-Marchenko
equation is given by

F±(m,n, t) = 2Re

∫

Σ

R±(λ, 0)ψ±q (λ,m, t)ψ±q (λ, n, t)dω±(0)

+

q∑

j=1

γ±,j(0)ψ±q (ρj ,m, t)ψ
±
q (ρj , n, t).
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Proof. Just employ Theorem 6.3 to rewrite

F±(m,n, t) =

∫

∂Π+

R±(p, t)ψ̃±q (p,m, t)ψ̃±q (p, n, t)dω±(t)

+

q∑

j=1

γ±,j(t)ψ̃
±
q (ρj , n, t)ψ̃

±
q (ρj ,m, t),

where we also use that exp(α±s (λ, t) + ᾱ±s (λ, t)) =
∏g
j=1

λ−µ±j (0,t)

λ−µ±j (0,0)
. �

Finally we note ([19], [21, Section 14.5])

Lemma 6.6. Let (a(t), b(t)) be a solution of the Toda hierarchy such that (5.3)
holds. Choose ρ ∈ R\σ(H) and γ > 0. Then (aγ(t), bγ(t)) defined via ψ−(ρ, n, t)
using the double commutation method is again a solution of the Toda hierarchy such
that (5.3), with H+

q (t) accordingly changed, holds.
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Appendix A. Some estimates

In the proof of Lemma 5.7 we need the following elementary result. Consider a
sequence c ∈ `(Z) and abbreviate

(A.1) ‖c‖∞ = sup
n∈Z
|c(n)|, ‖c‖1 =

∞∑

n=0

|c(n)|, ‖c‖1,1 =
∞∑

n=1

n|c(n)|.

Lemma A.1. Suppose w is some complex number with |w| < 1 and c ∈ `(Z)
satisfies ‖c‖∞, ‖c‖1,1 <∞.

Then

‖
∞∑

m=0

c(n+m)wm‖1,1 ≤
1

1− |w| ‖c‖1,1

and

‖
∞∑

m=0

c(n−m)wm‖1,1 ≤
1

1− |w| ‖c‖1,1 +
|w|

(1− |w|)2
‖c‖1 +

|w|2
(1− |w|)3

‖c‖∞.

Proof. The first estimate follows from

‖
∞∑

m=0

c(n+m)wm‖1,1 =
∞∑

n=1

n
∣∣∣
∞∑

m=0

c(n+m)wm
∣∣∣

≤
∞∑

n=0

∞∑

m=0

(n+m)|c(n+m)||w|m

=

∞∑

m=0

‖c‖1,1|w|m =
1

1− |w| ‖c‖1,1.
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Similarly, the second follows from

‖
∞∑

m=0

c(n−m)wm‖1,1 =
∞∑

n=0

n
∣∣∣
∞∑

m=0

c(n−m)wm
∣∣∣

≤
∞∑

m=0

(
m(m− 1)

2
‖c‖∞ +m‖c‖1 + ‖c‖1,1

)
|w|m.

�
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