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Preface

This thesis essentially consists of three research articles, referred to as Paper A, Paper B
and Paper C. The latest version of these articles can be found on the arXiv (http://arxiv.org).
For detailed links, see [10-12]. Some of the results contained in the Papers A, B and C have
been presented at international conferences, and extended abstracts have been published in
the corresponding conference proceedings (see [13, 14]). A detailed list can also be found at
the end of this thesis.
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Introduction

Lattice path models are important and well-studied structures in combinatorics and prob-
ability theory as well as in statistical mechanics. For example, they naturally appear in basic
probabilistic and combinatorial settings such as coin tossing and ballot type problems (see, e.g.,
[15, Chaper III]). In general, a lattice walk is represented by a (finite) sequence of vertices of a
given lattice. In this thesis we will be concerned with two related lattice path models, namely
non-intersecting lattice paths and lattice walks in a Weyl chamber. The lattice underlying the
first model is always assumed to be the acyclic and directed square grid.

A set of lattice paths is called non-intersecting if the vertex sets corresponding to any pair
of different lattices walks in this set are disjoint. In statistical mechanics, non-intersecting
lattice paths (or vicious walkers) are for example used to describe certain wetting and melting
processes (see Fisher [16]), or to encode certain non-colliding particle systems (one may think
of a one-dimensional discrete gas). Non-intersecting lattice paths are also in bijection with
other important combinatorial objects such as plane partitions, integer partitions and Young
tableaux (see, e.g., [20, 25, 33, 34]). Furthermore, non-intersecting lattice paths turned out to
be a very useful tool for proving Schur function identities as well as identities for orthogonal
and symplectic characters (see [18-20]). In [22, 30], the authors prove convergence results for
certain (suitably rescaled) configurations of non-intersecting lattice paths, called watermelons
and stars, to systems of non-colliding Brownian motions (see also [44]), which are closely related
to Dyson’s Brownian motion [9]. These limiting laws establish a close relation to random matrix
theory (see, e.g., [37]), a fact that has been exhibited earlier, e.g., in [2, 3, 38]. More precisely,
it is known that the distribution of the positions of random non-intersecting lattice paths at a
certain time are related to the eigenvalue distribution in some random matrix ensembles. In
particular, the top most path corresponds to the largest eigenvalue of the random matrix.

The second type of objects we study in this thesis are random lattice walks confined to the
region 0 < 71 < 3 < --- < xy, (here, z; refers to the j-th coordinate in R?). This region is
identified with a Weyl chamber of type B. Special configurations of lattice walks in a Weyl
chamber correspond, e.g., to certain non-intersecting lattice paths, namely vicious walkers in
the lock step model or in the random turns model with wall restriction (see Fisher [16] and
[Paper A, Section 7]) and k-non-crossing tangled diagrams (see [7]). Walks in a Weyl chamber
also have an interpretation in terms of multiplicities of weights in tensor powers (see [24] and
42))

In Paper A, we determine asymptotics for the number of lattice walks in a Weyl chamber of
type B as the number of steps tends to infinity for a general class of steps. This class of steps
is such that an exact expression for the total number of walks can be determined with the help
of a reflection principle argument, that generalises a result by Gessel and Zeilberger [21] (see
also Theorem 1 below). We want to stress that the admissible class of steps can be precisely
described (see [Paper A, Lemma 3.5]), and is such that it also includes types of lattice walks
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2 Introduction

that are not of the nearest neighbour type. As corollaries to our main results, we obtain
asymptotics for vicious walks in the lock step model as well as in the random turns model,
and also for k-non-crossing tangled diagrams (see [Paper A, Section 7]). Special cases of these
results include asymptotics given in [33, 40|, as well as precises asymptotics for the number
of certain objects studied in [7, 23|, where the authors could only determine the asymptotic
growth order.

In Papers B and C, we study non-intersecting lattice paths on the Z-lattice spanned by the
set {(1,1),(1,—1)} with steps from this set. In Paper B, the paths are confined to the upper
half plane, and the horizontal axis plays the role of an impenetrable wall. In Paper C' we study
non-intersecting lattice paths without such a wall restriction. On these structures, we analyse
the statistics “height” (the maximum ordinate of the top most path) and “range” (difference
between maximum ordinate of top most path and minimum ordinate of bottom most path).
Assuming the uniform probability measure on the set of configurations with a fixed number n of
steps, we determine the limiting distribution of the random variables “height” and “range” as
n — oo. Additionally, we determine first and second order asymptotics for all moments of the
random variable “height”. This research was motivated by computer experiments published
in [5]. As a special case, the results in Paper B and Paper C include well-known results on the
maximum and the range of Brownian excursions and Brownian bridges (see [4, 39]) as well as
results in [17] on the height of pairs of non-intersecting paths. In [28, 41], the authors consider
this model in the thermo-dynamical limit (i.e., non-intersecting Brownian motions instead of
non-intersecting lattice paths) and re-derive the asymptotically dominant terms for some of
the quantities given in Paper B and Paper C. The derivation of the results in [28] is very
close to the approach taken in Paper B, and makes essential use of a result originally proven
in Paper B (cf. [Paper B, Corollary 1] and [28, Lemma 3]).

All of the above mentioned results share an interesting characteristic: while it is relatively
easy to set up exact counting formulas for the quantities in question (mainly because they can
already be found in the literature), it is rather hard to obtain asymptotic results from these
formulas. The main reason for this fact is, that all these exact formulas involve determinants
that cannot be evaluated to a simple closed product form. As a consequence, we have to
cope with a large number of cancellations of leading asymptotic terms that increases with the
dimension of the matrix inside the determinant. The solution to this problem was one of the
key steps in the proofs of the above mentioned results. For details, we directly refer to the
research manuscripts A, B and C.

The rest of the introduction is organised as follows. In Section 1 we give precise definitions
for walks in a Weyl chamber, and state a fundamental counting result for the total number
of lattice walks in a Weyl chamber due to Gessel and Zeilberger [21] (see Theorem 1 below).
This result relies on the so-called reflection principle, that we also present in this section in its
most basic form.

In Section 2 we give definitions for non-intersecting lattice paths and state a theorem
due to Lindstrom [36] and Gessel and Viennot [20] that (under certain conditions) gives a
determinantal expression for the total number of non-intersecting lattice walks on a directed
acyclic graph (see Theorem 2 below). As a special case, this result includes a discrete version
of a formula by Karlin and McGregor [27]. We also illustrate the main idea of the proof of this
theorem, which is closely related to the reflection principle argument of Section 1.
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In Section 3 we explain the relation between lattice walks in a Weyl chamber of type A or
B and non-intersecting lattice paths on the square grid or the halfed square grid, respectively,
and derive exact formulas for the number of these objects from Theorem 1 and Theorem 2.

The last three sections of this introduction contain more detailed descriptions of the research
papers A, B and C.

1. Walks in a Weyl chamber

A classical problem in combinatorics, a variant of the two candidate ballot problem, asks
for the number of walks of length 2n with steps from the set {(1,1),(1,—1)} from (0,0) to
(2n,0) that do not go below the horizontal axis (y = 0). André [1] gave a solution to this
problem (and more general ones) utilising a reflection principle argument which we want to
repeat now. As a first remark, we note that the number of “good walks” (those that do not
go below the horizontal axis) is equal to the total number of walks minus the number of “bad
walks” (walks that go below the horizontal axis). Now, the basic reflection principle argument
goes as follows (see Figure 1 for an illustration). Imagine a typical “bad walk”. If we reflect
the initial part of this walk up to the first contact with the horizontal line y = —1 at this
very line, we obtain a walk starting in (0, —2) and ending at (2n,0). This clearly sets up
a bijection between the set of “bad walks” and the set of walks from (0, —2) to (2n,0). By
basic combinatorial arguments, the cardinality of the latter set is seen to be equal to (ffl).
Consequently, the number of “good paths” is given by (the total number of paths from (0, 0)
to (2n,0) is equal to (2:))

(-0 =)

FiGure 1. Illustration of the basic reflection principle. The solid path is a
typical “bad walk” from (0,0) to (30,0). Reflecting the initial part of this walk
up to the first contact with the horizontal line y = —1 at this line yields a walk
from (0,—2) to (30,0).
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Generalisations of this basic reflection principle to higher dimensions have been given in
[45, 46], while g-analogues can be found in [31, 32]. Gessel and Zeilberger [21] formulated
a general reflection principle argument for lattice walks confined to regions (Weyl chambers)
associated with reflection groups.

In order to state Gessel and Zeilberger’s theorem, we first need to present some notation
concerning reflection groups. This presentation will be very brief. For details on reflection
groups (or Coxeter groups) we refer the reader to Humphreys [26].

A root system is a finite set of vectors (the roots) of R* satisfying the following properties:
the set is invariant under reflection in any of the hyperplanes orthogonal to one of the roots;
the difference of any root and its mirror image with respect to any such hyperplane is an
integer multiple of the root corresponding to this hyperplane. The Coxeter group W (or Weyl
group) associated with the root system is the set of linear transformations generated by the
set of reflections in hyperplanes orthogonal to one of the roots. The connected components of
the complement of the union of all hyperplanes are called Weyl chambers. For any element
w of the Weyl group W and any simple system A of the root system, we define the length
of w, denoted by [(w), as the minimal number of terms needed to express w as a product of
reflections o,, a € A. The fundamental Weyl chamber C associated with A is defined as

C={zeR" : forall o € A we have (z,a) >0},

where (z, o) denotes the usual Euclidean scalar product on R¥. Finally, by C' we denote the
closure of C' in R*.
Let us now turn our attention to lattice walks in R¥. Fix an arbitrary lattice £ in R*. A

lattice walk of length n is a sequence (Xg,Xy,...,X,) of n + 1 elements of £. Alternatively,
the lattice walk can be described by a starting point xq together with a sequence (vyq,...,v,)
of length n of steps. Clearly, we have the relation v, = x;, — x;_1, t = 1,2,...,n. In the

following, we will not distinguish between these two possible representations for lattice walks.
Furthermore, the set of possible steps is always assumed to be a finite set.

We are interested in the number of lattice walks that are confined to the Weyl chamber C'
corresponding to an arbitrary Weyl group. Under certain assumptions about the lattice £ and
the set of allowed steps it is possible to give a nice formula for this number. This is a result
due to Gessel and Zeilberger [21] and is the content of Theorem 1 below. The proof relies on
a generalised reflection principle argument. Roughly speaking, the following theorem applies
in cases where the lattice and the set of steps are such that it is not possible to exit C' from a
lattice point within C' in a single step. As a consequence, every walk failing to stay within C'
contains a lattice point on the boundary of C.

THEOREM 1 (see Gessel and Zeilberger [21, Theorem 1]). Fix a Weyl group W and a simple
system A\ with associated fundamental Weyl chamber C. Let L be a lattice in R¥, and let S
be a finite set of differences of points in L, and assume that both sets, L and S, are invariant
under the action of the Weyl Group.

If for any \ € CN L and any s € S we have A+ s € C N L, then the total number of walks
of length n froma € CNL tobe CN L with steps from the set S is equal to

> (1P, (w(a) = b),

weWw
where P,(a — b) denotes the total number of lattice walks of length n from a to b.
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2. Non-intersecting walks on an acyclic graph

Let G = (V, E) be a directed acyclic graph with vertex set V' and edge set E. A walk on
G of length n is a sequence (vg,v1,...,v,) of n 4+ 1 points such that for j = 0,1,...,n — 1
we have (vj,v;41) € E (that is, the walk moves along edges in (). Alternatively, we can
represent this walk by the starting point vy together with the step sequence (e, ..., e,), where
e; = (vj_1,v;) € E. Again, we will not distinguish between these two representations. The set
of all walks from a € V to b € V will be denoted by {a — b}.

Two walks on G are said to be non-intersecting if the sets of vertices corresponding to
these walks are disjoint. We are interested in the total number of non-intersecting walks on GG
for given sets of starting points and end points. Under certain assumptions on the underlying
graph and the sets of starting and end points, Gessel and Viennot [20, Corollary 3] as well
as Lindstrom [36, Lemma 1] proved that this number is equal to a certain determinant. This
enumeration result is the content of Theorem 2 below. For the special case when the graph is
the two dimensional Z-lattice spanned by the vectors {(1,1),(1,—1)} (all edges are oriented
from left to right), this theorem is essentially a discrete version of a theorem by Karlin and
McGregor [27] for the transition density function of the absorbing Brownian motion.

THEOREM 2 (Gessel and Viennot [20, Corollary 3], Lindstrom [36, Lemma 1]). Let G =
(V,E) be a directed acyclic graph with vertex set V and edge set E. Fiz two sets A =
{a1,...,;ax} and B ={by,...,b;} of vertices, all of which are distinct.

If the sets A and B are such that for alli < j an all k <1 every path in {a; — b} intersects
every path in {a; — by} in at least one vertex, then the total number of non-intersecting lattice
paths, where the j-th path runs from a; to b;, is given by

det (P(a; —b;)),

1<i,j<k
where P(u — v) denotes the cardinality of the set {u — v}.

PROOF (SKETCH). We want to sketch the proof for the case k = 2, where the graph G is
the Z-lattice spanned by the vectors {(1,1), (1, —1)}. In this case we have

det (P(a; — bj)) = P(a; — b1)P(az — by) — P(a; — by)P(as — by).

1<i,j<2

Now, the basic idea is to show that the contribution of intersecting sets of walks in the difference
on the right hand side is equal to zero. This is accomplished by the following bijection (for an
illustration, see Figure 2). Consider a typical intersecting pair of walks from the set {a; — b1} x
{as — by} (for an example, see Figure 2). Exchanging the initial parts of boths walks up to
their first common vertex yields an element of {a; — by} x {ay — b1 }. This shows that the
contribution of intersecting pairs of walks to the difference on the right above is equal to zero.
Consequently, the determinant is equal to the number of non-intersecting pairs of walks in the
set {a1 — bl} X {CLQ — bg}

The proof for the case k > 2 is pretty similar, but requires a bit more care and needs a
refined notion of “first common vertex”. We omit the details. O
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FicUure 2. Illustration of the bijection on the set of intersecting pairs of walks
for the case k = 2 and the Z-lattice spanned by the vectors {(1,1), (1,—1)} used
in the proof of Theorem 2. The red point indicates the first common vertex of
both walks.

3. Walks in a Weyl chamber of type A or B and non-intersecting lattice paths on
the square grid

In the following, we denote by £ the Z-lattice spanned by the set of vectors S = {(1, 1), (1, —1)},
that is
L={(i,j)€Z® : i=j mod2}.
Furthermore, we define
Loo={(,j)eL : j=0}.

By non-intersecting lattice paths without wall restriction and non-intersecting lattice paths with
wall restriction we mean sets of non-intersecting walks with steps from the set S on either £

or L, respectively. Figure 3 (the picture on the right hand side) shows an example of a set

of non-intersecting lattice paths with wall restriction. These non-intersecting lattice paths are

in a close relationship with walks in a Weyl chamber of type A and type B, as will be shown

in the following.
Let C4 denote the Weyl chamber of type A defined by

Cy= {(.Tl,...,l’k) ERk Tl <Xy < e <5L’k}.
The boundary of C}y is contained in the union of the hyperplanes (x; refers to the j-th coor-
dinate in R¥)
The reflections in these hyperplanes form a generating set for the Weyl group of type Ax_1,
which is isomporphic to the symmetric group Sy on k elements (see [26]). Finally, we let A be
the Z-lattice generated by the 2% vectors (&1,...,£1). Now, let (xg,%1,...,%,) € A" denote

a lattice walk on A of length n with steps of the form (41,...,£1) that is confined to the
Weyl chamber Cy. If we write x; = (x;1,...,%;), then we clearly have

Tj1 < Tjo < -+ < Tk, for 7 =0,1,...n.

Consequently, the lattice paths ((:co,m —1,0), (z1m—1,1), ..., (pm — 1, n)), m=1,2,...,k,

form a set of non-intersecting lattice paths on £ with steps from the set S.
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If, instead, we consider lattice walks of the same type confined to the Weyl chamber of type
B given by
CB:{(.T}l,...,ZL’k) ERk <<y < "'<$k},
then we obtain by the same procedure as above a set of non-intersecting lattice walks on L£>¢
with steps from the set S. We omit the details and refer to Figure 3 for an illustration of this
correspondence in this latter case.

6

FiGURE 3. Illustration of the correspondence of lattice walks in a Weyl chamber
of type B and non-intersecting lattice paths with wall restriction. The lower path
in the right picture corresponds to the horizontal coordinate of the path in the left
picture minus one, while the upper path in the right picture corresponds to the
vertical coordinate of the walk in the left picture minus one. This correspondence
is indicated for the position of the paths after six steps. The coloured region in
the left picture indicates the Weyl chamber 0 < z; < x5. (The walk is restricted
to the interior of this region).

The two correspondences described above show that there is some overlap of Theorems 1
and 2. In fact, since the Weyl group of type Ax_; is isomorphic to the symmetric group S
on k elements (see [26]), Theorem 1 yields for the total number of lattice walks of length n on
A with steps of the form (£1,...,+1) from a € A to b € A (we assume b; —a; =n mod 2,
j=1,...,k) confined to C4 the expression

Z sgn (o ( Uo(1)s - - - Oo(k)) — b).

ocES

Noting that

Pn((ag(l),---,aa(k))—>(bla---v ) H( aa(]+b)/2)

J=1

we see that the expression above is equal to

1<k <(<n ot @)/2)) |
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This last expression is exactly what we would have obtained from Theorem 2 for the total
number of sets of non-intersecting lattice paths on £, where the j-th path runs from (0, a;) to
(na bj )

Analogously, we see by Theorem 1 and 2, respectively, that the total number of walks of
length n on A confined to C'g and the total number of sets of non-intersecting lattice paths on
L~ are equal to

2. 2 sen(o)

€1,-Ex€{—1,+1} €Sk

||:»

Iy )

= (a2 (o —ae))

4. Overview of Paper A

We consider lattice walks in R* confined to the region 0 < z; < --- < x, a Weyl chamber
of type B, for a general set of steps. The allowed sets of steps are such that a generalised
version of Theorem 1 gives the total number of such walks. For details, we refer to [Paper A,
Lemma 2.1]. The main results of this work are [Paper A, Theorem 5.1] and [Paper A, Theorem
6.2], in which we, respectively, determine asymptotics for the number of such walks with either
a fixed end point or a free end point as the number of steps tends to infinity.

As applications, we determine asymptotics for the number of so-called k-non-crossing tan-
gled diagrams with and without isolated points. This solves a problem raised by Chen et al. [6],
who could only determine the asymptotic growth order of these objects. The solution to this
problem essentially relies on the generalisation of Theorem 1 mentioned above. Additionally,
we determine asymptotics for vicious walks with wall restriction in the lock step model as well
as in the random turns model for an arbitrary starting point and either an arbitrary end point
or a free end point (for definitions, we directly refer to [Paper A, Section 7]). This completes
a partial result in [23]. As special cases, these results also include asymptotics for certain
configurations of vicious walks in the lock step model derived in [33, 40]. The asymptotics for
the number vicious walks in the random turns model seem to be new.

The principle idea of the proofs for [Paper A, Theorem 5.1 and Theorem 6.2] is as follows.
Starting from [Paper A, Lemma 2.1] (the generalised version of Theorem 1), we derive a contour
integral representation for the number of walks of interest. Asymptotics for this integral can
then be determined by means of saddlepoint techniques. The main difficulty here lies in the fact
that we need to determine asymptotics for certain determinants. This problem is surmounted
by means of a general technique that we develop in [Paper A, Section 4].

5. Overview of Paper B

Watermelons with wall are certain special configurations of non-intersecting lattice paths
on L, with specifically chosen starting and end points. More precisely, a k-watermelon with
wall of length 2n is a set of non-intersecting lattice paths on L£>(, where the j-th paths starts
at (0,27 — 2) and ends at (2n,2j —2), j = 1,2,..., k. The height of a watermelon is defined
as the maximum ordinate of its top most path (for an illustration, see [Paper B, Figure 1]).
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Assuming the uniform probability measure on the set of k-watermelons with wall of length
2n, we study the parameter “height” on this set and determine its asymptotic cumulative dis-
tribution function as well as asymptotics for the moments of this random variable. More pre-
cisely, we show that the s-th moment of the random variable “height” behaves like skPns/? —
3(5) /-eg”_)ln“—l)/? + O(n*/271 + nP/277" logn) as the number 2n of steps tends to infinity, for
some explicit constants ks. The precise statement of this result is the content of [Paper B,
Theorem 1]. This generalises a well-known result by de Bruijn, Knuth and Rice [8] on the
average height of planted plane trees (which, in fact, are in bijection 1-watermelons). Our
result on the limiting distribution ([Paper B, Theorem 2|) contains as a special case a result
in [39] on the height of trees.

The main problem to solve is the determination of asymptotics for certain harmonic sums
involving determinants. The difficulty here lies again in the fact that, due to the determinants,
there happens a large number of cancellation of asymptotically leading terms. One of the key
problems in Paper B is to determine first surviving term of these harmonic sums (see [Paper B,
Lemma 8]). Furthermore, the solution given in Paper B involves Mellin transform techniques,
and requires the understanding of the analytic behaviour of certain multidimensional Dirichlet
series (for details, we refer to [Paper B, Section 2]). This analysis is accomplished very much
in the spirit of one of Riemann’s methods for the analytic continuation of the Riemann zeta
function (see, e.g., [43, Section 2.6]), and is based on a reciprocity relation for derivatives of
one of Jacobi’s theta functions (see [Paper B, Section 2]. This reciprocity relation generalises
the well-known reciprocity law for Jacobi’s theta functions (see, e.g., [35, Section 2.3]), and,
to the author’s best knowledge, seems to be new.

After distribution of the first version of Paper B, Schehr et al. [41] and Katori et al. [28, 29]
re-derived the asymptotically dominant terms for some of the quantities studied in Paper B.
The methods in [28] are very much in parallel to the approach taken in Paper B and rely
essentially on [Paper B, Corollary 1] (see also [28, Lemma 3]).

6. Overview of Paper C

Watermelons without wall are non-intersecting lattice paths on £ with specifically chosen
starting and end points. More precisely, a k-watermelon without wall of length 2n is a set
of non-intersecting lattice paths on £, where the j-th paths starts at (0,25 — 2) and ends
at (2n,2j — 2), j = 1,2,...,k. As in the case of watermelons with wall, the “height” of a
watermelon is defined as the maximum ordinate of its top most branch. A second interesting
parameter that is also studied in Paper C is the “range” of a watermelon, which is the difference
between the maximum ordinate of its top most branch and the minimum ordinate of its bottom
most branch.

Assuming the uniform probability measure on the set of watermelons without wall of
length 2n, we study the random variables “height” and “range” on this set, and deter-
mine the cumulative distribution of the limiting laws as the number 2n of steps tends to
infinity (see [Paper C, Theorem 1| and [Paper C, Theorem 3|, respectively). Additionally,
we derive asymptotics for the moments of the random variable “height”, and, more pre-
cisely, show that for s > 2 the s-th moment of the random variable “height” behaves like
spsn®? 4 (s — 1)(p — 1 — 8/2)ps_1n®" /2 + O (n*/?>71) as n — oo, for some explicit numbers
is. For s =1, the second order term is equal to p — 3/2.
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Exact expressions in terms of determinants for all quantities in question can easily be ob-
tained from Theorem 2 (see also [Paper C, Lemma 1]). In order to derive asymptotics from
these expressions we need to determine asymptotics for determinants involving binomial coeffi-
cients that cannot be evaluated in a closed form expression. This is accomplished with the help
Stirling’s approximation for the factorials together with techniques to determine asymptotics
for the resulting determinants. Again, the main difficulty lies in the fact that there occurs a
large number of cancellations of asymptotically leading terms, so that it is a non-trivial task
to determine the first surviving term in the asymptotic expansion for these determinants. The
final expression for the asymptotics of the moments of the random variable “height” is obtained
by observing a non-obvious relation between two determinants (see [Paper C, Lemma 8]).

The limiting distribution for the random variable “height” has been re-derived by Schehr
et al. [41]. Since, at first sight, their expression differs considerably from the one given in
[Paper C, Theorem 1], we show how derive the expression given in [41] from our expression
(see Remark 2).
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ASYMPTOTICS FOR THE NUMBER OF WALKS IN A WEYL CHAMBER
OF TYPE B

THOMAS FEIERL?

ABSTRACT. We consider lattice walks in R* confined to the region 0 < 1 < x3... < ), with
fixed (but arbitrary) starting and end points. The walks are required to be "reflectable”, that
is, we assume that the number of paths can be counted using the reflection principle. The
main results are asymptotic formulas for the total number of walks of length n with either a
fixed or a free end point for a general class of walks as n tends to infinity. As applications, we
find the asymptotics for the number of k-non-crossing tangled diagrams on the set {1,2,...,n}
as n tends to infinity, and asymptotics for the number of k-vicious walkers subject to a wall
restriction in the random turns model as well as in the lock step model. Asymptotics for all
of these objects were either known only for certain special cases, or have only been partially
determined or were completely unknown.

1. INTRODUCTION

Lattice paths are well-studied objects in combinatorics as well as in probability theory. A
typical problem that is often encountered is the determination of the number of lattice paths
that stay within a certain fixed region. In many situations, this region can be identified with
a Weyl chamber corresponding to some reflection group. In this paper, the region is a Weyl
chamber of type B, and, more precisely, it is given by 0 < z; < --- < xy. (Here, z; refers to
the j-th coordinate in R¥.)

Under certain assumptions on the set of allowed steps and on the underlying lattice, the total
number of paths as described above can be counted using the reflection principle as formulated
by Gessel and Zeilberger [9]. This reflection principle is a generalisation of a reflection argu-
ment, which is often attributed to André [1], to the context of general finite reflection groups
(for details on reflection groups, see [14]).

A necessary and sufficient condition on the set of steps for ensuring the applicability of the
reflection principle as formulated by Gessel and Zeilberger [9] has been given by Grabiner and
Magyar [12]. In their paper, Grabiner and Magyar also stated a precise list of steps that satisfy
these conditions.

In a recent paper that attracted the author’s interest, and that was also the main initial
motivation for this work, Chen et al. [5, Obervations 1 and 2] gave lattice path descriptions for
combinatorial objects called k-non-crossing tangled diagrams. In their work, they determined
the order of asymptotic growth of these objects, but they did not succeed in determining
precise asymptotics. Interestingly, the sets of steps appearing in this description do not satisfy
Grabiner and Magyar’s condition. Nevertheless, a slightly generalised reflection principle turns
out to be applicable because the steps can be interpreted as sequences of certain atomic steps,
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where these atomic steps satisfy Grabiner and Magyar’s condition. In this manuscript, we state
a generalised reflection principle that applies to walks consisting of steps that are sequences of
such atomic steps (see Lemma 2.1 below).

Our main results are asymptotic formulas for the total number of walks as the number of
steps tends to infinity that stay within the region 0 < z; < .-+ < xp, with either a fixed
end point or a free end point (see Theorem 5.1 and Theorem 6.2, respectively). The starting
point of our walks may be chosen anywhere within the allowed region. The proofs of the main
results can be roughly summarised as follows. Using a generating function approach, we are
able to express the number of walks that we are interested in as a certain coefficient in a
specific Laurent polynomial. We then express this coefficient as a Cauchy integral and extract
asymptotics with the help of saddle point techniques. Of course, there are some technical
problems in between that we have to overcome. The most significant comes from the fact that
we have to determine asymptotics for a determinant. The problem here is the large number of
cancellations of asymptotically leading terms. It is surmounted by means of a general technique
that is presented in Section 4. As a corollary to our main results, we obtain precise asymptotics
for k-non-crossing tangled diagrams with and without isolated points (for details, see Section 7).
Moreover, we find asymptotics for the number of vicious walks with a wall restriction in the
lock step model as well as asymptotics for the number of vicious walks with a wall restriction in
the random turns model. Special instances of our asymptotic formula for the total number of
vicious walks in the lock step model have been established by Krattenthaler et al. [16, 17] and
Rubey [21]. The growth order for the number of vicious walks in the lock step model with a
free and point, and for the number of k-non-crossing tangled diagrams has been determined by
Grabiner [11] and Chen et al. [4], respectively. To the author’s best knowledge, the asymptotics
for the number of vicious walks in the random turns model seem to be new.

In some sense, one of the achievements of the present work is that it shows how to overcome
a technical difficulty put to the fore in [24]. In order to explain this remark, we recall that
Tate and Zelditch [24] determined asymptotics of multiplicities of weights in tensor powers,
which are related to reflectable lattice paths in a Weyl chamber (for details, we refer to [12,
Theorem 2]). For the so-called central limit region of irreducible multiplicities (for definition,
we directly refer to [24]) they did not manage to determine the asymptotic behaviour of these
multiplicities, and, therefore, had to resort to a result of Biane [2, Théoréme 2.2]. More
precisely, although they were able to obtain the (indeed correct) dominant asymptotic term in
a formal manner, they were not able to actually prove its validity by establishing a sufficient
bound on the error term. For a detailed elaboration on this problem we refer to the paragraph
after [24, Theorem 8]. The techniques applied in [24] are in fact quite similar to those applied
in this manuscript (namely, the Weyl character formula/reflection principle and saddle point
techniques). However, it is the above mentioned technique presented in Section 4 which forms
the key to resolve the problem by providing sufficiently small error bounds in situations as the
one described by Tate and Zelditch [24].

The paper is organised as follows. In the next section, we give the basic definitions and precise
description of the lattice walk model underlying this work. We also state and prove a slightly
generalised reflection principle (see Lemma 2.1 below) that can be used to count the number of
lattice walks in our model. At the end of this section, we prove an exact integral formula for this
number. In Section 3, we determine the possible step sets the walks in our model may consist
of. Additionally, we state and prove some technical results. This allows us to give the proofs
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of our main results in a more accessible manner. Section 4 presents a factorisation technique
for certain functions defined by determinants. These results are crucial to our proofs since
they enable us to determine precise asymptotics for these functions. Our main results, namely
asymptotics for total number of random walks with a fixed end point and with a free end point,
are the content of Section 5 and Section 6, respectively. The last section presents applications
of our main results, namely Theorem 5.1 and Theorem 6.2. Here we determine asymptotics for
the number of vicious walks with a wall restriction in the lock step model as well as asymptotics
for the number of vicious walks with a wall restriction in the random turns model. Furthermore,
we determine precise asymptotics for the number of k-non-crossing tangled diagrams on the
set {1,2,...,n} as n tends to infinity. This generalises results by Krattenthaler et al. [16, 17]
and Rubey [21]. Additionally, we provide precise asymptotic formulas for counting problems
for which only the asymptotic growth order has been established. In particular, we give precise
asymptotics for the total number of vicious walkers with wall restriction and free end point,
as well as precise asymptotics for the number of k-non-crossing tangled diagrams with and
without isolated points. (The growth order for the former objects has been established by
Grabiner [11], whereas the growth order for the latter objects has been determined by Chen et
al. [5].)

2. REFLECTABLE WALKS OF TYPE B

The intention of this section is twofold. First, we give a precise description of the lattice walk
model underlying this work, and state some basic results. Second, we derive an exact integral
formula (see Lemma 2.3 below) for the generating function of lattice walks in this model with
respect to a given weight.

Let us start with the presentation of the lattice path model. We will have two kind of steps:
atomic steps and composite steps. Atomic steps are elements of R*. The set of all atomic
steps in our model will always be denoted by A. Composite steps are finite sequences of atomic
steps. The set of composite steps in our model will be always be denoted by S. Both sets, A
and S, are assumed to be finite sets. By £ we denote the Z-lattice spanned by the atomic step
set A.

The walks in our model are walks on the lattice £ consisting of steps from the composite
step set S that are confined to the region

WO = {(z1,...,24) ER" : 0< 2y < <y}

For a given function w : & — R, called the weight function, we define the weight of a walk
with step sequence (si,...,s,) € 8" by [[}_, w(s;).

The generating function for all n-step paths from u € £ to v € £ with respect to the weight
w will be denoted by P,(u — v), that is,

Pu—v)= > JJuG),

S1,..,8n€S  j=1
u+sit-FSp=Vv

and the generating function of those paths of length n from u to v with respect to the weight
w that stay within the region W° will be denoted by P (u — v).

The ultimate goal of this work is the derivation of an asymptotic formula for P (u — v) as
n tends to infinity for certain step sets S and certain weight functions w.
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In the theory of reflection groups (or Coxeter groups), WY is called a Weyl chamber of type
By,. By W, we denote the closure of WY, viz.

W:{<x1,,$k>€RkO§$‘1§§$k},
The boundary of W is contained in the union of the hyperplanes
(2.1) ri—x;=0 forl<i<j<k, and 2, =0.

The set of reflections in these hyperplanes is a generating set for the finite reflection group of
type By, (see Humphreys [14]).

We would like to point out that all results presented in this section have analogues for all
general finite or affine reflection groups. In order to keep this section as short and simple as
possible, we restrict our presentation to the type Bj case. For the general results, we refer
the interested reader to the corresponding literature. A good introduction to the theory of
reflection groups can be found in the standard reference book by Humphreys [14].

The fundamental assumption underlying this manuscript is the applicability of a reflection
principle argument to the problem of counting walks with n composite steps that stay within
the region WY. Such a reflection principle has been proved by Gessel and Zeilberger [9] for
lattice walks in Weyl chambers of arbitrary type that consist of steps from an atomic step set.
We need to slightly extend their result for Weyl chambers of type By to walks consisting of
steps from a composite step set. The precise result is stated in the following lemma, and is
followed by a short sketch of its proof.

Lemma 2.1 (Reflection Principle). Let A be an atomic step set that is invariant under the
reflection group generated by the reflections (2.1), and such that for all a € A and all u €
WO N L we have u+a € W. By S we denote a composite step set over A such that for
all (ay,...,a,) € S we also have (p(ay),...,p(a;),aj41,...,8y,) € S forall j =1,2,...,m
and all reflections p in the group generated by (2.1). Finally, assume that the weight function
w: S — Ry satisfies w((ag,...,a,)) =w((p(ar),...,pa;),aj11,...,ay)) for all j and p as
before.

Then, for all u = (uy,...,ux) € WON L and all v.e W° N L, the generating function for
all n-step walks with steps from the composite step set S with respect to the weight w that stay
within W° satisfies

k
(2.2) Pr(u—v)= > (H €j) sgn (U)Pn((51u0(1)7 c s ERU (k) — V>,
ceSy 7j=1
€1,..,e€{—1,+1}
where &y, is the set of all permutations on {1,... k}.

Proof (Sketch). The proof of this lemma is almost identical to the proof of the reflection princi-
ple for lattice walks consisting of atomic steps in [9]. The basic idea of the proof is the following.
We set up an involution on the set of n-step walks starting in one of the points(p(ay), .. ., p(ax)),
where p denotes an arbitrary reflection in the group generated by (2.1), to v that percolate
or touch the boundary of W. For a typical such walk we then show that the contributions of
it and its image under this involution to the right hand side of (2.2) differ by sign only. This
shows that the total contribution of n-step walks percolating or touching the boundary of W
to the right hand side of (2.2) is equal to zero.
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This involution is constructed with the help of the involution defined in the proof of [9,
Theorem 1] as follows. Consider the walk starting in (p(uy),. .., p(ux)) with step sequence

((al,la .. '7a1,mj>7 (a2,17 cee 7a2,m2)7 ) (an,h cee 7an,mn)) € Snu

where the a;, denote atomic steps. If we ignore all the inner brackets in the step sequence
above, we can view this walk as a walk starting (p(u1), . .., p(ug)) that consists of (mi+- - -+m,,)
atomic steps. To this walk, we can apply the involution of the proof of [9, Theorem 1].

For example, assume that the first contact of the walker with the boundary of W occurs
right after the atomic step a;,. Then, the image of this path under the involution is the path
starting in (7(p(u1)), ..., 7(p(ug))) with step sequence

(<T<a1,1)7 oo 7T<a1,m1))7 ) (T<aj,1)7 R T(aj,5)7 Aj 41y, aj,mj)u ) (an,lv oo 7an,mn))7

for a specifically chosen reflection 7 in one of the hyperplanes (2.1).
For a details, we refer the reader to the proof of [9, Theorem 1]. O

In view of this last lemma, the question that now arises is: what composite step sets S satisfy
the conditions in Lemma 2.17 This question boils down the question: what atomic step sets
A satisfy the conditions in Lemma 2.17 The answer to this latter question has been given by
Grabiner and Magyar [12]. For type B, the result reads as follows.

Lemma 2.2 (Grabiner and Magyar [12]). The atomic step set A C R* \ {0} satisfies the
conditions stated in Lemma 2.1 if and only if A is (up to rescaling) equal either to

k
{j:e(l),ie@), . .,ie(k)} or to {Zaje(j) D E1,...,6 € {—1,+1}} ,
j=1

where {e(l), cee e("“)} is the canonical basis in RF.

In this manuscript we will always assume that our lattice walk model satisfies all the require-
ments of Lemma 2.1. Therefore, we make the following assumption.

Assumption 2.1. From now on, we assume that the atomic step set A is equal to one of the
two sets given in Lemma 2.2. Further, we assume that the composite step set S and the weight
function w : S — R* satisfy the conditions of Lemma 2.1.

The final objective in this section is an integral formula for P (u — v). The result is stated
in Lemma 2.3 below. Its derivation is based on a generating function approach.

In order to simplify the presentation, we apply the standard multi-index notation: If z =
(21,...,2) is a vector of indeterminates and a = (ay,...,ax) € Z*, then we set z2 =
201297 ... zpk. Furthermore, if F(z) is a series in z, then we denote by [z?|F(z) the coeffi-
cient of the monomial z* in F(z).

Now, we define the atomic step generating function A(z) = A(z1, ..., zx) associated with the

atomic step set A by

A(z1, ..y 2) = Az) = Zza.
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The composite step generating function associated with the composite step set S with respect
to the weight w is defined by

S(z1y ..y 2) = S(z) = Z w<(a1,...,am)>zal+”'+am.
m>0
(317...,am)68
The generating function for the number of n-step paths with steps from the composite step
set S that start in u € £ and end in v € £ with respect to the weight w can then be expressed
as

(2.3) Py(u—v)=[z"""] S(z)".

We can now state and prove the main result of this section: the integral formula for P, (u —
V).

Lemma 2.3. Let § be a composite step set and let w : § — Ry be weight function, both
satisfying Assumption 2.1. Furthermore, let S(z1,...,z;) be the associated composite step
generating function.

Then the generating function P (u — v) for the number of n-step paths from u € W° N L
to v.€ WO N L that stay within W° with steps from the composite step set S satisfies

k

— U, de
1<(}?nt<k ZQ'L —zt ) S(zrsos )" <H vj+1> g

j=1%j

(24)  Pru—v)

\z1|— =|zx|=p

where p > 0.

Proof. The proof of this lemma relies on the reflection principle (Lemma 2.1) and Cauchy’s
integral formula.
Lemma 2.1 and Equation (2.3) together give us

Pflu—v)= Z <H z—:]> sgn (o [ [ .sz_Eku”(k)] S(z1y ey 2)"

geBy
(e1,0ep)e{—1,+1}*

and by Cauchy’s integral formula, we have

V1—E€1Ug (1) Vk—€kUo (k) n
[Zl ce e 2y ]S(zl,...,zk)

k

" dz;
= (27ri)k ce S(Zl, cee Zk) <H zv] Ekug(])Jrl) .

J=17j

Now, substituting the right hand side of the last equation above for the corresponding term
in the second to last equation, and interchanging summation and integration, we obtain the
expression

[-] L 5w (I (I14%)

€s Jj=17j
z1|=-=|z 1 g k
lea=-=lekl= (1, en)E{— 1,41}
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The result now follows from this expression by noting that

k k
Z (;1_[1 €j> e () (H ZE]UG(j)) B 1;}559 (Z;Lm - Zj_um) :

€Sy 7j=1
(e1,mmen)E{—1,4+1}"

We close this section with an alternative exact expression for the quantity P (u — v).

Corollary 2.1. Under the conditions of Lemma 2.3, the generating function P (u — v) for
the number of n-step paths fromu € WY N L to v € WO N L that stay within W° with steps
from the composite step set S satisfies

+ —1)
Pf(u—v)= (2<7TZ Zk"

k
Um —Um n Vm dz]
o[t g, 6 (1),
|z1|="=lzk|=p s
where p > 0.

Proof. The substitution z; — 1/z;, for j = 1,2, ..., k, transforms Equation (2.4) into

k

dz;
det z”m — 2z ") S(z1, ., z)" sz-)]—] .
1<jm<k j j ) ( ) ) k:) j z;

j=1

1

Pflu—v)=

\z1|— =|zx|=p

Now, we make the following observation. If ¢ denotes an arbitrary permutation on the set
{1,2,...,k}, then we have

k k
1<(Ji,$;f<k (208) - Z;(ﬁ”) (H 206)> - 1<(},$;E<k (ij —Z m) (Sgn () H 206)> ’
== j=1 - J=1

which can be seen to be true by rearranging the rows of the determinant on the left hand side
and taking into account the sign changes. This implies

The claim is now proved upon summing the expression above over all k! possible permutations
and dividing the result by k!. O
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3. AUXILIARY RESULTS

In this section, we are going to derive some auxiliary results that we are going to use in
the proof of our main results. In the first part of this section, we are going to have a closer
look at composite step generating functions. At the end of this section, we present two rather
technical results, that should be skipped at a first reading until they are used in the proof of
our main result.

The proofs of Theorem 5.1 and Theorem 6.2 rely on some structural results for composite
step generating functions S(z1,...,z;) associated with composite step sets that satisfy As-
sumption 2.1 (the conditions of Lemma 2.1). These structural results are the content of the
following lemmas.

A direct consequence of the classification of Grabiner and Magyar [12], presented in Lemma 2.2,
is the following result on atomic step generating functions.

Lemma 3.1. Let A be an atomic step set satisfying Assumption 2.1. Then the associated

atomic step generating function Az, ..., zx) is equal either to
k 1 i 1
(35) Z <Zj + 2) or to H <Zj + 2) .
Jj=1 Jj=1

As a direct consequence of this last lemma, we obtain the following result.

Lemma 3.2. Let S be composite step set over the atomic step set A, and let w : S — R be
a weight function. If S, A and w satisfy Assumption 2.1, then there exists a polynomial P(z)
with non-negative coefficients such that either

S(z1,...,2,) =P <zk: <zj+zlj)> or  S(z1,...,2z,) =P (ﬁ (zj+z%>>.

j=1 J=1
Proof. Let A(z1,...,z) denote the atomic step generating function corresponding to A.
Our assumptions imply that if (a;,...,a,,) € S, then we also have

(p(al),...,p(aj),aj+1,...,am) GS, j:1,2,...,m

and all reflections p in the group generated by (2.1). This means that if the composite step
set & contains a composite step consisting of m atomic steps, then & has to contain all
composite steps consisting of m atomic steps. Also, our assumptions on w imply that the
same weight is assigned to all composite steps consisting of the same number of atomic steps.
Since the generating function for all composite steps consisting of m atomic steps is given by
A(zy, ..., z)™, we deduce that there exists a polynomial P(x) with non-negative coefficients
such that S(z1,...,2k) = P(A(21,...,2)). This fact, together with Lemma 3.1, proves the
claim. O

Lemma 3.3. Let S be a composite step set, and let S(z1,...,z;) denote the associated com-
posite step generating function. Further, let w be a weight function.

If S and w satisfy Assumptions 2.1, then all mazima of the function (o1, ..., @) — |S(e™1, ...
lie within the set {0, 7. The point (@1, ..., ¢x) = (0,...,0) is always a mazimum.

, ei‘pk)‘
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Proof. From Lemma 3.2, we deduce that S(e, ..., e"*) is either equal to
k k
(3.6) P (2 Z Cos g0j> or to P (2k H oS g0j> :
j=1 j=1
for some polynomial P(z) with non-negative coefficients. Now, if S(e!,... ") is equal to

the expression on the left in (3.6), then the triangle inequality shows that

P <ZZcos(goj)> <P <2 Z |cos(cpj)|> <S(1,...,1).

j=1
If S(e1, ... e"*) is equal to the expression on the right in (3.6), then similar arguments can
be used to show the inequality |S(e*#',... e"*)] < S(1,...,1) in this case. This inequality
shows that (0,...,0) is always a maximum of the function (p1,..., @) — |S(e“, ..., "),
and further, since P(z) is monotonic increasing for x > 0, that all points maximising this
function lie within the set {0, 7}*. O

|S(e™r, ... e =

We end this section with two results of a rather technical nature.

Lemma 3.4. Let S be an composite step set over the atomic step set A, and assume that
both sets, A and S satisfy Assumptions 2.1. The corresponding step generating functions are
denoted by S(z1, ..., zx) and A(z1, ..., z), respectively. Further, let u = (uy,...,u;) € WONL,
v =(v1,...,05) EW'NL and n € N be such that P,f(u— v) > 0.
If (P1, - o) € {0, 7Y is mazimum of the function (g1, ..., ¢r) — |S(€¥1, ..., ek)|, then,
for any function F(u,v), we have
S, .. ePym det ((—1)Em )@/ T P(uy ) = S(1,...,1)" det (F(uj,vm)>.

1<j,m<k 1<j,m<k

Proof. For the sake of brevity, we say that a point in {0, 7T}k is a maximal point, if this point

is a maximum of the function (¢1, ..., @) — |S(e™1, ... e"r)|.
For (¢1,...,¢x) = (0,...,0) the claim is obviously true. Now, recall that according to
Lemma 3.2, we have S(z1,...,2r) = P(A(z1,...,2)) for some polynomial P(z) with non-

negative coefficients. We proceed with a case-by-case analysis.

Let us first assume that A(zy,...,2;) = Zle (zj + %) If |P(—z)| = P(z), then we have
two maximal points, namely (0,...,0) and (7,..., 7). If P(—z) = P(z), then we know that
each step in S, viewed as a sequence of atomic steps, has even length. Analogously, we see that
every step has odd length whenever P(—x) = —P(x). Since, by assumption P (u — v) > 0,
we must have Zle(vj —uj) =n mod 2, which proves the claim in these two cases. If P(x) is
neither even nor odd, then (0,...,0) is the only maximal point, and there is nothing to prove.

Let us now assume that A(z1,...,2;) = H?Zl <zj + %) In this case, the Z-lattice £ spanned
by the atomic step set A is given by

Ez{(cl,...,ck)ezk === mod2}.

Consequently, we have

Uy —Uj = U1 —u;  1mod 2 for all m and j,
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which implies

i1 PR\ — 1\ (mtu;)d;/m A
SR det ()0 F ()

(CEE 3
=(=1) 7 =S e det (F(uj,vm))-

1<j,m<k

Now, if P(z) is even, then v; +u; = 0 mod 2, and the claim is proved. For P(z) odd, we note
that
o o k «
S(er ... er) = (=1)Z=1%/7S(1,.. . 1).

The result now follows from the fact that in this case we must have n = v; + ©; mod 2.
If P(x) is neither even or odd, then the set of maximal points is given by

{(@1,...,¢k)€{0,ﬁ}k : (Zgéj/w) =0 mod 2},

and the claim follows upon noting that S(e!, ..., e¢**) > 0 for all maximal points. U

Lemma 3.5. For any two real numbers u,v € R, we have

[e.e]

1
/sin(uﬁ‘) sin(vd)e"/2dy = 3 g (e’(“’”)Q/Q — e’(“”w?) :

Proof. Since, by definition we have
1., . . ) .
sin (ud) sin (vV) = ~ (ez(“*”)ﬂ + MUY _ gituto)d e’z(““)ﬁ) ,

we see that the integral of interest is a sum of four integrals, all of which are of the form

/eimﬁ—ﬁQ/Zd,&:6—52/2/6—(19—1'/@)2/2(&9'
0 0

By Cauchy’s integral theorem, we know that

R R—ik —iK 0
/+/+/+/ e %dz =0
0 R R—ik  —ik

for any R and any x. Letting R tend to 400 and rearranging the last equation, we obtain

/e(ﬁi“)Qﬁdﬁ: /eﬁ2/2d19+i/et2/2d19,
0 0 0

and further

/ (e’w*mw2 + e*(ﬁﬂ'“)Qﬁ) dy =2 / e R2qY = v 2m,
0 0
which proves the lemma. O
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4. DETERMINANTS AND ASYMPTOTICS

Asymptotics for determinants are often hard to obtain, the reason being a typical large num-
ber of cancellations of asymptotically leading terms. In this section, we present a factorisation
technique that allows one to represent certain functions in several complex variables defined
by determinants as a product of two factors. One of these factors will always be a symmetric
(Laurent) polynomial (this accounts for the cancellations of asymptotically leading terms men-
tioned before). The second factor is a determinant, the entries of which are certain contour
integrals. The fundamental technique is illustrated in Lemma 4.1 below.

We want to stress that Lemma 4.1 should be seen as a general technique, not as a particular
result. The main intention of this lemma is to give the reader an unblurred view at the
technique. An application of Lemma 4.1 together with some remarks on asymptotics can be
found right after the proof.

Let us now start with the illustration of our factorisation technique.

Lemma 4.1. Let A, (z,y), 1 < m <k, be analytic and one-valued for (x,y) € R x D C C?,
where D C C is some non empty set and R = {x € C : r* < |z| < R*} for some 0 < r* < R*.
Then, the function

det_ (Am(z), Ym))

1<j,m<k

is analytic for (x1,..., Tk, Y1, ..., yr) € R* x D*, and it satisfies

1§gg§k<Am<xj,ym>>=< I1 <xm—xj>>

1<j<m<k

=r L& =) =r 1€ =)
where r* < r < min; |z;| < max;|z,;| < R < R*.
Proof. By Laurent’s theorem, we have
(A1) det (An(oym)) = det Q%-I | / W - zim-l |/ M
(=R ¢l=r

Now, short calculations show that for any L > 0 and all ny,...,ny € {1,2,...,k} we have

/ AM(gaym)dg _ / Am(gaym)dg
gl=p1 (& — x;5) H£L=1<§ — Tp,) gl=p1 (§ — ;) HéLzl (€ — Tn,)
A y)dE

= (Tm — ;) / L :
1€l=p1 (g - l‘])(f - xm) HZ:l(g - xng)
Consequently, we can prove the claimed factorisation as follows. First, we subtract the first

row of the determinant in (4.7) from all other rows. By the computations above we can then
take the factor (z; — x;) out of the j-th row of the determinant. In a second run, we subtract
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the second row from the rows 3,4, ..., k, and so on. In general, after subtracting row j from
row ¢ we take the factor (z, — x;) out of the determinant. O

Example 4.1. Consider the function

det (e®¥m).
1<j,m<k

An application of Lemma 4.1 with A(z,y) = €™ immediately gives us the factorisation
1 §ym
det (e%¥m) = H (T — IL‘j)> det ( / & § ) ,
1<j,m<k \<jme 1<jm<k \ 270 Ji¢=p Hz (& — )

where R > max; |z;|. Note that the second contour integral occurring in the factorisation given
in Lemma 4.1 is equal to zero because the function A(x,y) = e* is an entire function.

Now we want to demonstrate how one can derive asymptotics for deti<; <k (€%¥") as
x1, ..., — 0 from this factorisation. The geometric series expansion gives us

&y
T
27 Jegen Ty (€ —w) 27 Jign”

as r,...,rr — 0. Consequently, we have

j—1 k
1<det<k (e%¥m) = ( H (T — :c])> <1<c1et<lC (< — 1)|) +0 <Z |xk\>>
== 1<j<m<k == J ’ =1
k
Ym — Yy
1<j<m<k 1<j<m<k J j=1
as xy,...,T, — 00.

This illustrates that the problem of establishing asymptotics for functions of the form
det1<jm<i(Am(z;,ym)) can be reduced to an application of Lemma 4.1 and the extraction
of certain coefficients of the functions A,,(z,y).

If we would have considered the function det (652?/) k > 1, instead of det (e®¥m) as
1<j,m<k 1<j,m<k

in the example above, we would have got only the upper bound

g}%(@w’”):@(( II ¢ —wJ)Zw)

1<j<m<k

as ri,...,xrr — 0, because

1 2 d
det <—/ et ym—g) =0, k> 1.
1<j,m<k \ 271 €|=R I

The reason for this is that the function A(x,y) = e*’¥ satisfies the symmetry A(—z,y) = A(x,y)
which induces additional cancellations of asymptotically leading terms.
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In order to obtain precise asymptotic formulas in cases where the functions A,,(z,y) exhibit
certain symmetries, we have to take into account these symmetries. This can easily be accom-
plished by a small modification to our factorisation technique presented in Lemma 4.1. In fact,
the only thing we have to do is to modify the representation (4.7), the rest of our technique
remains - mutatis mutandis - unchanged.

The following series of lemmas should illustrate these modifications to our factorisation
method for some selected symmetry conditions, and should underline the general applicability
of our factorisation method.

Lemma 4.2. Let A(z,y) be analytic for (x,y) € R1 x Ro C C?, where
Rj={zeC : [z| <R}, j=12

for some R}, RS > 0. Furthermore, assume that A(z,y) = A(—x,y) = A(z, —y).
Then, the function

det (A(xja ym))

1<j,m<k

is analytic for (x1,..., 26, Y1, ..., yr) € RY x RE, and it satisfies

det  (A(zj,ym)) = < H (27, — x§)<y1%n - yf))

1<j,m<k -
1<j<m<k

A(&,m)éndEdn

e 7;2/ J m ’
ST () (floe o)

g=r | T2 —27) ) | TT(n* —w2)

Inl=Rs \i=1 =1
where max; |z;| < Ry < R} and max; |y;| < Ry < Rj.
Proof (sketch). By Cauchy’s theorem, we have
1 / A(&, n)d&dn
(2mi)? E—x)n—y)

|§|=R1
|nl=R2

A(z,y) =

By assumption, we have 4A(z,y) = A(z,y) + A(—z, —y) + A(—=x,y) + A(z, —y). This equation
together with the integral representation above implies

1 / A(&,m)€nd&dn

(2mi)? (& —=*)(n* —y?)

Az,y) =

|§|=R1
|nl=R2

Consequently we should replace Equation (4.7) in the proof of Lemma 4.1 with

det  (A(z), ym)) =

et -
1<j,m<k 1<jm<k | (2mi)?

1 A&, m)éndEdn
| @

2= 23) (0 = yp)
|§|=Pn
Inl=R2
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Now we apply the same sequence of row operations as in the proof of Lemma 4.1 to the
determinant on the right hand side above. After each of these row operations, we can take a
factor of the form (27 — %), £ < j, out of the determinant.

Finally, we transpose the resulting determinant (which does not change its value) and apply
the same sequence of row operations a second time. This yields successively factors of the form
(y7 — v3), and completes the proof of the lemma. O

Lemma 4.3. Let A(z,y) be analytic for (z,y) € R1 x Ro C C?, where
Rj={zeC : [z|<R}, j=12

for some R}, R5 > 0. Furthermore, assume that A(z,y) = —A(—x,y) = —A(z, —y).
Then, the function

det (A(xja ym))

1<j,m

is analytic for (x1,..., %k, Y1, .., Yg) € R’f x RE, and it satisfies

1§(}7§7;C§k( fL'ja ym (H fl'jy]> < H (:L‘?n — x?)(yfn — y?))

1<j<m<k

1 A(&,m)d&dn
. 13(},%319 (2mi)? / j , m ’
€1=R, (H (&2 - xg)) (H (n? — y%))
[nl=R2 \£=1 =1

where max; |r;| < Ry < R} and max; |y;| < Ry < Rj.

Proof (sketch). The present situation is very similar to the one considered in the last lemma.
But now, our assumption implies 4A(x,y) = A(z,y)+ A(—z, —y) — A(—z,y) — A(z, —y), which,
together with Cauchy’s theorem, yields

oy A(€, n)d€dn
Az, y) = (27TZ-)2|§I/R (&2 —22)(n* —y?)
[n=R2

Consequently we should replace Equation (4.7) in the proof of Lemma 4.1 with

1 A(E,m)ddn
1§§fnt§k< (%> ym)) <H xjyj) 1< (2mi)? / (&2 —a2)(n* —y2)

J
|§|=R1
In|=Rz2

Now the determinant on the right hand side is treated exactly as in the previous lemma. [

Lemma 4.4. Let A, (x), 1 <m <k, be analytic and one-valued in

1
R:{xEC:E<\x|<R*}, R > 1.

Furthermore, assume that A, () = —A,(1/z), m=1,... k.
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Then, the function
det (A, (zj))

1<j,m<k
is analytic for (x1,..., 1) € R, and it satisfies
k —k k
_ 2
1§(},§r§§k (Am(;)) = (H %‘) ( H (2 — ) (1 — ffjxm)> (H(% - 1))
j=1 1<j<m<k j=1

)

1 Ap(§)§d€ 1 A (§)§7d€
X det a— / — R / ;

1<jm<k | 4mi J ]
e=r JT(&— ) (§ - %e) =t T1(§ =) (é - x%)
=1 =1
where = < % < min; |z;] < max; |z;| < R < R*.

Proof (sketch). Laurent’s theorem together with our assumption 2A4,,(z) = A,,(x) — An(1/x)
implies

An(@) = 4%” (x R %) §|/R (€ —i;ﬂé?_ %) “ 5/}% (€ _iTég)_ %) h

Consequently, we should replace Equation (4.7) in the proof of Lemma 4.1 with

et (An(a,)) = (H (- i))

1 An(©de A (€)dE
% 13(}2%1@ 4 5/R (€ — ;) (5 — %) gé (€ — ;) (5 - %)

Now, short computations show that for % < p < R we have

T T
iy (6 %) (5 - %e) eimp (67 75) (5 - é)

_ ! (z; — x0) (1 — zj20) / Am(§)§dE

TeT; _ A (e—a(e— 1)
j JoE-w)(e-L) -z (e-2)
We can now apply the same series of row operations as in the proof of Lemma 4.1. The only

difference here is that after each row operation we take a factor of the form x[lxj-’l(xj —x0)(1—
x;xg), j < £, out of the determinant. O

The rest of this section is devoted to some particular results that can be obtained by the
above described technique. More precisely, we determine asymptotics for two determinants
that will become important in subsequent sections. As illustrated in Example 4.1, asymptotics
for determinants can be determined as follows. First, we factorise our determinants according
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to our technique. At this point it is important to take into account all the symmetries satisfied
by the entries A(z;,yn,) of the determinant. Second, we apply the geometric series expansion.
This gives us the coefficient of the asymptotically leading term as a determinant, the entries of
which being certain coefficients of the functions A(x;, y,,). In both cases, this last determinant
can then be evaluated into a closed form expression.

Lemma 4.5. We have the asymptotics

1<(j1(2;5<k <6—(xj—ym) _ 6—(xg+ym ) (H x]yj> ( H (:E?n — x?)(yi - yf))

aS T1ye vy Ty Y1, -+ Y — 0.

Proof. The function A(z,y) = e~ (@=v)” — ¢~(@+9)” gatisfies the requirements of Lemma 4.3.
Therefore, we have

733'*7712 733 m
et (et o)) — (H%%)( I1 (xfn—wi)(yfn—y?)>

1<j<m<k

8 15%%319 (2mi)?

1 / | A(&, m)d€dn
=) ()

for max; |z;|, max; |y;| < 1. Since

(2md)? St gipn =~ (j+m—1I\ 2j-1 )

we deduce with the help of the geometric series expansion

;/ A(€,m)d&dn
(@ri)? Jigt <ﬁ( _xg)> <ﬁ(n2—y§))

/=1 /=1

2 2j + 2m — 2 G, )
=m< ]Qj_l )<1+0<Z(Iafjl + [yl )))

J=1
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Consequently, we have

et L : / | A(&, n)dgdn
= P (e -an) (floe- )
- et <ﬁ (29' ;?Tl_ 2)) (1 +0 (ji(mp + |yj|2)>> :

The determinant on the right hand side can be evaluated into a closed form expression by
taking some factors and applying [15, Lemma 3], which gives us

et ( 2 <2j +2m—2)) ok +k
e — , =—
1<j,m<k \ (j +m — 1)! 27 —1 H?Zl(gj — 1)

and completes the proof of the lemma. O

Lemma 4.6. For all uy,...,u; € C we have the asymptotics

2 2 2 2 - <_1)j

1<j<m<k

as (p1,...,08) — (0,...,0).

Proof. An application of Lemma 4.3 shows that

et (sin(umgp;)) (H uM) ( I @h—u)en - w?))

1<j<m<k

1 sin(&n)dEdn
% lﬁ(}fntﬁk (2mi)? / ] ) m )
€[=R (H (&% - uz)) ( (n? — w))
=1 \4=1 =1

Since
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we deduce with the help of the geometric series expansion that
1 sin(&n)d&dn

WI&I/R ( 1 (&%~ “%) (:1 o - %))

In|=1

.

¢

Consequently, we have

1§j,?nt§k (2mi)?

f=1 (=1
1 d¢ dn b
_ . d§ dn .
— 1321,(23319 G / 51n(€77)€2j - (1 + O <§1 |05 ))
|‘£||=11?/ j=
1’]:

as (¢1,...,9r) — (0,...,0). Finally, noting that, by the above calculations, the matrix inside
the determinant on the right hand side is a diagonal matrix, we obtain the claimed result. [

5. WALKS WITH A FIXED END POINT

In this section, we are going to derive asymptotics for P (u — v) as n tends to infinity (see
Theorem 5.1 below). The asymptotics are derived by applying saddle point techniques to the
integral representation (2.3) together with the techniques developed in Section 4.

Theorem 5.1. Let S be a composite step set over the atomic step set A, and letw : S — R, be
a weight function. By L we denote the Z-lattice spanned by A. The composite step generating
function associated with S is denoted by S(z1, ..., zx). Finally, let M C {0, W}k denote the set

of points such that the function (p1,...,¢%) — |S(€, ... )| altains a mazimum value,
and let | M| denote the cardinality of the set M.

If A, § and w satisfy Assumption 2.1 and S(1,...,1) > 0, then for any two points u,v €
WP N L we have the asymptotic formula

@8)-RHU-%V)z|Aﬂ5a,.wnn(%>w2(ié%i%%%j>ﬁ+wz

(,H mz—&m&—&ﬂ(ﬁgw>
y 1<j<m<k Jj=

(I} (25 - 1))

(1+ O(n’l/‘l))
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asn — oo in the set {n : Pf(u—v) > 0}. Here, S"(z1,...,2) denotes the second derivative
of S(#1, ..., zk) with respect to any of the z;.

Proof. According to Lemma 2.3, we have to asymptotically analyse the integral

k
1 Um “Um n —vj—1
e B CAEEA L EERE (sz d%‘)

J=1

Pflu—v)=
foa| ==l /=1

as n — oo. The substitution z; = €' gives

(5.9) Pf(u—v) < ) / /1<§1g5<k sin Um%))S (eiem’ o l‘Pk (He 1% o )

For large n, the absolute value of the integral is governed by the factor |S(e'?, ... e"x)|".
By Lemma 3.3, the set M of maximal points of (¢y,..., k) — [S(e™i, ..., e"¥*)| is a subset
of {0, 7T}k. We are now going to prove that, for large n, the asymptotically dominant part of
the integral is captured by small neighbourhoods around these maxima. Asymptotics for the
integral can then be determined by saddle point techniques.

For notational convenience, we define the sets

U:p)={p eR" ¢ [p—plw<e},  @=(1,.... ) €M,

where ¢ > 0 and | - |, denotes the maximum norm on R¥. We claim that the dominant
asymptotic term of P;}(u — v) is captured by

510 ()z / /l<%t<k (i) (61, (Hd)

where we choose ¢ = z—:(n) = n~ 512 This claim can be proved by means of the saddle point

method: (1) Determine an asymptotically equivalent expression for (5.10) that is more conve-
nient to work with; (2) Find a bound for the remaining part of the integral (5.9).

Let us start with task (1). Fix a point ¢ € M and consider the corresponding summand in
the sum (5.10), viz.

< ) / /1<(}$nt<k sin um@]))s (ewl, . Z‘f’k (He “’J%dgo )

Ue (90)

We can then transform this expression with the help of the substitution ¢; — ¢; + @;, j =
., k, into

i(p1t+é1) i(ort+@r) )"
( ) / /1<§1?7;G<k sin um(g0]+<pj))>5(e ey € )

k
X (H eivj(vﬁ%)d%) )

J=1
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Since ¢1,...,pr € {0, 7}, we know that the determinant in the expression above is an odd
function of each the variables ¢;, j = 1,2,...,k. On the other hand, we deduce from (3.6)
that S (ei(“’l*@l), ce e"(*"”@k)) is an even function of the variables ¢;. Consequently, we can
further simplify our integral to

n=5/12  p—5/12

; D i(p1+¢1) i(ppt@r)\ ™
( ) / / 1<§1§nt<k S1n(um(90]+g0]))>5(e L.€ )

X <H sin(v;(g; + @j))d%) :

j=1

~

Incorporating the product of the sines into the determinant and noting that (¢q,...,¢%) €
{0, 7}*, we finally obtain the expression

n—5/12 n—>5/12

k
2 ~
— 1\ (um~+vj)@; /T N o e
(71') / / lg(ji,gr;cgk (( 1) )i s]n(umcp])SHl(’U]gO])>
0 0

Asymptotics for this integral can now be determined by replacing the second part of the inte-
grand with an appropriate Taylor series approximation around (¢4, ..., ¢r) = (0,...,0). Recall
that, according to Lemma 3.2, there exists a polynomial P(x) with non-negative coefficients
such that either

S<>(z<_)) o s<zl,...,zk>zp(ﬁ(zj+;j)).

7j=1

For ¢ € U, -5/12(0) we have the Taylor series approximation

(511) S (ei(<ﬂ1+¢’1)’ o ei(%’k'ﬁ‘@k)) — S(eicﬁl’ o zgok GXp ( A Z @]) _5/4))

as n — 0o, where A = % and S”(z1,...,2) = g—;S(zl, ..., 2g). Short calculations show
) 1
that either
P'(2k) P'(2F)
A=2 >0 A=2F >0
P(2k) o P(2F) ~
corresponding to the two possible cases for S(zi, ..., 2x) given in Lemma 3.2. Here, P'(x) is

the derivative of P(z) with respect to x.



ASYMPTOTICS FOR THE NUMBER OF WALKS IN A WEYL CHAMBER OF TYPE B 37

Substituting the Taylor approximation (5.11) for the corresponding term in the integral
above, we obtain the asymptotic expression

n—5/12

2 k . . A 2
“ iP1 QK \N 1\ wmtvy)@;/m : : ) —nA9® /2
(7?) S, ..., e%r) 15,%?9 (—1) i)Pi / sin(u,) sin(v;9)e dv
0
% (1+0(n=1/4)
as n — OoQ.

From now on we assume that u,v € WY N £ and n € N are such that P(u — v) > 0.
Then, according to Lemma 3.4, the asymptotic expression above is equal to

n—5/12

2 ’ n : : —nA9? /2 —1/4
(;) S(1,...,1) 13(},?59 / sin(u,, ) sin(v;9)e d9 | (1+0(m™"")
0

as n — oo in the set {n : P}(u— v) > 0}. This shows that Expression (5.10) is asymptoti-
cally equal to | M| times this last expression as n tends to infinity.

The second step of the saddle point method is to establish a bound for the remaining part
of the integral (5.9), viz.

k
( ) / / 1<(]i(:31t< sin umap]))S (eim’ B "ei%)n (H e_wj%d%> ’

[0,27) % \Ue (M =1

where U.(M) = e Us(9) and € = e(n) = n~?/12. Since M is the set of maximal points
of the function (1, ..., @) — |S(e*, ..., e%*)|, we see that (at least for n large enough) the
maximum of this function on the set [0, 27]* \ U.(M) is attained somewhere on the boundary
of one of the sets U.(¢), p € M. Let ¢ € [0,27]F \ U.(M) be one such maximal point. Since
the Expansion (5.11) is valid for ¢, we immediately obtain the upper bound

k
(g) }S (ei%’ . ewk)‘ < ‘S (eiwl’ e ewk)} _ S(l, o 1)71_01”1/6_’_0(”,1/4)

™

as n — oo for some constant C; > 0. This gives us the bound

k
/ / 1<(}(:J71t<k sin umcp])> S (e, ... e"r) <H e "ivi dcp])

[0,27)F\U= (M =1

=0 (S(1,..., 1)

as n — Q.
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Consequently, we see that, if u,v € £ and n € N are chosen such that P;-(u — v) > 0, then
we have

Pf(u—v)

n—5/12

= |M|S(1,...,1)" 1<(]i%t<k % / sin(u,, ) sin(vjﬂ)e’"’\wﬂdﬁ x (14 O(n %))
0

+0 (5(1, o 1)"*01"”6>

as n — oo in the set {n : Pf(u— v) > 0}, where | M| denotes the cardinality of the set M.
Let us now have a closer look at the determinant

n—5/12

2 : : —nA9? /2
(5.12) 1§§'1,%;E§k — / sin(u,,9) sin(v;9)e dd
0

We need to determine the asymptotic behaviour of this determinant. This task will be accom-
plished with the help of Lemma 4.5, for which we have to have a closer look at the entries of
the determinant.

The change of variables ¥ — 9/v/nA and the simple bound fLOO e da =0 (e*LQ) gives us

n—5/12

/ sin(ud) sin(vd)e ™24
0

3 o

as n — oo, and Lemma 3.5 yields

2 7 . u19 . ’U’l9 7792/2 1 N2 _ 2
sin sin e d) = —— (e (w=0)"/@nd) _ o=(utv) /(Q"A)) .
TvnA o/ <\/ nA) (\/ nA) V2mnA

Consequently, our determinant (5.12) satisfies the asymptotics

n—5/12

2
det | — / sin(u,, ) sin(vjﬂ)e’"MQﬁdﬁ
1<jm<k \ ™

0

= (27nA) 2 det <A( Y Um ))+O —Anl/3
(2mmA) 1<) m<k 2nA’ V2nA (e )
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as n — 0o, where A(z,y) = e~ (@=v)” — =@+ - Agymptotics for the determinant on the right
hand side are given in Lemma 4.5, viz.

det <e—<xj—ym>2 _ e—(xj+ym>2)

1<j,m<k
(ﬁ ) ( H 2 2Y\(,,2 2 2k2+k ( ( 1))
= T3y, (@ = 2) W = 95) | m oy 1+ 0 (7))
j=1 1<j<m<k Hj:1<2j — 1!
This completes the proof of the theorem. O

6. WALKS WITH A FREE END POINT

In this section, we are interested in the generating function P, (u) for walks starting in u
consisting of n steps that are confined to the region W°. This quantity can be written as the
sum

PHu)= Y PHu—wv)
vewo

where P;F(u — v) denotes the generating functions for walks from u to v consisting of n steps
that are confined to the region W°. This sum is in fact a finite sum, because there is only a finite
number of points in W? that are reachable from u in n steps. In order to find a nice expression
for PF(u) that is amenable to asymptotic methods, we proceed as follows. First, we substitute
the integral expression from Lemma 2.3 for P (u — v) in the sum above. In a second step, we
interchange summation and integration. This yields a sum that can be evaluated with the help
of a known identity relating Schur functions and odd orthogonal characters (see Lemma 6.1
below). The resulting expression can then be asymptotically evaluated by means of saddle
point techniques and the techniques from Section 4.

Lemma 6.1 (see, e.g., Macdonald [18, 1.5]). For any integer ¢ > 0, we have the identity

det (Z}\m+m—1) det <z20+m71/2_zf(m71/2)>

(6.13) Z 1<j,m<k 7 1<j,m<k \ 7 J
' det (2" d ( m—1/2 _ —(m-1/2)
0< A < <A, <2 x J et 2 — 2.
SAE AR 1< m<k 1<jm<k \ 7 J

Remark 6.1. Equation (6.13) is well-known in representation theory as well as in the theory of
Young tableaux, but is usually given in a different form, for which we first need some notation.

Forv = (v1,...,), v1 > -+ > 1 > 0, define the Schur function s,(z1,...,2) by
det (zymth-m
Sy (2 2r) 13’29 (ZJ )
v\Rly -5 Rk) = k—m
lgglfntgk (™)

and further define for any k-tuple p = (p1, . . ., g ) of integers or half-integers the odd orthogonal
character so,(z{,..., 25, 1) by

det (szJrkme/z _ Zf(um+kfm+1/2))

1<j,m<k \ 7 J
SO“(Z%’ Y Z’:ft’ )= k—m-+1/2 —(k—m+/2)
det (z» —Z. )
1<j,m<k \ 7 J
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For details on Schur functions and odd orthogonal characters, we refer the reader to [8]. Com-
binatorial interpretations of Schur functions and odd orthogonal characters can be found in
[18] and [7, 20, 23], respectively.

With the above notation at hand, we may rewrite Equation (6.13) as

k C
Z Sr,) (215 2) = <H zj> so(&...,c)(zf, - ZZE, 1).

2e>01 > >11 >0 j=1

Proofs for this identity have been given by, e.g., Gordon [10], Macdonald [18, 1.5, Example 16|
and Stembridge [22, Corollary 7.4(a)]. An elementary proof of Lemma 6.1 based on induction
has been given by Bressoud [3, Proof of Lemma 4.5].

For a much more detailed account on this identity, we refer to [16, Proof of Theorem 2.

Theorems 6.1 and 6.2 below also rely on two results which we are going to summarise in the
following lemmas.

Lemma 6.2 (see Krattenthaler [15, Lemma 2|). We have the determinant evaluations

k —k N
1{},‘359 (5 =%7) = (H Zj) ( I G-z)0- ijm)> (H(zf — 1)>

1<j<m<k j=1
—k+1/2 k
m—1/2 N (m—1/2) . o o
1§(}2Lt§k (zj z; ) (H z]> ( H (zj — zm)(1 z]zm)> (H(z] 1)) )
1<j<m<k j=1
Lemma 6.3. For any non-negative integers uy, . . ., Uy, the function
et (= ;")
et (a7 —2;™)
15 a Laurent polynomial in the complex variables xy,. .., xy.

We note that the quantity considered in this last lemma is known in the literature as a
symplectic character. For details on symplectic characters we refer to [8].

Theorem 6.1. Let S be a composite step set over the atomic step set A. By L we denote the
Z-lattice spanned by A. The composite step generating function associated with S is denoted
by S(Zl,. . -7Zk:)-

If A, S satisfy Assumption 2.1, then for any point u = (uy,...,ux) € W° N L we have the
exact formula

det (z”’” — 2»_“’”)

o j j
(6.14) P, (w) / / det () det (zm)irsk i
1<, m<k 1<j,m§k det (zm — m)
21| == 2k |=p 1<jm<k * 7 I
k
(z; + 1)dz;
x S "
(Zlu ,Zk) (]1;[ ZJ )

where p > 0.
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Proof. We start from the exact expression for P;f(u — v) as given by Corollary 2.1, viz.
Pf(u— V)

k
Um —Um, n om dzj
2m kk] / / 1<(]i(2;6<k 2™ — z; )S(z1,- s 2) 1§(jj7(;t§k (Zj ) (l | z—j> ’
ji

|z1|="=lzk|=p

where we choose 0 < p < 1. We want to sum this expression over all v.€ W°. This will be
accomplished in two steps. First, we sum the expression above over all v = (vy,...,v;) € W°
such that vy < 2¢ 4+ k for some fixed c¢. Second, we let ¢ tend to infinity.

This yields

> Pfu—v)

O<vr < <vp <L2c+k
det zl-“”—z»*”’” Sz, ..o, zp)"
27rz kk' / / 1<Jm<k J ) (21, 2)

|z1|="=|zk|=p
b dz;
X ( Z 1<?$nt<k (z;}m)> (H Z—jj> ’

O<vy <--<vp<2c+k — j=1

Setting \,, = v,,, —m in Lemma 6.1, we obtain

det <z2c+m—1/2 _ Zf(m71/2)>

1<j,m<k \ '/ J
E det (me) = det (zm)
o oy 1SImEk 1<jm<k * 7 det (szlﬂ _ Zf(m71/2>>
<v1 < <vp<2c+ 1< m<k j j

Now, since |z;| = p < 1, we can let ¢ tend to infinity, and obtain

det <—27(m_1/2))
j

Um) _ m 1<j,m<k
2 ls%gék(%')'_lgiﬂék(% dot (2mV2 _ -(m1y2)
0<vy << g <5 ?n<k 2z, Zj
2 det (27) det (2™
= (—1)* ﬁz 1<jmsk $ )1§jfn§k (ZJ )
j=1 let | z; — 2
1<j,m<k

Finally, we deduce from Lemma 6.2 that

k
m—1/2 N (m—1/2)
1§§'1,?r$§k (Zj Zj ) (H

which proves Equation (6.14) for 0 < p < 1.
By Lemma 6.3, the factor

) ot -7

et (57 —27)
(et (= = 2™)
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is a Laurent polynomial. Hence, by Cauchy’s theorem, the value of the integral (6.14) for
1 < p < 0 is the same as for 0 < p < 1. This proves the theorem. U

Theorem 6.2. Let S be a compositle step set over the atomic step set A. By L we denote the
Z-lattice spanned by A. The composite step generating function associated with S is denoted
by S(Zl,. . -7Zk)-

If A, S satisfy Assumption 2.1 and S(1,...,1) > 1, then we have for any point u =
(uy,...,ux) € WO N L the asymptotic formula

(6.15) Pf(u)=S(1,...,1)" (E)W (H)W

m .

. (H %) ( I1 <uz—u§>) (1+0 (/)

j=1 ’ 1<j<m<k

asn — oo. Here, S"(1,...,1) denotes the second derivative of S(z1, ..., z) with respect to any
of the z;.

Remark 6.2. For the special case S = A (i.e.,, S and A are isomorphic), the order of the
asymptotic growth of P, (u) has already been determined by Grabiner [11, Theorem 1]. There,
Grabiner gives the asymptotic growth order of the number of walks with a free end point in a
Weyl chamber for any of the classical Weyl groups as the number of steps tends to infinity, but
his method does not allow to determine the coefficient of the asymptotically dominant term.

Proof of Theorem 6.2. We prove the claim with the help of a saddle point approach applied to
Equation (6.14). Choosing p = 1 in (6.14), substituting z; = €7, j = 1,2,..., k, and applying
Vandermonde’s determinant evaluation twice we obtain
1 r r : 2\ 1<im<k
+ - - iom _ ip <j,m<
(6.16) Pf(u) = (27r)kk!/"'/< II e e’ |

det_Gsin(mg,))

) det  (sin(umep;))

1<j<m<k

k
x S (e, etor)" (H (1+€) dg0j> .

J=1

For large n, the absolute value of the integral above is mainly governed by the factor
S(e*r ... e¥r)". We therefore expect that the main contribution to the integral on the
right hand side above comes from small neighbourhoods around the maxima of the function
(01, k) — |S(e, ... )| on the torus |z;| = -+ = |z| = 1, and that this dominant
part can again be determined using a saddle point approach.

In Lemma 3.3, we have shown that the set of maxima of the function (pq,...,¢x) —
|S(e1, ..., ek)| on the torus |z = - - = |z] = 1 is a subset of the set {0, 7}*, and (0,...,0)
is always a maximum. It will turn out that the maxima different from (0,...,0) do not con-
tribute to the leading asymptotic term of P (u). Hence, the asymptotic behaviour of P (u)
is captured by a small neighbourhood around (0,...,0). The reason for this, as we will see
below, is the factor H?Zl(l + €%7) of the integrand.
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We proceed with a precise statement of our claim: the integral in (6.16) above is asymptot-
ically equal to

det_(sin(umepy))
6 17 / / < ‘ei<ﬂm _ ei‘Pj }2> 1<5,m<k : J
1<j<m<k q%tgk (sin(mep;))

Ze 1<j
k
X S, ... PR <H(1 + ewf)dgoj> :

j=1

as n — 0o, where we choose € = ¢(n) = n~/12,

We are going to prove this claim by means of a saddle point approach: (1) Determine an
asymptotically equivalent expression for (6.17) that is more convenient to work with. (2) Find
a bound for the remaining part of the integral in (6.16).

Let us start with task (1). We have already seen in the proof of Theorem 5.1 (see Equa-
tion (5.11)) that for |¢;| < n 12 j =1,2,...,k, we have the expansion

(e o) = S(1,. exp( AZ%) (1+0 (n~54)

as n — 00, where A = % >0and S"(z1,...,2) = 59—2225(21, ..., 2k). Further, we have the
1

expansions
iom _ iwj|2 _ . ( )—5/12
II [ —e= = II (n—w)*)+0
1<j<m<k 1<j<m<k

and
k
H + ewj _ 9k +0 (n_5/12)
7j=1

as n — oQ.
Finally, Lemma 4.6 gives us

1§(},?nt§k (sin(ump;)) _ < H Upy — u?) (ﬁ &> (1+0 (n*5/6))
det (si : m? — j2 '

(et (sin(megy)) | L mP =57 )\

as n — 00. Therefore, the integral (6.17) is asymptotically equal to

S(1,...,1)" (140 (n~'%) (H 2;-1 )( I1 (ui—%@))

j=1 1<j<m<k

S f (oo (o2 ()
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as n — oo. Now, the substitution ¢; — ¢;/4/2/(nA) transforms this last integral into

k2/2 k
—0.)? _Zfz ? ) —An'/6/2
)] [ (L o) Lo
50 1<]<m<k j=1

This resulting integral is a Selberg integral, and it is well known (see, e.g., [19, p. 321]), that

[/ (n

This shows that the integral (6.17) is asymptotically equal to

k2/2 . k/2 k w il ) )
S(L,..., 1" (140 (n')) (%) (22k2‘)/2 (H%)( I1 (um—uj)>,

1<j<m<k

k/2 k

— ;) ) 2= lg(JJI_IQZ 2k2/2 H B

1<]<m<k

which completes task (1).

We now turn towards task (2) of the saddle point approach: finding a bound for the re-
maining part of the integral. For the sake of convenience, we adopt the notation of the proof
of Theorem 5.1: by M, we denote the set of maximal points of the function (¢1,...,¢x) —
|S(e™r, ..., e"*r)|, and we define the sets

U(p) ={p eRY 1 [p—plw<e},  ¢=(d1,...,¢x) EM,
and UL (@) = [0,27) \Uc(p) as well as U (M) = e p Ue(0)-

Analogous to the reasoning in the proof of Theorem 5.1, we see that

) 1<det<lC (sin(ume;)) i
}ei“"’”—ei“"f\> S — S (91, eion)” (H (1+ei9"ﬂ')d<ﬁj>
/ / <1<]<m<k d,imtgk (sin(mep;)) P

1<

is O <S(1, ce 1)"*01"1/6) for some constant C; > 0 as n — oo.

It remains to establish bounds for the (finitely many) integrals

det  (sin(umep;))

k
i S (e, )" 1+ ¢*) dp,
/ /<1<j<m<k}6 ’ ’) det (sin(mey;)) (6 e € ) (;1_[1( e ) il

1<j,m<k

where ¢ ranges over M\ {(0,...,0)}. If (¢1,...,¢k) # (0,...,0), ¢, = 7, say, then we have
1+ €@ +9) = O(¥),), and consequently,

k
H 4 et i($j4+95)) — o) (n*5/12)
7=1
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for |(91,...,9%)]ee < € =n"512 asn — oo. Hence, we obtain
det._(sinungpy) k
[ (I e e | s s, eo) (T (1+ %) dg,
1<j<m<k det_ (sin(mgp;)) 1
Ue(p) SISmE 1<j,m<k j

~0 (n*5/12*’f2/25(1, o 1)”)

for o = (¢1,...,¢08) € M\ {(0,...,0)} as n — oo. This finally gives us the bound

det_ (sin(ump;)) k
// ( H ‘eisom _ el ‘2> 1§](,i:t§k S (eisol, . .,eiSOk)n <H (1 + ei%) dcp])
Ug(0)

1<j<m<k 1<j,m<k (sm(mgoj)) J=1

—0 (n*5/12*’f2/25(1, L 1)”)

as n — 00, and completes the proof of the theorem. O

7. APPLICATIONS

The rest of this manuscript is entirely devoted to applications of Theorem 5.1 and Theo-
rem 6.2.

Special cases of some of the results presented in the following subsections have already been
derived earlier by other authors. Also, we can give precise answers to some questions to which
only partial results were known. In these cases, we provide the reader with pointers to the
original literature. Some other results (in particular, Corollaries 7.1, 7.3, 7.5 and 7.6) in this
section seem, to the author’s best knowledge, to be new.

7.1. Lock step model of vicious walkers with wall restriction. In general, the vicious
walkers model is concerned with £ random walkers on a d-dimensional lattice. In the lock step
model, at each time step all of the walkers move one step in any of the allowed directions, such
that at no time any two random walkers share the same lattice point. This model was defined
by Fisher [6] as a model for wetting and melting processes.

In this subsection, we consider a two dimensional lock step model of vicious walkers with wall
restriction, which we briefly describe now. The only allowed steps are (1,1) and (1, —1), and
the lattice is the Z-lattice spanned by these two vectors. Fix two vectors u,v € Z* such that
0<u <uy <---<wuand u; = u; mod 2 for 1 < ¢ < j <k, and analogously for v. For
1 < j <k, the j-th walker starts at (0,u; — 1) and, after n steps, ends at the point (n,v; — 1)
in a way such that at no time the walker moves below the horizontal axis (“the wall”) or shares
a lattice point with another walker.

Certain configurations of the two dimensional vicious walkers model, such as watermelons
and stars consisting of k vicious walkers with or without the presence of an impenetrable
walls, have been fully analysed by Guttmann et al. [13] and Krattenthaler et al. [16, 17]. In
their papers, they prove exact as well as asymptotic results for the total number of these
configurations.

The results in this subsection include asymptotics for the total number of vicious walkers
configurations with an arbitrary (but fixed) starting point having either an arbitrary (but fixed)
end point or a free end point (see Corollary 7.1 and Corollary 7.3, respectively). Special cases
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of these asymptotics have been derived earlier by Krattenthaler et al. [16, 17] and Rubey [21].
For further links to the literature concerning this model, we refer to the references given in the
papers mentioned before.

The two dimensional lock step model of vicious walkers as described above can easily be
reformulated as a model of lattice paths in a Weyl chamber of type B as follows: at each
time, the positions of the walkers are encoded by a k-dimensional vector, where the j-th
coordinate records the current second coordinate (the height) of the j-th walker. Clearly, if
(c1,...,cx) € ZF is such a vector encoding the heights of our walkers at a certain point in time,
then we necessarily have 0 < ¢; < ¢y <--- < ¢ and ¢; =¢; mod 2 for 1 <7 < 5 < k. Hence,
each realisation of the lock step model with k vicious walkers, where the j-th walker starts at
(0,u; — 1) and ends at (n,v; — 1), naturally corresponds to a lattice path in

{(azl,xQ,...,xk)EZk c0<a < <o and x; = 7 mod2for1§i<j§k}

that starts at u = (uq,...,ux) and ends at v = (vy,...,v). (Note the shift by +1.) The
atomic step set is given by

k
A:{Zeje(j) : 51,...,ek€{—1,+1}},
j=1

and the composite step set S is set of all sequences of length one of elements in A. This

means, that in the present case there is only a formal difference between the atomic steps and

composite steps. Both sets, A and S satisfy Assumption 2.1 (the conditions of Lemma 2.1).

Consequently, asymptotics for this model can be obtained from Theorem 5.1 and Theorem 6.2.
The composite step generating function associated with S is

Stuea = TT(5+1).

j=1 J

and the set M C {0, 7}* of points maximising the function (¢1,...,@x) — |[S(e¥!, ..., ¢+
is given by M = {0,7}". Hence, we have |[M| = 2 and after short calculations we find
S(1,...,1) = S"(1,...,1) = 2k, As a consequence of Theorem 5.1, we obtain the following
result.

Corollary 7.1. The number of vicious walkers of length n with k walkers that start at (0, u; —
1),...,(0,ux — 1) and end at (n,v; —1),...,(n,vx — 1) (we assume that u; +v; =n mod 2)
15 asymptotically equal to

(- o), - u?)) <H w)

(M2 — 1)

as n — oQ.

The special case u; = 2a; + 1, j = 1,...,k, of the corollary above implicitly appears in
Rubey [21, Proof of Theorem 4.1, Chapter 2]. Other special instances of Corollary 7.1 can be
found in [16, Theorem 15]. For example, let us consider the so-called k-watermelon configura-
tion. In this case, the walkers start at (0,0),(0,2),...,(0,2k — 2) and, after 2n steps, end at
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(2n,0), (2n,2),...,(2n, 2k —2). Hence, setting u; = v; =2j—1, 1 < j < k, as well as replacing
n with 2n in the asymptotics above, we obtain the following corollary.

Corollary 7.2 (see Krattenthaler et al. [16, Theorem 15]). The number of k-watermelon con-
figurations of length 2n is asymptotically equal to

k
4kn2k2—k7r—k/2n—k2_k/2 <H<23 _ 1>!> ’ n — oo.

j=1
Asymptotics for the number of walkers with a free end point can be derived from Theorem 6.2.

Corollary 7.3. The number of vicious walkers of length n that start at (0,u;—1),..., (0, ux—1),
0<u <--- <u, uj =uy mod 2, is asymptotically equal to

k .
, k2 k2 u;i(j —1)!
et (I ) (L2 p) v

j=1 1<j<m<k

Setting u; = 2a; + 1, j = 1,...,k in the corollary above, we obtain as a special case [21,
Theorem 4.1, Chapter 2].

The set of k-star configurations consists of all possible vicious walks with the starting points
(0,0),(0,2),...,(0,2k — 2). Hence, setting u; = 2j — 1, j = 1,...,k, in the corollary above,
we obtain the following result.

Corollary 7.4 (see Krattenthaler et al. [16, Theorem 8]). The number of k-star configurations
of length n is asymptotically equal to
k

2nk+k27k/2ﬁ*k/2n*k2/2 H<j _ 1)!7 n — 00.
j=1

7.2. Random turns model of vicious walkers with wall restriction. This model is quite
similar to the lock step model of vicious walkers. The difference here is, that at each time step
exactly one walker is allowed to move (all the other walkers have to stay in place).

We consider the random turns model with &k vicious walkers. Again, at no time any two of
the walkers may share a lattice point, and none of them is allowed to go below the horizontal
axis. Now, fix two points u,v € Z¥ N WP, and assume that for 1 < j < k, the j-th walker
starts at (0,u; — 1) and, after n steps, ends at (n,v; — 1). In an analogous manner as in the
previous subsection, we interpret this as a lattice walk of length n in Z* N ° that starts at u
and ends at v. Here, the underlying lattice is given by £ = Z* and the atomic step set is seen
to be

S = {j:e(l), +e®, ..., j:e(k)} )
The composite step set is, as in the last subsection, the set of all sequences of length one of
elements in A. Since both sets, S and A, satisfy Assumption 2.1, we may obtain asymptotics
by means of Theorem 5.1 and Theorem 6.2.

From the description of & above it is seen that the associated composite step generating
function is given by

J=1

S(zl,...,zk):A<zl,...,zk):Z(zj+zij).
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Short calculations give us S(1,...,1) = 2k and S”(1,...,1) = 2. Furthermore, it is easily
checked that the set of maximal points is given by M = {(0,...,0), (7,...,7)}, which implies
|M| = 2. Consequently, according to Theorem 5.1, we have the following result.

Corollary 7.5. The number of k vicious walkers in the random turns model, where the j-th
walker starts at (0,u; — 1) and, after n steps ends at (n,v; — 1), is asymptotically equal to

, n — 00.

s (LG8 0= ) (o)
2(%)”(%)/ (S) e (Hle@j—l)!)

Asymptotics for the number of vicious walks starting in (0,u; — 1), j = 1,..., k, with a free
end point can be determined with the help of Theorem 6.2.

Corollary 7.6. The number of k-vicious walkers in the random turns model, where the j-th
walker starts at (0,u; — 1), of length n is asymptotically equal to

o (@) (A=) (I e9). o=

j=1

7.3. k-non-crossing tangled diagrams with isolated points. Tangled diagrams are cer-
tain special embeddings of graphs over the vertex set {1,2,...,n} and vertex degrees of at
most two. More precisely, the vertices are arranged in increasing order on a horizontal line,
and all edges are drawn above this horizontal line with a particular notion of crossings and
nestings. Instead of giving an in-depth presentation of tangled diagrams we refer to the papers
[4, 5] for details, and quote the following crucial observation by Chen et al. [5, Observation 2,
page 3:

“The number of k-non-crossing tangled diagrams over {1,2,...,n} (allowing

isolated points), equals the number of simple lattice walks in 21 > x9 > -+ >

Tx—1 > 0, from the origin back to the origin, taking n days, where at each

day the walker can either feel lazy and stay in place, or make one unit step in

any (legal) direction, or else feel energetic and make any two consecutive steps

(chosen randomly).”

In order to simplify the presentation, we replace k with k + 1, and determine asymptotics
for the number of (k + 1)-non-crossing tangled diagrams. A simple change of the lattice path
description given above shows the applicability of Theorem 5.1 to this problem. We proceed
with a precise description. Consider a typical walk of the type described in the quotation above,

and let ((cgm), cee c,gm)))mzo . be the sequence of lattice points visited during the walk. Then,
the sequence ((cgﬁm) +1, c,(;f)l +2,..., cgm) + k))m:O . Is sequence of lattice points visited by a
walker starting and ending in (1,2, ..., k) that is confined to the region 0 < 21 < xy < - -+ <

with the same step set as described in the quotation above. This clearly defines a bijection
between walks of the type described in the quotation above and walks confined to the region
0 <z < -+ < zy starting and ending in u = (1,2,..., k) with the same set of steps.

As a consequence, we see that the number of (k + 1)-non-crossing tangled diagrams with
isolated points on the set {1,2,...,n} is equal to the number of walks starting and ending in
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u that are confined to the region 0 < z; < --- < x; and consist of composite steps from the
set

S={0lUAUA X A,
where the atomic step set A is given by

A= {:I:e(l), +e®, ..., j:e(k)} .

The step sets A and S are seen to satisfy the assumptions of Theorem 5.1, and, therefore, may
be used to obtain asymptotics for P (u — u).

According to the definition of the composite step set S, the composite step generating func-
tion S(z1,...,2x) is given by

k k 2
1 1

S<Zl7"'7zk>:1+(§ Z]+Z_>+(E 2‘7_'_2_) .
j=1 J =1 J

Short calculations show that S(1,...,1) = 1+ 2k + 4k* and S”(1,...,1) = 2 + 8k, and it is
easily seen that (0,...,0) is the only point of maximal modulus of S(z1,...,z2) on the torus
|z1] = -+ = |z] = 1. Consequently, Theorem 5.1 gives us asymptotics for the number of
(k 4+ 1)-non-crossing tangled diagrams.

Corollary 7.7. The total number of (k + 1)-non-crossing tangled diagrams is asymptotically
equal to

O\ (14 2k 4+ 42\ [
PH(u— ) ~ (1 + 2k + 4K2)" (—) (—) 2i-1, n-o
T n(2 + 8k) 31_[1

7.4. k-non-crossing tangled diagrams without isolated points. Consider a tangled di-
agram as defined in the previous example. A vertex of this tangled diagram is called isolated,
if and only if its vertex degree is zero, that is, the vertex is isolated in the graph theoretical
sense.

Again, for the sake of convenience, we shift k£ by one, and consider (k + 1)-non-crossing
tangled diagrams without isolated points. In an analogous manner as in the previous section,
these diagrams can be bijectively mapped onto a set of lattice paths (see [5, Observation 1,
p.3]) in the region 0 < x; < .-+ < x), that start and end in u = (1,2, ..., k). The only difference
to the situation described in the last example is the fact, that now the walker is not allowed
to stay in place. Hence, the composite step set S is now given by

S=AUAx A

The atomic step set 4 remains unchanged.
According to the definition of S, the composite step generating function is now given by

k 1 k 1 2
S<217---7zk>:(sz+f>+<22j+f> s
= =

so that S(1,...,1) = 2k + 4k? and S”(1,...,1) = 2 + 8k, as well as M = {(0,...,0)}.
Asymptotics for the number of (k + 1)-non-crossing tangled diagrams without isolated points
can now easily be determined with the help of Theorem 5.1.
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Corollary 7.8. The total number of (k + 1)-non-crossing tangled diagrams without isolated
points s asymptotically equal to

9 k/2 o + Ak2 K24+k/2 [ k
j=1
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THE HEIGHT OF WATERMELONS WITH WALL
THOMAS FEIERL'

ABSTRACT. We derive asymptotics for the moments as well as the weak limit of the height
distribution of watermelons with p branches with wall. This generalises a famous result of
de Bruijn, Knuth and Rice [4] on the average height of planted plane trees, and results by
Fulmek [9] and Katori et al. [15] on the expected value, respectively higher moments, of the
height distribution of watermelons with two branches.

The asymptotics for the moments depend on the analytic behaviour of certain multidimen-
sional Dirichlet series. In order to obtain this information we prove a reciprocity relation
satisfied by the derivatives of one of Jacobi’s theta functions, which generalises the well known
reciprocity law for Jacobi’s theta functions.

1. INTRODUCTION

The model of vicious walkers was introduced by Fisher [7]. He gave a number of applications
in physics, such as modelling wetting and melting processes. In general, the model of vicious
walkers is concerned with p random walkers on a d-dimensional lattice. In the lock step model,
at each time step all of the walkers move one step in any of the allowed directions, such that
at no time any two random walkers share the same lattice point.

A configuration that attracted much interest amongst mathematical physicists and combina-
torialists is the watermelon configuration, which is a special case of the two dimensional vicious
walker model. See Figure 1 for an example of a watermelon, where, for the moment, the broken
line labelled 13 should be ignored. This configuration can be studied with or without presence
of an impenetrable wall, and with or without deviation. We proceed with a description of
p-watermelons of length 2n with wall (without deviation), which is the model underlying this
paper. Consider the lattice in R? spanned by the two vectors (1,1) and (1,—1). At time zero
the walkers are located at the points (0,0),(0,2),...,(0,2p — 2). The allowed directions for
the walkers are given by the vectors (1,1) and (1,—1). Further, the horizontal line y = 0
is an impenetrable wall, that is, no walker is allowed to cross the z-axis. The walkers may
now simultaneously move one step in one of the allowed directions, but such that at no time
two walkers share the same place. Additionally we demand that after 2n steps all walkers are
located at (2n,0), (2n,2),...,(2n,2p — 2).

Tracing the paths of the vicious walkers through the lattice we obtain a set of non-intersecting
lattice paths with steps in the set {(1,1), (1, —1)}. In the case of watermelons without devia-
tion, the i-th lattice path, also called i-th branch, starts at (0, 2¢) and ends at (2n, 2i). Further,
it is seen that the bottom most path is a Dyck path, so that the 1-watermelons with wall cor-
respond to Dyck paths.

Date: October 27, 2009.
t Research supported by the Austrian Science Foundation FWF, grant S9607-N13.
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FiGure 1. Example of a 4-watermelon of length 18 with wall and height 13

Since Fisher’s introduction [7] of the vicious walkers model numerous papers on this subject
have appeared. While early results mostly analyse vicious walkers in a continuum limit, there
are nowadays many results for certain configurations directly based on the lattice path descrip-
tion above. For example, Guttmann, Owczarek and Viennot [13] related the star and water-
melon configurations to the theory of Young tableaux and integer partitions, and re-derived
results for the total number of stars and watermelons without wall. Later, Krattenthaler,
Guttmann and Viennot [18] proved new, exact as well as asymptotic, results for the number of
certain vicious walkers with wall. Recently, Krattenthaler [17] analysed the number of contacts
of the bottom most walker in the case of watermelons with wall, continuing earlier work by
Brak, Essam and Owczarek [22].

In 2003, Bonichon and Mosbah [2] presented an algorithm for uniform random generation
of watermelons, which is based on the counting results by Krattenthaler, Guttmann and Vi-
ennot [18] (see Theorems 1 and 6 therein). Amongst other things they used their generator
for obtaining experimental results on the height of watermelons. Here, the height of a water-
melon is defined as the smallest number A such that the upper most branch does not cross the
horizontal line y = h. See Figure 1 for an example with four branches and height 13.

As already mentioned, watermelons with one branch are simply Dyck paths. It is well-known
that these are in bijection with planted plane trees, and that under this bijection the height of
a Dyck path corresponds to the height of the corresponding tree. The asymptotic behaviour of
the average height of planted plane trees was determined by de Bruijn, Knuth and Rice [4], that
is, they solved the average height problem for 1-watermelons with wall. Recently, Fulmek [9]
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extended their reasoning and determined the asymptotic behaviour of the average height of 2-
watermelons with wall. Katori, Izumi and Kobayashi [15] considered the diffusion scaling limit
of 2-watermelons, and obtained the leading asymptotic term for all moments of the height
distribution as well as a central limit theorem. The limiting process of p-watermelons has
been investigated by Gillet [12]. He succeeded in proving the convergence of (properly scaled)
watermelons to certain limiting processes, which he characterised by stochastic differential
equations.

In this paper we rigorously analyse the height of p-watermelons of length 2n with wall, and
obtain asymptotics for all moments of the height distribution as n — oo as well as a central limit

theorem. In particular, we show that the s-th moment behaves like skPns/2—3 (;) /{g{)ln(“l)/@

O(n*/2=1 4-np/ 27" Jog n) as n — oo for some explicit numbers K ), see Theorem 1 at the end of

Section 3. The nature of our result explains the somewhat inconclusive predictions in [2]. To
be more specific, Bonichon and Mosbah [2] predicted, based on numerical experiments, that

/{&p )~/ (1.67p — 0.06). Although it does not seem unlikely that the constant ngp ), as given in
Theorem 1, behaves like |/p as p — o0, a rigorous proof is still lacking and work in progress.

The proof of our result can be summarised as follows. As a first step, we represent the total
number of watermelons and the number with height restriction in terms of certain determi-
nants (see Lemma 4), the entries being sums of binomial coefficients. From these determinants
we then obtain an exact expression for the s-th moment of the height distribution. After
normalisation we may apply Stirling’s formula and obtain an expression that can be asymptot-
ically evaluated using Mellin transform techniques (see Lemma 7). This kind of approach goes
back to de Bruijn, Knuth and Rice [4]. Fulmek [9] adopted their approach for the asymptotic
analysis of 2-watermelons. The new objects which arise here (and, in general, when extend-
ing this approach to the asymptotic analysis of p-watermelons) are certain multidimensional
Dirichlet series (instead of Riemann’s zeta function as in [4]). An additional complication
with which one has to cope is the increasing number of cancellations of leading asymptotic
terms that one encounters in the calculations while the number p of branches becomes bigger.
Thus, while a brute force approach will eventually produce a result for any fixed p (this is,
in essence, what Fulmek [9] and Katori et al. [15] do for p = 2), the main difficulty that we
have to overcome in order to arrive at an asymptotic result for arbitrary p is to trace the
roots of these cancellations. We accomplish this with the help of Lemma 8. It allows us to
exactly pin down which cancellations take place and to extract explicit formulas for the first
two terms which survive the cancellations. The multidimensional Dirichlet series which arise
in our analysis are the subject of the subsequent section. What we need is information on
their poles. This information is obtained with the help of a relation that generalises the reci-
procity law for Jacobi’s theta functions (see Equation (3)), that is proved in Proposition 1. We
note that our definition of these Dirichlet series differs slightly from Fulmek’s definition, which
makes the analysis somewhat easier. These Dirichlet series that we encounter are related to
so-called twisted multivariate zeta functions, studied, e.g., by de Crisenoy [5] and de Crisenoy
and Essouabri [6]. However, their results cannot be used since they do not apply to our multi-
dimensional Dirichlet series, which are explicitly excluded in these two papers. They can also
be found within a class of multidimensional Dirichlet series studied by Cassou-Nogues [3]. In
principle we could apply her results to our Dirichlet series and would obtain information on
the poles of the analytic continuation of these series. But this would be cumbersome, and in
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our case it is more straightforward to obtain this information using the generalised reciprocity
relation (see end of Section 2), which we are going to need in the proof of Theorem 1 anyway.

Small modifications immediately yield analogous results for p-watermelons with a horizontal
wall positioned at some negative integer. Also, the analysis of the height distribution of
watermelons without wall can be accomplished in a completely analogous fashion.

The paper is organised as follows. The second section contains information on the analytic
character of certain multidimensional Dirichlet series that is crucial for the proof of our main
result. The third section contains the main result, see Theorem 1 at the end of that section.
The techniques applied in that section are then used to obtain a central limit law, see Theorem 2
at the end of this paper.

We close this section by fixing some notation. Vectors are denoted using bold face letters
and are assumed to be p-dimensional row vectors. Further, we make use of the 1-norm and
the 2-norm of vectors, viz. |w|; = wo +---+wp_y and |w|3 = wj+---w?_,. Finally, we define
p—1

w . . .
=vy"...v,"" . The relation v > w is to be understood component-wise.

VW

2. SOME MULTIDIMENSIONAL DIRICHLET SERIES

In this section we study the multidimensional Dirichlet series

mao .. mor7! m?
Za(2) = : P =)
R M T Py
where m = (my,...,m,_1) ranges over Z? \ {0}, for a = (ag,...,ap-1) € Z?, a > 0. Our

goal is to establish the analytic continuation of Z,(z) to a meromorphic function and the
determination of its poles. Also, we need information on the growth of Z,(z) as |z| — oo in
some vertical strip.

It follows from the definition that Z,, ., ,(2) = Zu, . .a,,_1 (?) for every permutation
o€, If p=1then

Z4(2) = 2]a even| ((2z — a),

where [Statement] is Iverson’s notation, that is

1 if ’Statement’ is true,
[Statement| =

0 otherwise.

If a,_1 is odd, the definition shows that Zao,___,ap_wp_l(z) = 0. Consequently, we may assume
that the parameters ay, ..., a,_; are even.

The analytic continuation of Zs,(2) is accomplished very much in the spirit of one of Rie-
mann’s methods for ((z) (see, e.g., [25, Section 2.6]). In fact we have

i)2lah ° v
) B lors) = [ ((Hﬁ%m) ~la= 01) dt,

=0
where 9,(t) = 0,(0,it) and where

a o0

9a<x’y) = %9<x, y) — Z (27m'n>a€27ri(ann+n2y/2)7 %(y) > O7

n=—oo
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is the a-th derivative with respect to = of O(z,y) = 3, €>™@+7°¥/2) 4 variant of one of
Jacobi’s theta functions. Here, Equation (1) is obtained by substitution of Euler’s integral for
the gamma function, viz. T'(z) = [~ t*"'e 'dt, and the series definition for Zs, on the left
hand side of the equation above followed by interchanging summation and integration as well
as a change of variables in the integral.

We are now going to extract information on the poles of Zs,(2) from the integral (1). This
task is accomplished with the help of a generalised reciprocity relation (see Corollary 1), which
is a consequence of the following two results, stated in Lemma 1 and Proposition 1. This
relation generalises Jacobi’s reciprocity law for 6(z,y), and is proved following along the lines
of the proof of the reciprocity law in [19, Section 2.3].

Lemma 1. Let (fo(x,y))a>0 be a sequence of functions which are entire with respect to x for
every fized y with S(y) > 0. If (fu(x,y))a>0 satisfies the conditions

(i) fa(x+1ay):fa(xvy) u
(i) falz —y,y) = m=u/2) ]go (3) fe(z,y)

then we have

a a C(k)
(2) fa(xvy) = (k) (()Aeak(l}y)v

P 2mg)e—k
where
1
) = [ el
0

is the constant term in the Fourier expansion of fi(x,y) as a function in x.

Proof. Condition (i) implies the convergent Fourier expansion (f,(z,y) being understood as a
function of x)

fa(«T, y) _ Z Cgla) (y>627ri(mn+n2y/2)
for @ > 0 which shows that

—2mi(x— a mi(xn+n?
e eV f(n—y,y) =Dl (y)ermimintui),

n

Now, this last equation and Condition (ii) together imply the recursion

4 = (k) 9.

which yields

This proves the lemma. O
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Proposition 1. We have

Sl

L2 a—k+1/2
® > (5) 5 (O hate)

: e () (1)

k=0

Proof. We prove the claim by applying Lemma 1 to the functions

folz,y) = Z (—x + n) e*i”(fEJr”)Q/y7 a> 0.

Y

n

Condition (i) of Lemma 1 is clearly satisfied by f,(x,y). For Condition (ii) we calculate

T +n ¢ —im(z+n—y)?
fa(:c—%y):Z(l— ) et

- Y

27rzm y/2) rT+n ’ —im(z+n)?/y
> () () e

k= n

It remains to determine the coefficients c(()a) (y) of Lemma 1. Short calculations show that

/ falz,y)d [a even] ( ) e~ Yy

In particular we have for a = 0
céO)(y) = / e Y gy = \/Q
o 7

Note that the evaluation of the integral above is true for y = it for some ¢ > 0 and analytic
continuation then proves the correctness for general y with $(y) > 0. If @ > 0 then integration
by parts yields the recursion

(2a) < (z\* —ima?/ 20— 1 [* (x> —ima2) 20 — 1 (24-2)
co y) =2 - e Ydr = — — e Ydr = ——cy (y),
o \Y wy  Joo \Y 2imy

and we obtain
(a)( ) = 0 if a 1s odd
y - Qa. . .
K W/;(a/g)v\/% if a is even.

Hence, by Lemma 1 we have

aleny) = <2ak) % (272)a (%) o).
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On the other hand, expanding the binomial term shows that

a

fa(fﬁa y) = (_y)_ae_iTFxQ/y Z (Z) l»k; ; na_ke_QWi($n+n2/y)

k=0
_ G —inx? /)y - a _\k 2 ~k—a€ E _l
e S (3 (ot en -t (5.
k=0
The last two representations for f,(x,y) prove the lemma. O

Putting a = 0 in Equation (3), we obtain the reciprocity law for Jacobi’s theta functions in

the form
- 1
\/?.e«c,y) e (f, ——) |
v y oy

Corollary 1. The functions 9,(y) = 0,(0,iy), a > 0, satisfy the relation
15)

(@) Du(y) = i (;k) %ﬁk @)MM Ja o G) Loy

k=0

Proof. The corollary follows from Equation (3) upon setting = 0 and replacing y by i/y. O
We can now prove the main result of this section.

Lemma 2. The function Z,(2) can be analytically continued to a meromorphic function having
a single pole of order 1 at z = £ + |a|, with residue

7P/ " (2a:)!
(5) Res Zsa(z) = (H (2 m) :

z=L+|al r (% + \a\l) 4“iai!

Furthermore, we have the representation
a =0 =l TT
I(z+1) ['(z) z— %~

ﬂ.zf2\a\1 ) p—l
e /1 e ((H Vo, <t>> = 0]> «

Jj=0

G h 21 T 1 ali - (2%)! p/2+]al1
(e () ()

where the two integrals above define entire functions with respect to z. For any non-negative
integer k we have

Zga(Z) = —

a|1

—1 fa=0and k=0,

0 otherwise.

ZQa(_k) = {
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Proof. Consider again Equation (1), viz.

(2mi)2lah

?Zga(z)r(z) _ /0°° o1 <<H vgaj(t)> —la= 0]) dt.

We split the integral above into two parts, one over [0, 1] and one over [1,00). The second
integral is seen to define an entire function with respect to z. We consider the first integral

$7-1 Dog —fa=0 dt:—MJr 1tz_1 p_lﬁza,t dt
[ HJ | g i 0 X0

By virtue of (4) we obtain

<ﬁ z9zaj(t)> — (—m)lah (pl (251)!> ¢=p/2-lalx
al1 = 2a;\ (2k)! 4 k910 1
RS ( (21@») = Bl <¥>>

p—1 D
(2a,) 1
|a|1 | | AT 4op/2—lah -] -1
< a;! ) ! <19 (t) ) .

7=0

Now, since for a # 0 the integrals

[A6CT e [ (i)

define entire functions with respect to z we see that

/ £+ ((Hﬁz% )— )l (ﬁ (2?;)!) t‘p/Q—'ah) dt

defines an entire function with respect to z, too.
Combining all the parts and noting that

p—1 1 _\lal TTP—L (2a;)!
(_ﬂ_)|a|1 H (2(1/])' / tz—l—p/Z—\a\ldt _ ( 7T) HJZO a;!
a;! 0 z—f—a|;

J=0

we obtain the representation for Z,, claimed in the lemma. The evaluations at the non-positive
integers immediately follow from this representation. O

We close this section with a result on the growth of Zs,(o + it) as [t| — oo.
Lemma 3. For o € R fized we have the estimate
(6) Zoa(o +1t) = O (65‘”) , |t| — oo,

for any € > 0.
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Proof. Mellin transform asymptotics show that

(=47?)*T(a +1/2) M
Vaa(t) = Tatl/2 jafl/2 +0 (t ) g t—0,

Uaa(t) =[a=0]+ O ("), t — 00,

for any M > 0. Consequently, we have for a € NP the asymptotics

tlali+p/2 p/2

(h'ﬁQai(t)) —la=0]= (—47T)\a\1 ?;0 I(a; +1/2) —la=0/+0 (tM) ’ t—0,

(H D4, <t>> —la=0=0("), t—oo

for any M > 0. Now, by [8, Proposition 5] we see that the Mellin transform of (Hf;ol Uoalt)) —
[a = 0], viz.

i} 2mri)2lah
fule) = T 202,
satisfies
fralo+it) = O (e7@29M) - ]t] — oo,

for any ¢ > 0 and o in any closed subinterval of (|a|; + p/2,00), which can be extended to
any closed subinterval of (—oo,00) (see the proof of [8, Prop. 4] for details). The result now
follows from the behaviour of the gamma function along vertical lines, viz.

D(o +it) ~ V2r|t|]o~1/2e /2, [t| — oo.

3. THE MOMENTS OF THE HEIGHT DISTRIBUTION

We denote by M2(Z?h the number of p-watermelons with wall with length 2n and height
strictly smaller than h. Further, we write MQ(fL) for the total number of p-watermelons with
length 2n. Note that M) = MQ(Z),h for h >n+2p—1 and MQ(Z),h =0 for h < 2p.

Now, let W) denote the set of p-watermelons of length 2n, and let P denote the uniform
probability measures on these sets, and let H,,, denote the random variable “height” on the
probability space (Qﬂ,&p ), 9, , IP’) .

The goal of this section is to obtain an asymptotic expression for the s-th moment EH}

where [E denotes the expectation with respect to P, of this random variable as the length of
the watermelons tends to infinity. Clearly, we have
1
(7) BH;, = —0 300 = (h= 1)) (M) = M, ), s>1
7 M, h>1 7
For determining the asymptotics of EH; , we proceed as follows. First, we find expressions

in terms of determinants for the quantities MQ(fL),h and MQ(Z). This is accomplished by an



64 THOMAS FEIERL

application of a theorem by Lindstrom—Gessel-Viennot, respectively of a theorem by Gessel
and Zeilberger. Second, we obtain asymptotics for

(8) Mg, and SO (= 1)) (M) - M)
h>1
The asymptotics for EH; , are then easily established. The main result is stated in Theorem 1
at the end of this section.
We start with exact expressions for Méﬁ?h and M.

Lemma 4. We have

2 2
9  MP = det (( " )—( " ))
0<ij<p \\n + 17— J n—1—1—7

and for h > 0 we have

m 2n
10) MY, = det - :
(10) 2n,h 0§i3<p<mzezz<(n+m(h+l)+i—j) (n+m(h+1)—1—i—j))>

Proof (Sketch). For h > 2p both equations follow from a theorem by Lindstrém-Gessel-
Viennot (see [10, Corollary 3] or [20, Lemma 1]), respectively from a theorem of Gessel and
Zeilberger [11]. To be more specific, Equation (9) follows from the type C, case of the main
theorem in [11], while Equation (10) follows from the type C, case.

The reader should observe that the entries of the determinant (9) are the numbers of lattice
paths from (0, 27) to (2n,2j) that do not cross the z-axis. On the other hand, the entries of
the determinant (10) are the numbers of lattice paths from (0, 27) to (2n,2j) that do not cross
the z-axis and have height smaller than h. These sums are obtained by a repeated reflection
principle (see, e.g., Mohanty [21, p.6]).

For 0 < h < 2p the identity

;Z«Hm(hinmﬂ—j) N (n+m<h+??—1—i—J)>

S I I

shows that the right hand side of (10) is equal to zero, since for h = 2i the i-th row of the
determinant is equal to zero, and for h = 2i 4+ 1 we see that the ¢-th and (i 4+ 1)-th row of the
determinant only differ by sign and thus are linear dependent. O

We now turn towards the problem of determining asymptotics for the expressions (8).
Asymptotics for the total number of watermelons are easily established since the determinant
in (9) admits a simple closed form. The result is stated in the following lemma.

Lemma 5. We have

M = 4(3) <H(2¢ + 1)!) (2:) g (1+0 (™))

as n — oQ.
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Proof. The determinant (9) can be evaluated in closed form, e.g., by means of [16, Theorem
30], and is in fact given by

= G S ' L L (2n+2j)...(2n+1)
M = 1 oty = <n) (H@J“)!) (H <n+2j+1><n+2j>2...<n+1>2>'

§=0 n §=0 §=0

This proves, upon determining asymptotics for the right-most product, the result as stated in
the lemma.

For a comprehensive discussion and references of this counting problem we refer to [18,
Section 4]. O

Asymptotics for the second part of (8) are much harder to obtain. As a first step we note
that

(1) S0 — (- 1y) (M) - m),)

h>1

ZZ((h_1)8_hs)m;éoog,%t@<<n+mi(hin1)+i—j) - <n+mi(h+217)l—1—i—j))

h>1

by (9) and (10), where the inner sum ranges over Z? \ {0}.

For determining asymptotics for (11) we closely follow the proof of de Bruijn, Knuth and
Rice [4] (in our case we have to overcome some additional difficulties). For sake of convenience,
we give a short plan of the proof. As a first step we factor (%f) out of each row of the determinant
on the right-hand side of (10). We then replace the quotients of binomial coefficients by
its (sufficiently accurate) asymptotic series expansion, which is determined with the help of
Stirling’s asymptotic series for the factorials (see Lemma 6). This shows that the asymptotic
series expansion for (11) can be expressed in terms of products of derivatives of Jacobi’s theta
functions we considered in the last section. With the help of the Mellin transforms and the
results of the last section we are able to derive asymptotics for these functions (see Lemma 7).
In Lemma 8 we finally obtain the desired asymptotics for (11).

We start with the asymptotic series expansion for the quotients of binomial coefficients
mentioned above.

Lemma 6. For |m — z| < n®® and N > 1 we have the asymptotic expansion
2n

AN+1 u 3N+1u—1 2 2r+k—u

E 2r m m

e u k
l _

(u:O v v =1 k=0 r=1 '* \U k Vv vn

+0 (n7172N€fm2/n>

asn — oo. Here, the F,.; are some constants the explicit form of which is of no importance in
the sequel, and (—1)kk!¢r(w) is the k-th Hermite polynomial, that is

(13 ae) =S (" Yeam ko

m! k—m
m>0
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Proof. For sake of convenience, set z = (m — z)/n. With the help of Stirling’s asymptotic
series for the factorials we see that for z sufficiently small, |z| < %, say, we have

2n
1 1 1

) —

—2k

Byyn! 1-2k _ 1-2k —1-2N
+Z%2k_1 — (L) (1)) O ()

for all fixed N > 0 as n — oo. Here, B, denotes the k-th Bernoulli number defined via
S0 Bitt /KL =t/ (e! — 1).

For the range |z| < n~1/4
tions the expression

(n+2n111 Z) B ANH3 o 1 [N or
pED “”<;r<2r—1>>+5<z )

we further obtain by Taylor series expansion and some simplifica-

r=1

- 4NZI N B2kn1—2k -2k + 1 [L‘QT + 0 (n_l_QN)
k(2k —1) r '
r=1 k=1
Further restricting ourselves to the range |z| < n~%® we obtain, upon taking the exponential

of both sides of the expression above and another Taylor series expansion, the asymptotic series
expansion

( 2n ) , AN+3 [2N—|3r/4]
n+2rz—z — e 1+ Z Z Fr,l+rn_l x2r+0 (n—1—2N)
(W) r=1\ l=—|r/2|

for some constants F..
Now, if N > 1 we obtain upon interchanging the two sums on the right-hand side above,
replacing x with its defining expression (m — z)/n and simple rearrangements the expression

( 2n ) 3N+1 2 N

ntm—z) _ _—(m—2)%/n -1 — —1-2N
ST — e 14 n F. +0 (n

@ (e S e () 0w )
Finally, expanding e~(m=2)?/m iy the expression above in the form

k
—(m—z2) n: —m?/n _i
@ o) (@)

and collecting powers of z, we obtain the result. Here, the ¢;(m//n) represent certain poly-
nomials the explicit form of which is given in the lemma. O

We mentioned before, that the non-normalised s-th moment (11) is a linear combination
of certain functions related to products of the functions ¥, (), a > 0, considered in the last
section. In the next lemma we obtain asymptotics for these functions with the help of the
Mellin transform and the results proved in the last section.
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Lemma 7. Forae€ ZP, a> 0, and k € N define the function

2a
(14) Gran) =) (h+1)F > ermi/n (ﬂ) '
h=1 me(h+1)ZP vn
m#0

For any fixed M > 0 we have the asymptotics

(15)  graln (f[ ) (n) + o, n(k“)/2+<1—Bk+1(k_+l)f>[a:0]+0(nM)

Jj=0

as n — 0o, where

Qi(n) = (nm)P/? x 7 ltlogyn ifp=k+l,
Cp—k)—1 else,

and

X z—p/2

p=l i p/2 .
lim (ZQa(Z+ |a|1)T(z+ |a|1) — (HO iz?;iz) :/g) pr: k’+].,
j:
I (% + |a|1) Zga (% + |a|1) else.
Here, v =0.5772... 1is the Euler-Mascheroni constant.

Proof. First, note that the function gia(n) can be written in terms of derivatives of theta
functions, viz.

gra(n) = (=4m) 70 S (h 4 1)F ((iz%)?) " (E Foa, (“‘;1)2) Ja= o]) .

h>1

Now, by the harmonic sum rule and Equation (1), the Mellin transform of g a(n) for R(z) >
tmax {p, k + 1} is seen to be

Iral?) = /OOO grale™ 2" de = (((22 — k) = D)T(z + |ali) Zaa(z + |a]).

Consequently, the function gpa(n) can be represented with the help of the inverse Mellin
transform by the contour integral

c+100
Gra(n) = % /c_ioo g,’;a(z)nzdz, c> %max {p,k+1}.
Asymptotics are now being obtained by pushing the line of integration to the left and taking
into account the residues of the poles of the integrand.

From the well-known analytic behaviour of the gamma and the zeta function (see, e.g., [26])
and the analytic behaviour of Zy,(2) as given by Lemma 2 we infer that the integrand gj ,(2)n*
has potential poles at z = p/2, z = (k+1)/2 and z = —|al; —m for m € N. For p # k+ 1 all
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poles are of order one. Furthermore, the residues are given by

Res g2 a(2)n° = (C(p— k) — 1) (H @) (n P2

2=p/2 4% q ;)
7=0
1 (k+1 k41 "
Res gpa(2)n* = T | —— Zoa | —— (b+1)/2
e i = 57 (S ) Ze (S 4 lal ) m

\ (=D)F
_Res Iralz)n ( BT [a =0 and m = 0],

where B denotes the I-th Bernoulli number defined via Y. Bit' /I! =t/(e" — 1).
In the case p = k+ 1, the only difference is the pole at z = p/2, which is now a pole of order
two. By Lemma 2 we know that

p—1
(24;)!
Res Zs. r _ p/2
Res 2a(2 +[al)L'(2 + |al1) (szaj! i

and consequently, we have

Res gj a( (H ) — 1+ log/n) (7n)?/?

z=p/2 445 CL]

) p—1 (2a;)! P/2
+ T zlirg}z (ZQa(Z + |a|1)T(z + |a|1) - (H 4a]a 1] 2 — g ’

]7

Note that the limit above is equal to the constant term in the Laurent expansion of Zs,(z +
laj;)T'(z + |a]1) around its pole z = p/2.

For completing the proof we have to show the admissibility of the displacement of the
contour of integration above. But this follows by well known estimates for the gamma and
the zeta function along vertical lines in the complex plane together with Lemma 3. See [8] for
details. U

This last lemma finally enables us to determine the asymptotics for the non normalised s-th
moment (11).

Lemma 8. We have the asymptotics

Z (h* — (h — 1)) (Még _ MQ(n)h) _ 9 p(Qn)pn_p2

n
h>1

p—1
y (3)\8n5/2 _ 3<;> A_qntD/2 _ ;2])2 (H(% n 1)!> L0 (ns/2—1 4 /2P’ logn))

i=0
as n — 0o, where

2i +2j +2)!
Me=—) (—4)2h det ( “la k
F §< ) 0§i7ej<p<(2 +j+1—a;)! (2a;)! )wk ha >0,

with wig_1.a being defined in Lemma 7.
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Proof. Substituting the determinant expressions (9) and (10) for M and Mz(fb),h we see that

S = (- 1) (M) - m),)

h>1

2n 2n
= g h—1)°—h? det - :
et ( ) )m¢00§i,ej<p<<n+mi(h+l)+i—j) <n+m,~(h+1) - 1—i—j))

Instead of determining asymptotics for the right-hand side expression above directly we con-
sider the more general quantity

Dn(X7Y7z)

2 2
Svem S e () G T a))
h>1 me(h+1)Zp0SZ7]<p n+m; +x; —y; n+m; —z—x; —y;

m#0

Now, we factor (2:) out of each row of the determinant above, and restrict the sum above to
those (p+1)-tuples (h,mq, ..., m, 1) such that fori = 0,...,p—1 we have |(h+1)m;| < nl/2+¢
for some fixed e satisfying 0 < & < 1/8. Since, by Stirling’s formula, we have

(nQJ:La) 2e
(2n) :O<e_" ), n — oo,
whenever |a| > n , we see that the sum of all terms failing to satisfy the condition above
is O (n*M ) for all M > 0 and, therefore, is negligible.

In the remaining sum we replace all quotients of binomial coefficients by their asymptotic
series expansion as given by Lemma 6. Having done so, we extend the range of summation
to N x (ZP — {0}). This adds some additional terms, their sum being exponentially small
and, therefore, again negligible. This technique of truncating the (exponentially small) tail of
the exact sum, replacing the addends by their asymptotic expansion and finally adding a new
(exponentially small) tail to the resulting sum has also been applied by de Bruijn, Knuth and
Rice [4].

This procedure yields, upon noticing some cancellations due to summation over m which
eliminates all odd powers of m; for + = 0,...,p — 1, for arbitrary N > 0 the expression

(16) PN(X7 Yy, 2)

2N e )2u . ) 2u )
- Z hs(h) Z e~ ml3/n ogdi,ejt<p <Z (<yj & 7”55 T y]) ) Tou,N (%,n)> )

h>1 me (h+1)ZP u=0
m#0

where hs(h) = (h — 1)° — h® and

1/2+e¢

3N+1 u—1 21

(17) Tun(w.n) = du(w) + 3 0 S5 F, (u{k) (),

=1 k=0 r=1
such that

(18) D,(x,y,z) = (2§)p<PN(x,y, 2)+ O (n_ZN_lGS,O(n)) ), n — 00.
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Here, the functions ¢y (w) are defined by (13), and

(19) Coa) =S (-1 — ) Y (%) i

h>1 me (h+1)ZP
m#0
Clearly, Py(x,y,z) is a polynomial with respect to the variables zo, ..., Zp—1,Y0,- - Yp—1, 2-

Furthermore, expanding the determinants and interchanging summations in (16) reveals that
Pn(x,y, 2) is of the form

sz'”l .
(2()) PN<X7y7z) = Z n(‘ i1+ 151 +1]1) anljl 1 sa(n)

i,j,1>0 a>0
[i[1+[jl1+[11 even

for some polynomials g ;;1(n™!) in n=!. Noting that [w?**]Ts,1.x(w,n) = 0 for all a by (17)
we obtain upon extracting the corresponding coefficients in (16) the explicit representation

) dasaa) = et (5 (0= 0= 1) 03] To i) )

0<i,j<p Vi, Wy, L

and short calculations show that
[wQa} Toun(w,n)

wia WAL A 2l yuta-r
_ (=D""™ (u+a 4% 1 Z Z " uta—r 92a+2u—2r—k
(u+a)'\ 2a — P u+a—r 2a +2u —2r — k '

By expanding (h —1)®* — h* in powers of (h+ 1) in (19) and interchanging summations we see
that

s—1

(22 =3 (}) @ = D1 gl

where the functions gy »(n) are defined in Lemma 7.
Thus, we are led to consider sums of the form

ZQavwl gka( )

a>0

Now, we replace gia(n) by its asymptotic expansion (15), viz.

j04a] +1

as n — oo for all M > 0. The quantities Q4 (n) and wy, , have already been defined in Lemma 7.
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The multi-linearity of the determinant in (21) then shows that

Z Qa,v,w,l(nil) (H %) Qk(”’)

a>0 7=0

= Q(n), det (( T “‘) (=01~ 1) 32 0 ) 7, oo, n>) |

0<i,j<p Vi, Wy, lz

The sum inside the determinant is further seen to be

Z @ [w**] Tou(w,n)

4aq!
a>0
B WAl 2 Q“Zl (=1)"" (2r + k — 2u)! Z( 1y (k; b — u) < % )
N l 2r+h—2u — - 3 .
=1 r=1 n k=2(u—r) 2 (k +r u) >0 a 2r +k —2u

By the Chu-Vandermonde summation formula we obtain for the innermost sum above

S () (i)

_ :Fl“Wﬂ +T—U+fk‘/21.1]:F(%+fk‘/21—tk/2J) I(u—r)
AL UE D +Tk/2l)  Tlu—r— [k2])

and, from the fact that [£/2| > u — r on the right-hand side of the second to last equation
above, we conclude that all terms having r» < u vanish, since in these cases this last sum
evaluates to zero. But this shows that

Z % [wZa} Tou(w,n) =0 (n_“/Z) , n — 0o,
a>0 )

and we infer that

Pl oa)
E Qa,v,w,l(n_l) <H (2%)) Q(n) =0 (Qk(n)n—(\V\1+IWI1+\1|1)/2) : n — 00,
j.

a>0

and further, noting that Q;(n) = O(n?’%logn) as n — oo,

ZQavwl gka (Z Wi aQavwl )) n(k+1)/2

a>0 a>0

_ —1)* = |wli—

as n — oQ.
Now, lets turn back to Equation (16). Since the determinants involved in the definition of
Pn(x,y, 2) vanish whenever x; = x; or y; =y, for some i # jor x; = —z —z; or y; = —2 — y;
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for some i and j, we conclude that Py(x,y,z), which is a polynomial with respect to the
variables x, y and z, is divisible by

( 11 (fci—xj)(yz'—yj)>< 1T (Z+3fz‘+3?j)(2+yz+yj)>-

0<i<j<p 0<i<j<p

Consequently, all monomials of Py (x,y, z) have total degree > 2p?. Furthermore, we see that

(24) PN(X,y,Z)=< 11 (%—%)(w—%))( II (Z+xi+xj)(z+yi+yj)>

0<i<j<p 0<i<j<p
x n "’ C(n) (1+0(n ™))

for some unknown function C(n) as n — oo. This function C(n) can be determined by
comparing the coefficient of Hf;ol 27 y2+ in (20) and (24). In this way we obtain

(25) n? Z Ga3.30(n )Gsa(n) =407 C(n) (1+0(n™), n — 00,
a>0
where J = (1,3,...,2p—1). Since
5
) Gual) = —sgal) +3(3 ) o2al0) + Olaali). 11—,

by (22), we see by (23) that

D tasa0n)Gea(n) = =) gagao(n ") (8931,a(n) -3 (;) gsz,a(n))

a>0 a>0
+0 (ns/z_l + P2 log n)
as n — oo. Noting that
. o (—4)ah
(TT72p (20 + 1)1)” Osia<r
we further see by (23) that

op
Y tagao(n)Gyaln) = — . <5Asns/2 ~3 (;) Ao nG=D/2 Ao)
—
220 <H(2i+1)!)

=0

(2i +2j +2)!

) +0(n™Y), n — oo,

+ 0 (ns/%l + P> Jog n)

as n — 00, where

% + 2j + 2)!
Ao =— Y (=) det ( _1a k>0
F g( ) 0<ij<p ((l +i+1—a)! (2a;)! VE-La; ’

and |
20+ 25 + 2)!
No = 3dt<—<2+9+)).

—5 de —
20<ij<p \ (i+7+1)!
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Here, the constant A is of interest only in the case s = 1 (it can be absorbed into the O-term
otherwise), and comes from the asymptotic expansion of g o(n).

Now, with the help of Equation (25) we can determine asymptotics for the function C(n),
which gives us asymptotics for Py(xX,y, z) by Equation (24), and finally also asymptotics for
Dy(x,y,2) by Equation (18).

The proof is now completed upon specialising to x; = y; =i fori =0,...,p—1and z =1
in the asymptotics for Dy(x,y, z). For sake of convenience we finally note the identities

< 11 (z’—j)2>< 11 (1+¢+j)2>:H(2¢+1)!2,

0<i<j<p 0<i<j<p i=0
2i +2j +2)! e
det (22! = 2" T (2i + 1)
0<ij<p \ (i+j+1)! P
The second identity can be proved by means of standard determinant evaluation techniques
(see [16] for details). O

Finally, we can state and prove the main result of this paper.

Theorem 1. Set M, = 2°" [["_(2i + 1)! and T,(t) = o<d‘e‘t (V9i42j42(t)). For s € N, the s-th
1,7 <p

moment of the height distribution of p-watermelons with wall satisfies

3 >
(27) EH; , = sklPn*/? — 3(;) kP (=072 5 T0 <ns/2*1 + P> Jog n)
as n — 0o, where

s/2 oo tp2+p/2 T (t)
w_ T =82 1 = P dt >0
=" ( ) A

p

Proof. Replacing MQ(Z) and the sum in Equation (7) with their asymptotic expansions as given
by Lemma 5 and Lemma 8 we see that
3
EH, , = skPn®/? — 3(;) ngp_’ln(s—”ﬂ —3 +0 (nS/Z_l + nP/?7 Jog n) , n — oo,

where, for k > 0,

(°) — —L —4)lalh et (20425 +2)!
b M, g( ol (i+j+1—a)! (205! )

The quantity wy_1 4 has already been defined in Lemma 7.

In order to prove the integral representation for kP when s # p, where we have wy_;, =

i (5 + |a|1) Z2a (4 + |a]1), we consider the more general expression

1 (20 4 25 + 2)!(—4)%
®)(2) = — det r Z
) = i 8 (o ey ) TG * 18 7 G+ lah)

LA (20 + 25 + 2)I(t/m)"
- o, /0 ' <det (Z (itj+1- a)!(2a)!ﬁ2a<t)> B Mp) dat

a>0
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gp

TABLE 1. This table gives numerical approximations for sk ) for small values

of s and p. The quantity sk® is the coefficient of the dominant part of the

asymptotics for the s-th moment of the height of p-watermelons (see Theorem 1).

The calculations have been carried out using the integral representation for kP

as given in Theorem 1. The results shown here conform well with with numerical
results obtained by Fulmek [9] and Katori et al. [15].

smff’) s=1 s=2 s=3 s=4
p=1 V| 3.289... | 6.391... | 12.987...
p=212577...| 6.790... | 18.282... | 50.306...
p=313.207...|10.429... | 34.371... | 114.817...
p=413742... | 14.141... | 53.939... | 207.712. ..
p=>514.215... | 17.898... | 76.536... | 329.655. ..

for Rz sufficiently large. Here, the second line is a direct consequence of Equation (1). The
reciprocity relation (4) followed by the change of variables ¢ — ¢~! then shows that

00 2
H(p)(z) — W_Z/ a1 <1 ¥ +p/22 TP_Q)) dt.
2 Jo (=m)P" M,
Asymptotics for ¥y, (t) for t — 0 and ¢t — oo as given in the proof of Lemma 3 then show that
this last integral is convergent for Rz > 0. The representation for s # p is now proved upon
observing that, by definition, we have s (g) = P
Now, consider the case s = p. Here, we have

— a;)!
1 P/ <Hf:ol A(jm)i!>
Wp_1a == lim | Zsa (z + |a1) T'(z + |a]1) —

)
=l G-

which shows that, as in the other case,

1 2i + 25 + 2)!(—4)a
__Z det ( ZJT J+2)(—4) wy1a = lim £?(z) = k@ (1_)) _
M, “o<ij<p \ (i +j + 1 — a;)!(2a;)! ’ 9

z—p/2

In this last calculation, we have, after interchanging the order of the limit and the sum, applied
the results obtained in the case s # p. This proves the theorem. O

Some numerical approximations for the coefficient of the dominant term of the asymptotics
proved in Theorem 1 are shown in Table 3. But our last theorem does not only give the dom-
inant term of the asymptotics of the s-th moment of the height distribution of p-watermelons
but also the second order term. So, for example, we obtain the more precise asymptotics

3
EH,1 = Vmn — 3 +0 (n’l/2 logn) , n — oo,

EH, :2.577...\/ﬁ—g+0(n_1/2), n — oo,
EH?,=6.790...n —3.866...v/n+ O (1), n — 0.
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Remark 1. It can be shown that Theorem 1 is even valid for s € C, (s) > 0. The proof of
this more general result is the same as for our theorem except for two small changes which we
are going to address now.

In the proof of Lemma 8 we defined the functions G 4(n) (see Equation (19)). For s € N the
asymptotics (26) for G a(n) were easily found by the expansion (22). This is not possible for
s € C\N. In order to prove the asymptotics (26) in that case we note that (see Equation (19))

(h—1)s—h8:(h+1)s(<1—hi+l)s_ (1_}%1))

The term for h = 1 in (19) is seen to be negligible due to summation over a > 0 (see
the discussion of the function € (n) following Equation (22) in the proof of Lemma 8). For
h > 2, we can use the binomial series expansion in the expression above and finally obtain the
asymptotics (26).

The second change concerns Lemma 7, which has to be generalised to k£ € C. But this makes
no difficulties.

4. A CENTRAL LIMIT LAW

We are going to derive asymptotics for the cumulative distribution function of the random
variable “height” on the set of p-watermelons with length 2n with wall, i.e.,

M

for the range h 4+ 2 = t/n, where t € (0, 00).

Theorem 2. Fort € (0,00) fized, the random variable H, , on the set of p-watermelons of
length 2n with wall satisfies

H, 92 p/24—2p°—p 1
(28) P £ S ty = T 1 det (’192@'4_2]‘4_2 (z> ) + O —
Vi (2 TTg (2i + 1)t o1 g nt

as n — oo, where the constant implied by the O-term is independent of t.

Proof. The result can be proved in pretty much the same way as Theorem 1. Therefore, we
only give a rather brief account of the proof, and refer to Lemma 8 for the details.

Instead of the exact expression (10) for MQ(Z?h we consider the more general quantity

. . 2” P (nerir;ifyj) (n+mf?zri:v¢fyj)
@) Ry = (2) g (X -

s\, Gt () ()
Again, we find the polynomial
On(x,y.2) = det % (y; — x)®™ — (2 4+ z; + y;)™ Z Toun (ﬂ n) o~ /n
Y 0<i,j<p ne SV ’

u=0 me(h+2)Z
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such that

2n\"? 2
Rxy.) = (2) | @ty +o [0t e )
n

mée(h+2)Z

where N can be chosen arbitrarily large and 75,y being defined by (17). The polynomial
Qn(x,y,2) is seen to be divisible by

( 11 (fci—xj)(yz'—yj)>< 1T (2+$z+5€j)(2+yz+yj)>

0<i<j<p 0<i<j<p

since the determinant in the definition of Qn(x,y, z) vanishes whenever z; = x; or y; = y; for

some ¢ # j or x; = —2 — x; or y; = —z — y; for some 7 and j. Hence,
QN(Xa Yy, Z)
= ( IT (=) yj)) ( [T G+aitz)z+u+ yj)) C(t) (1+0(n™))
0<i<j<p 0<i<j<p

as n — oo for some unknown constant C'(¢). Now, we are going to determine asymptotics for

C(t) as n — oco. This task can be accomplished by comparing the coefficients of the monomial

e y? in the expression above and the defining expression for Qy(x,y,z). We

0<i<p z
obtain
B 3 204+25+2 2
P 1V — (_9)P,—P° L (mt)
2C(1) (1+0(n™) = (-2 Ogg;.gp« b )W%Tzwzgww(mt,n)@ )

Recalling the definition of the functions Ty, v (w, n) (see Equation (17)), our attention is drawn
to sums of the form

(2a)! Z ¢aq(mt)e Mt)Q a €N,

where the polynomials ¢o, are defined by (13).
Now, rewriting the reciprocity relation (4) as

192a (l) _ a+1/2 a Z 2a ¢2a m\/—)

Y

m=—0oQ

we see that

2t 3 bl = Y, (5.

From the asymptotics for 9s,(t) as given in the proof of Lemma 3 we deduce that

ﬁﬂ <§2) = const + O(t™"), t — o0,

{20+1 729

VT (E) :[a:o]@ﬂa(tfw), t—0,

£2a+1 720 \ 32
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for all M > 0. Consequently, we obtain for h + 2 = t\/n, where ¢ is fixed,

2 1
Z T2a;N (mt, ’I’L) ei(mt) = tgi-:l 192(1 (W) —+ @) ( ) n — oQ.

nt
meZ

Note that the constant implied by the O-term can be chosen independent of t.
The theorem is now proved upon substituting these asymptotics for our sums appearing
in the expression for C(t) above, taking out some factors, specialising to z; = y; = 1, and

dividing by M. 2(2) . O

Remark 2. The asymptotic cumulative distribution function of the random variable “height”
as given in Theorem 2 has been re-derived by two groups since the first version of this man-
uscript was distributed. Since their expressions differ from the one given by Equation (28)
we want to give some comments on the equivalence of these three (more or less) different
expressions.

The expression found by Katori et al. [14] can easily be obtained by an application of the
reciprocity relation (4) to Equation (28), and therefore, is not essentially different from the
one given here.

Schehr et al. [24] expressed the cumulative distribution function of the height as a multiple
sum, which can also be easily derived from Theorem 2. By definition, we have ¥y,(t) =
S (—4x?n?)%e """ Consequently, the determinant in Equation (28) is equivalent to

n=—o0
™ p—1 2 L
det (’19 ( )) = E =2 o (nym/t) det —4 2,_2\i+j+1 )
0sigep \ 222 \ 2 o 1eZ€ ’ 0<ij<p (—4njm)™)

seeeylvp—

The determinant on the right hand side is of Vandermonde type and, therefore, can be evaluated
to a closed form expression. Consequently, the expression above is equal to

(_WQ)p222p2+p Z <Hn2j+2> ( H (n2 2 )> -3 O(nﬂ/t)

0,y Np— 1EN 0<i<y<p

Arranging the summation variables in ascending order further gives

p—1
2 o2 2 (n 2
(=m?yp2rr ( [[ - ”3)) > sen (o) [ [ n2 e oot
j=0

1<ng<--<np—1 \0<i<j<p eSS,

where &, denotes the set of permutations on the set {0,1,...,p —1}. Note that the per-
mutation sign sgn (o) exactly cancel the sign introduced by rearrangment of the product
[lo<icj<(nf —n7) that took place in this last step. The alternating sum on the right hand side
is again identified with a Vandermonde type determinant. Consequently, we obtain the final
expression

(_WZ)p222p2+p Z ( H (n —n ) (HnQG_("ﬂ/t)2>

1<np<--<np—1 \0<i<j<p
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Substituting this expression for the determinant in Equation (28) we arrive at

Z ( H (n?—nf)) (Hnje—(nﬂ/th)’

1<np<---<np—1 \0<i<j<p

QP> +p 20 +p/24—2p° —p

(20 + 1))

which is Schehr’s expression for the cumulative distribution function.

For the special case p = 1 we obtain the well known central limit law first proved by Rényi
and Szekeres [23], viz.

(30) {0t <= S -y oo

This limiting distribution is known to be the distribution function of v/2 maxo<,< e(x), where
e(z) denotes the standard Brownian excursion of duration 1. For details and references we refer
to the survey paper by Biane, Pitman and Yor [1], in which the authors consider probability
laws related to Brownian motion, Riemann’s zeta function and Jacobi’s theta functions.
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THE HEIGHT AND RANGE OF WATERMELONS WITHOUT WALL
THOMAS FEIERL?

ABSTRACT. We determine the weak limit of the distribution of the random variables “height”
and “range” on the set of p-watermelons without wall restriction as the number of steps tends
to infinity. Additionally, we provide asymptotics for the moments of the random variable
“height”.

1. INTRODUCTION

The model of vicious walkers was originally introduced by Fisher [6] as a model for wetting
and melting processes. In general, the vicious walkers model is concerned with p random
walkers on a d-dimensional lattice. In the lock step model, at each time step all of the walkers
move one step in one of the allowed directions, such that at no time any two random walkers
share the same lattice point.

A configuration that attracted much interest amongst mathematical physicists and combi-
natorialists is the watermelon configuration', which is the model underlying this paper (see
Figure 1 for an example). This configuration can be studied with or without the presence of
an impenetrable wall. By tracing the paths of the vicious walkers through the lattice we can
identify the (probabilistic) vicious walkers model with certain sets of non-intersecting lattice
paths. It is exactly this equivalent point of view that we adopt in this paper. We proceed with
a precise definition. A p-watermelon of length 2n is a set of p lattice paths in Z? satisfying the
following conditions:

e the i-th path starts at position (0, 2¢) and ends at (2n,2:),i=0,1,...,p — 1,

e the paths consist of steps from the set {(1,1),(1,—1)} only and

e the paths are non-intersecting, that is, at no time any two path share the same lattice
point.

An example of a 4-watermelon of length 16 is shown in Figure 1 (for the moment, the dashed
lines and the labels should be ignored).

Since its introduction, the vicious walkers model has been studied in numerous papers.
While early results mostly analyse the vicious walkers model in the continuum limit, there are
nowadays many results for certain configurations directly based on the lattice path description
given above. With the increasing number of results it became clear that vicious walkers are very
important objects in mathematical areas far beyond its original scope. For example, Guttmann,
Owczarek and Viennot [10] related the star and watermelon configurations to the theory of
Young tableaux and integer partitions. Later, Krattenthaler, Guttmann and Viennot [16]

Date: October 22, 2009.
¥ Research supported by the Austrian Science Foundation FWF, grant S9607-N13.
IThis term comes from the resemblance of large configurations to the colour patterns of certain watermelons
(see [4, Figure 1(b)]).
83



84 THOMAS FEIERL

Ficure 1. Example of a 4-watermelon of length 16 without wall, height 11,
depth 4 and range 15

proved new, exact as well as asymptotic, results for the number of certain configurations of
vicious walkers.

The vicious walkers model is also very closely related to random matrix theory, as can
be seen from articles by, e.g., Baik [1], Johansson [11] and Nagao and Forrester [18]. More
recently, Katori and Tanemura [13] and Gillet [9] studied the diffusion scaling limit of certain
configurations of vicious walkers, namely stars and watermelons, respectively.

In 2003, Bonichon and Mosbah [2] presented an algorithm for uniform random generation
of watermelons, which relies on the counting results by Krattenthaler, Guttmann and Vien-
not [16]. Amongst other things, Bonichon and Mosbah studied the parameter height on the
set of watermelons (with and without wall).

In this paper we rigorously analyse the following two parameters on the set of p-watermelons:

e The height of a watermelon is the maximum ordinate reached by its top most branch.
e The range of a watermelon is the difference of the maximum of its top most branch
and the minimum of its bottom most branch (the depth of the watermelon).

The 4-watermelon depicted in Figure 1 has the height 11 and the range 11 + 4 = 15.

Katori et. al. [12] and Schehr et. al. [19] studied the parameter “height” in the continuous
limit, and recovered the leading terms for some of the asymptotics proved in this manuscript
and in [5]. Additionally, Schehr et. al. gave some arguments concerning the behaviour of the
parameter “height” as the number of walkers tends to infinity.

Now, consider the set m® of p-watermelons of length 2n, endowed with the uniform prob-
ability measure. We can then speak of the random variables “height”, denoted by H, ,, and
“range”, denoted by R, ,, on this set. We determine the weak limits of H, , and R, , as the
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number n of steps tends to infinity (see Theorem 1 and Theorem 3, respectively). Additionally,
we determine asymptotics for the moments of H,, ,. More precisely, we prove that the s-th
moment of the random variable “height” behaves like ksn*/? 4+ 7,n~1/2 4+ 0O (ns/ 2*1) for some
explicit numbers k4 and 7, see Theorem 2.

Techniques similar to those applied in this paper can also be used to analyse the random
variable height on the set of p-watermelons under the presence of an impenetrable wall. For
details we refer to [5].

The paper is organised as follows. The next section contains some well known results that
are needed in the subsequent sections. In Section 3 we consider the random variable “height”,
and we determine the weak limit as well as asymptotics for all moments. In the last section,
we determine the weak limit of the random variable “range”.

2. PRELIMINARIES

In this section we collect several results which will be needed in the two subsequent sections.
All these results are either well known in the literature and/or can easily be derived by means
of standard techniques. We, therefore, remain very brief, give only a few comments on the
proofs and in each case refer to the corresponding literature for details.

We start with an exact enumeration result for the total number of watermelons confined
to a horizontal strip. (Recall, that the depth of a watermelon is the minimum ordinate of its
bottom most branch.)

Lemma 1. The number m%hk of p-watermelons without wall, length 2n, height < h and depth

> —Fk s given by

w _ 2n - o
mn,h,k—oggzp (; ((n+€(h+k)+i—j) <n+€(h+k;)+h—i—j))> '

The total number m¥ ofp watermelons is given by

2
m® = det <( n )) .
0<ij<p \\n+1t—

This lemma follows immediately from the well-known Lindstrom-Gessel-Viennot formula
(see [8, Corollary 3| or [17, Lemma 1]), together with an iterated reflection principle.

Remark 1. Since any p-watermelon without wall and length 2n has depth > —n — 1, we
see that the number of watermelons with height < h and no restriction on the depth is given

by mn hn 1. For the sake of convenience, this quantity will also be denoted by m® Zl In this
spe01al case, the determinantal expression above simplifies to

®) _ 2n ) 2n
m"’h_ogﬁgp((nJri—j) (n+h—i—j))'
() p(r]
mgm:(Z) ( ) ( z') (1+0(n™)
n 0

1=

Lemma 2. We have

as n — oQ.
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Proof (Sketch). The result is established from the closed form expression for m?, viz
' 2
m® —  det n II ,2n—%z nl |
" o<ig<p \\n 41— (n+1)!
For details on the evaluation of this (and many more) determinant, we refer to [15]. O
Lemma 3. For |m — z| < n°®, 2 bounded, and arbitrary N > 1 we have the asymptotic
expansion

oS () S S () () ()

u=0 k=0 r=1
+0 (eme/nn7172N>

asn — oo. Here, the F,; are some constants the explicit form of which is of no importance in
the sequel, and Hy(z) denotes the k-th Hermite polynomial, that is,

) i) _ g (1 e

G—miem—fy =0

m>0

The lemma above follows from Stirling’s approximation for the factorials. For a detailed
proof we refer to [5, Lemma 6].

3. HEIGHT

In this section we derive asymptotics for the distribution as well as for the moments of the

random variable H,, ,. As mentioned before, the number of p-watermelons with length 2n and

height < h is given by mffj 31 = mffj am +1- Consequently, we have for the distribution of H,,,

p
(3) P{H,,+1<h}=—"0

m1(1p)

3

Theorem 1. For each fized t € (0,00) we have the asymptotics

Hyp+1 9~ (%) i » o
(4) P{J}T = t} - Woge}@ (<_1) Hij(0) = Hiyj (t)e™ ) +0 (n /2 )
j:0 . — ™.

as n — 0o, where H,(x) denotes the a-th Hermite polynomial.

Proof. Set x = (xq,...,2p—1) and y = (Yo, - .., Yp—1), and consider the more general quantity

2 2
;”L(x y) = det " — " .
0<ij<p \\n + T; — y; n+h—x,—y;
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Factoring ( ") out of each row of the determinant above and replacing each entry with its
asymptotic expansions as given in Lemma 3, we find the asymptotics

mfoey) = (1) (Datoey) +0 () o

n

Dy(xy) = det (4?; <<yj¢_ﬁxi)uTu;N(o,n) - (%)HTM(@ m))

and N > 0 is an arbitrary integer. Here, T,.n(h,n) is given by (see Lemma 3)

where

Tun(h,n) = e /m

(HE B BB ()

The quantity Dy(x,y) is seen to be polynomial in the z;’s and y;’s. This polynomial is
divisible by the factors (z; — ;) and (y; — y;) for 0 < i < j < p, for if x; = z; then the j-th
and the i-th row are equal and, therefore, the determinant is zero (if y; = y; then the j-th and
i-th column are equal). Hence,

II (= — i)y —vi)
Dy(x.y) = —(5) 0si<i<p . X <\;Lﬁ) (1 +O(n Y2t /n)) ’ N — o0,

0<j<p

Here, the error term is determined by noting that every power of x; and y; entails a factor

of n7Y/2 as can be seen from the definition of Dy(x,y) above. The unknown coefficient
Xx(n, h) can now be determined by Comparing coefficients on both sides of the equation above.

Comparing the coefficients of J[%Z i 0 ]yj, we obtain (after some simplifications) the equation

ot (00—t () ) =x (7).

If we specialise by setting x; = y; = j, then we see that

m®) = n~() (?)p

7 h —h2%/n 2n - — ’2’ —1/2 _—h?%/n
x0332p<(—1)HHJ-(O)—HH]»(%)e )+O<<n) n~(3)-172¢ .

Setting h = ty/n and replacing m(p ) with its asymptotic equivalent as given by Lemma 2, we
obtain the result. O

Remark 2. After distribution of the first version of this manuscript, Schehr et al. [19] published
an article in which they (amongst other things) determined the distribution function of the
random variable “height” on the set of watermelons in the continuous limit, and thus, recovered
the asymptotically leading term in Equation (4). Since, at first sight, the expression for the
cummulative distribution function for \/QHp = lim, on Y 2Hw, given in [19] looks quite
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different from our expression, we want to show how Schehr’s expression can easily be derived
from Equation (4).
The only ingredients needed for our derivation is the identity

cos(z + y) + cos(x — y) = 2 cos(x) cos(y)
and the well-known (see, e.g., Szego [20]) integral representation for the Hermite polynomials,

Viz.
2k+1

N

Substituting the integrals above for the corresponding terms in

> k
e " Hy(t) = e 2" cos (th + 27?) dzx.

1) = g ook, (7 Hias 0) = Hiay ()

and taking the integrals as well as some factors out of the determinant, we obtain

Fyft) = S
(0 WMQPV j,/“ l/
i I\ )
Xogdz,ejt<p (uz <co < 5 7T) cos <2tul—l— 5 ﬂ)))duo duy_.

The determinant inside the integral above can be rewritten as (using the cos-identity mentioned
above)

5= o) ([1.59 (o (F525) o o+ 2282224

oe6,
) +1 I+ 1
e (Hu o S(tuﬁ%ﬂ)m(w%ﬂw

oe6,

where &, denotes the set of permutations on the set {0,1,---,p—1}. This can further be
rewritten as

2P - o(7)+1 7(7) + 1
a Z sgn (H uT(iH (] 0s <tuT(j) + 7(‘7)2 7T) coS (tuT(j) + 7(‘])2 ﬂ))

o,7TES,
2 : 1 ?
=— ( det <uf cos (tul + Lﬂ'))) .
p! \0<ij<p 2

This last equality can most easily be seen by replacing o with ¢ o 7 on the left hand side of
the equation above.
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Substituting this last expression for the determinant involved in the integral representation
of F,(t) above followed by the change of variables u; + u;/(tv/2), j = 0,1,--+ ,p — 1 gives us

22p oo oo , . .
F (t\/§> = _ / / o (it tud 1)/ (21%)
P tP* (2m)P/2 | |§.’:Oj! J /

' 11 2
X ( det <uf cos (ul J+ 7T> )) dug - - - duy,_ 1.
0<4,j<p 2

This is Schehr’s expression for the cummulative distribution function of the random variable

V2H,.

0.8

0.6

0.4

0.5 1 1.5 2 2.5 3 3.5 4

F1GURE 2. Comparison of the c.d.f. of the random variable “height” on the set
of 3—watermelons of length 500 without wall (dotted curve) and the limiting
distribution as given by Theorem 1.

Let us now turn our attention to the moments of the distribution of H,,,. Clearly, we have
for s € N,
p (») (»)

n n,h 3 Mn _mn,
(5) = 3 po et T h“ => D) =

h>1 h>1 Mn

—m,

The dominant terms of the asymptotics for the moments are going to be expressed by lin-
ear combinations of certain infinite exponential sums. Asymptotics for these sums are to be
determined now.

Lemma 4. Forv >0 and p > 0 deﬁne

fuu Zhy —uh2/n

h>1
This sum admits the asymptotic series expansion

(v+1)/2 bt
! ! m (=1)"*" By,
fu,u(n)%—l—‘ <V+ ) (ﬁ) +Z(ﬁ> ( ) om+4v+1
m>0

2 2 o n/  (2m+v+1)m!’

as n — 0o, where I' denotes the gamma function and B,, is the m-th Bernoulli number defined
via Y50 Bit! 7! = t/(e" = 1).
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Proof (Sketch). Asymptotics for sums of this form can often be obtain by means of Mellin trans-
form techniques. For a detailed overview of Mellin transforms, harmonic sums and asymptotics,
we refer to [7].

We proceed with a sketch of the proof. The inverse Mellin transform gives

hY —uh?/n __ C+ZOO :uh2 d
) = S et =3 - :
h>1 h>1
1 c+ioco pwy —?

— 'z <—) 2z —v)dz.

i) () () )
The integrand has simple poles at z = (v 4+ 1)/2 and z = 0, —1,—2,... corresponding to the
poles of the zeta and the gamma function, respectively. The result is now obtained by pushing
the line of integration to the left and taking into account the residues.

For the sake of convenience, we mention the evaluations

Res TI'(z) , m=0,1,2,...,
z=—m m!
RflsC(z) =1
=y
—m) = By, —0,1,2,....
¢(=m) o1 m
where B, denotes the m-th Bernoulli number defined via 3., Bt/ /j! = t/(e" — 1), O

The rest of this section is devoted to the proof of Theorem 2 below, which gives the final
expression for the asymptotics of the moments. In order to present the proof of this theorem
in a clear fashion we split it into a series of lemmas. For a more detailed overview of the proof,
we refer directly to the proof of Theorem 2.

As a first step, we prove in Lemma 5 a preliminary asymptotic expression for the moments of
the height distribution. The presented compact form of the asymptotics makes use of certain
linear operators that are going to be defined now.

Definition 1. Let =; and =, denote the linear operators defined by

1 1 1 (v+1)/2
=, (i) = I (1) (1
2 2 W

2 B
= hY —uh ) — (—1) v+1
0 ( € ( ) (l/ + 1)|7

where Bj, denotes the k-th Bernoulli number.

By Lemma 4 we have
fou(n) =21 (h”e_“hQ) n U2 4=, (h”e‘“h2> +0(n™), n — oo,

so that =; and =, yield the coefficients of the first two terms in the asymptotic expansion of

fv,u(”)-

The preliminary expression for the asymptotics of the moments can now be proven in pretty
much the same way as in Theorem 1.
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Lemma 5. For s € N, s > 1, the s-th moment of the random variable “height” satisfies the
asymptotics

(6) E (Hfl,p) = 5= (/ﬁphs’l) n*/? — =, <<;) rph® % + Tph51) ps—1/2 4 Eo(kp) + O (ns/Q’l)

as n — oo, where

and
9-(%) o (1) H;;(0) — Hyyj (h) e ™™ ifi<p—1
¥ (—1)PH,,;(0) — H,ij (R)e™ ifi=p—1
Here, Hi(z) denotes the k-th Hermite polynomial.

Proof. Recall the exact expression for the s-th moment of the random variable “height” (see
Equation (5)),

n-+2p—2 (p) (p)

s s s Mmn _mn,h

(7) E(H,)= D, (F=(h=1))—F—==
h=1 n

Asymptotics for this quantity can be obtained in pretty much the same way as Theorem 1.
Compared to the problem of determining asymptotics for (3), the main difference now is the
summation over h.

We consider the more general quantity

mgp) (X7 Y) - mgﬂz (X7 Y)

2n 2n 2n
= det — det — ,
0<ij<p \ \n + x; — ¥ 0<ij<p \ \n + x; — ¥y n+h—x; —y;

where x = (zg,...,2p—1) and y = (yo,...,Yp—1). As a first step, we pull (27?) out of each row
of the determinants above. Now, we restrict the range of summation in (7) to 1 < h < n!/2+¢
for some € > 0. This truncation is justified by Stirling’s formula, which shows that

( 2n ) )
+ o _ 14
ZQnO)é _O<€n)7 n — oq,
n

whenever |a| > n'/?*¢. This implies that the total contribution of all summands in (7) satisfy-
ing h > n'/?*¢ is exponentially small as n — oo and, therefore, negligible. In all the remaining
summands we replace all the quotients of binomial coefficients with their asymptotic expan-
sions as given in Lemma 3. Finally, we re-extend the range of summation to h > 1, which,
again, introduces an exponentially small error term. This gives the asymptotics

E(H;,)=> ((hs — (h—1)*) <(n(2) Dy(e,e) + O <e—h2/nn<’5)12N>>>

h>1 mn
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as n — 0o, where e = (0,1,...,p — 1). Here, the structure of the error term is a consequence
of Lemma 2, and the quantity Dy(x,y) is defined by

(8) Dw(x,y) = det <4§1 ((yfjﬁx) T (0, n)))
e (3 (22 o (25 mstin)).

where N > 0 is an arbitrary integer and

Ton(hyn) = e/

As a consequence of Lemma 4, we see (after expandlng the term (h — 1)°) that

Z (<hs —(h=1)%)0 (eth/”n(g)*k?N)) -0 (n(g)—2N+(s—1)/2) ’

h>1
which is negligible for sufficiently large N. Hence, we have the asymptotics

E(H:,) = % 3 ((hs — (h—1)*) D (e, e)) +O (n(’é)*wﬂ*”ﬂ) . n— oo

no p>1
It remains to determine the part of Dy(x,y) that gives the dominant contribution to the
asymptotics above. First, we note that Dy (x,y) is a polynomial in the z;’s and y;’s. Obviously,
Dy(x,y) is equal to zero whenever z; = x; or y; = y; for some i # j, for if x; = z; (y; = vy;)
then the i-th and j-th rows (columns) of the determinants involved in the definition of Dy (x,y)
are equal, and, therefore, the determinants are equal to zero. This implies that Dy (x,y) is of
the form

[T (&5 —2)(y —u)

—(z) 0<i<i<p
[T 5"

0<j<p

( +p:: (§] n, h)-—= —1—77](71 h)\/_) +O( “lemh /">>

J

l)N<X7y)::

. . -1
as n — oo. By comparing coefficients of [[}_, xﬁyq

j
have already seen (see Theorem 1) that

o) = det ((=1)Hy0) = dot (17 Hies0) — ey () /)

0<i,j<p 0<i,j<p

on both sides of the equation above, we

Analogously we can determine & (n, h). By comparing the coefficients of z, [[*Z 7 on both

sides of the equation above we obtain the equations

Ozgk(nah)_glﬁ-‘rl(nvh)v k<p—1a

]OJ
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and

1 (—1)Higs(0) = Hgy (L) e ifi < p—1
§p71<n7 h) = -~ det h _h2 . .
P 0<i,j<p (—1)PHp45(0) — Hpy; (ﬁ) e ifi=p—1

Note, that the coefficient of H?;é x;yj in the first determinant of (8) is equal to zero, which
is easily seen to be true for £ < p — 1, and for £ = p — 1 this is seen to be true by a series
of column and row operations that yield a new matrix consisting of two non-square blocks.
Similar expressions (with i and j interchanged) can be found for the ng(n, h), 0 < k < p.
Noting that H;;(0) is non-zero if and only if ¢ + j is even we deduce that (—1)"H;,;(0) =
(=1)7H;4;(0), which implies
§p71<n7 h) = np71<n7 h’)v

and also

et (=1 Hiey0) = det ((=)092H,(0)) =20 [0

0<i,5<p 0<i,5<p

Here, the last equality has been proven in Lemma 6.
If we specialise to x; = y; = j, 0 < j < p, then we obtain

Dy(e,e) =n~ (%) (X(n, h) +2 (g) &1 (n, h)n_l/Q) (1 +0 <n_1e_h2/")> . n— oo,

where e = (0,1,...,p—1).
Choosing N large enough and expanding the term h® — (h — 1)° in the asymptotics for
E (Hfl,p) above, we obtain with the help of Lemma 4 the asymptotics

2n\ P
E (Hf;,p) = ("(I))) Z <sh51 — <;) hSQ) Dy(e,e)+ O (ns/%l) : n — oo,

Mn = p>q

and replacing Dy (e, e) with its asymptotic expansion as given above proves the lemma. [

Lemma 6. Let Hy(x) denote the k-th Hermite polynomial as defined by Equation (2). We
have the determinant evaluation

(9) det ((—1))2H,(0)) = 2<’5>ﬁj!.

0<4,5<p

Proof. The determinant under consideration is a Hankel determinant. Therefore, we can hope
to evaluate it with the help of orthogonal polynomials (for details see [15, Section 2.7]). It is
well known (see, e.g., [20, page 105]) that for £ € N we have
2k)!
H2k+1<0) =0 and sz(O) = (—1)]?%

Consequently, we obtain

w p 14 (=1)H26tD/2 /4541
N2 (o) = 23)
ogg‘t@ ((=1) Hi;(0)) =22 053212( 2 VT : 2 '
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The (i, j)-th entry of the determinant on the right hand side above is seen to be precisely

the (i + j)-th moment with respect to the Gaussian weight w(x) = \/%76’12/2 on R, that is,

1+ (=1)k282_ (k+1

1 o0 k 2

—z?/2 . o
— x'e dr = r , k=0,1,2...
Mﬁ/m 2 ¢%< 2)

The family of monic orthogonal polynomials associated with the weight w(z) is given by

10 9-k/2 [ (i> k=0,1,2,...

where Hj(z) denotes the k-th Hermite polynomial as defined by Equation (2). The three term
recursion relation for the orthogonal polynomials (10) is seen to be (cf. [20, p.105])

9= (+D/2p (i gty (L) po-teveg, (L k=1,2,...
\/é \/5 \/§ Y ) Y Y

with the initial values H, <%> = 1 and 272H, <%) = 2. Now, an application of [15,
Theorem 11]) shows that

1 4 (—1)i+d 9li+5)/2 41 pl
qet (1D P2 )) =11
0<i,j<p 2 N3 2

Jj=0

which proves the claim. O

Lemma 7. Let i > 0 denote a real number. The operator =, from Definition 1 satisfies the
relation

- d v —uh? N -1 ZfI/:O
my _JQ%(hem))_{o oo

Proof. For v = 0 the claim follows immediately from the definition of the operator =;. For
v > 0 we calculate

=, (WeHte ) = %El (hetemy,

from which the claims follows upon multiplying by 2u and rearranging the terms. O
The next result is not obvious at all, and, on the contrary, is a quite surprising fact.

Lemma 8. Let k, and 7, denote the determinants defined in Lemma 5. We have the relation

(12) (0~ 1)ry =

Proof. For the sake of convenience we set

C=2) (ﬁ ﬂ> |

j=0

Tps p>1.
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The derivative of a p x p determinant is the sum of p determinants, where the j-th addend is
equal to the original determinant with the j-th row replaced by its derivative. Hence,

d (”‘2
—/{p = C M]> + CMp_l,
dh «

j=

where
oo e $op—1
i-1,0 s $i—1p—1
Mi = det —Hi+1<h)€_h2 s —Hi+p(h>€_h2 s
$it1,0 e Nit1p-1
S{)pfl,O e S{)pfl,pfl

where $;; = (—1)*Hy4;(0) — H;,;(h)e™"*. We want to mention that (p — 1)C'M,_; is equal to
the expression for 7, except for the constant terms in the last row of the determinant.
For 0 <i < p — 1 the quantity M; can also be represented by the expression

oo e $op—1
551'11,0 : S{)if;,pfl
e (S R ] N LA
$it2,0 e Nit2p-1
S{)pil,(] : 5511;7.1,11;71

which is more convenient to work with.
The Laplace expansion for determinants with respect to the row j+1,0 <7 < p—1, gives

—

M; = (=17 H, 1 1(0) M, 0<j<p-1,
0

hS]

i

where M;; denotes the minor of M; obtained by removing row j + 1 and column £, i.e.,

oo Nok—1 Hok+1 0 HNop-1
Nicio0 0 NDicik—1 HDicik+r 0 Nicip—
M, = det $iv10 0 Nitik—1 NDitikrr 0 Nitip-1

$it20 0 Nit2k—1 Nitokrr 0 Nitop-1

Dp—10 0 Dp—1h-1 Dp—1k+1 0 Dp—1p-1



96 THOMAS FEIERL

Now, consider the sum

p—2 p—2 p—2 p—2
S, - (zz ) DY AT
=0

7=0 k=0 Jj=
The first sum on the right hand side in fact is equal to zero as is going to be shown now. First,
note that
Mj,k — Mkv]
since the matrices involved are transposes of each other. Recalling that H(0) is non zero if
and only if k£ is an even number we deduce that

(1) Hy 1k (0) Mg = —(=1)* " Hig145(0) My,

and both expressions correspond to different addends of the double sum above (j + 1 + k has
to be even). This shows that the value of the double sum is indeed equal to zero.
For the second sum we have

p—2 p—2
> (1 Hp(0) M1 = =Y (1) Hp(0) M,y
j=0 Jj=0
— det (=1)*Hy1(0) — Hga(h)e™™ itk <p—1
oski<p \ | (—1)PH,y ifk=p—1)"’
which proves the lemma. O

We are now able to to state and prove the final expression for the asymptotics of the moments.

Theorem 2. The expected value of the random variable H,, ), satisfies the asymptotics

3
(13) E(Hnp) = Z1 (k) VRt p—5+0 (nY3), n— oo,
and for s € N, s > 2, we have the asymptotics
(14) E (HZJ)) = 351(/-fjph“’*l)ns/2 +(s—1) (p —1- g) = (KlphS*Q) n=V/2 L O (ns/%l)

as n — oo. Here, k, is defined by

27(127) q ZH H h _R2
ip =1 = gy et ((—1) i+5(0) = Hiyj (h) e ) :
0<5<p

where Hy(z) denotes the k-th Hermite polynomial.

Proof. As a first step we need to establish some simple facts concerning the quantity x,. To
be more precise, we have to show that k, is an even function with respect to A that has no
constant term, i.e., is of the form

K M
— Z Z )\k,mh2keimh2

k=0 m=1
for some numbers K, M and some constants A .
It is obvious from the definition of the Hermite polynomials (see Equation (2)) that the k-th
Hermite polynomial is an even (odd) polynomial whenever k is even (odd). This also implies
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the equality (—1)'H;4;(0) = (=1)?H;,,;(0). Now, replacing h by —h in the definition of x,,
factoring (—1)¢ out of the i-th row and (—1)7 out of the j-th row we see that the expression
remains unaltered. Hence, s, is an even function of h. The constant term of «, is seen to be
equal to

1—2%? dlet (<—1>Z’Hz-+j<0>)=1—2}%(? det ((—1)"2H,;(0)) =0,

j:Oj! 0<i,j<p jzoj! 0<i,j<p

where the last equality is a consequence of Lemma 6. This proves the claimed form of x,,.
We are now going to prove the asymptotics (14). Therefore, we assume that s > 1. The
properties of «, established above together with Lemma 7 imply the equation

d
El (% (thsl)) = 0,

and the product rule for the derivative together with Lemma 8 show that
Ei (rph*™h) = =(s = 1)(p— 1)E; (kph®?).

The asymptotics (14) is now obtained from the asymptotics (6) upon noting that the Zy-term
is negligible for s > 2.
Finally, we prove the asymptotics (13) and, therefore, assume s = 1. For the sake of

simplicity we set
p—1 -1
c =20 (Hj!) .
5=0

From Lemma 8 and Lemma 7 we deduce that
= () = (- VE () = —(0— DZ1 (C—ox(h)
—1 7—p =W —1 dhﬁp - D —1 dhX 9
where

x(h) = det ((=1)'Higs(0) — Higs (0)e ™).

0<i,j<p
This last determinant can be evaluated to a closed form expression with the help of Lemma 6.
Factoring 1 — (—1)7e~"* out of each column of the determinant we see that

X(h) = (H (1- <—1>ﬂ‘eh2)> et (=172 H,.(0)

_ é ( L 6,2,12) 1p/2] (1 - ei,ﬁ) o/21-lo/2)

Now, an application of Lemma 7 shows that
d
Z | =x(h) ) =-1

=1 () =1-p.

which implies
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TABLE 1. This table gives the coefficient of the dominant asymptotic term of
EH;, , as n — oo for small values of s and p (see Theorem 2).

(»)

SKs s=1|s=2 s=3
p=1 %\/7_?:0.88... 1 j ™=132...
p=2 20v2 /r — 1.51... 5 UZHV2) /r— 4.45.
p=3 72+45\/g 16[\/— —1.99 . .. % 1584+315f 32\/\/— 9.11.
p=4 10368-1—1702%17;/6_ 3776\/_\/_ —9239. .. 1??% 520992—&-165;)269921_ 29824\/_\/— —15. 04

The last step of the proof is the evaluation of the quantity Zy(x,). Recalling that x, is an
even function with respect to h as well as the fact that all odd Bernoulli numbers except for
By are zero, i.e., By, 1 =0, v > 1, we deduce the equation

i) =201 Ox) = (1 (1) (12 ) )
=(s) = 5 . |

The definition of = reveals that =, (h”e_“hQ) is independent of p. Consequently, we see that

— 1
Eo(kp) = Br = Ty
This proves the asymptotics (13) and completes the proof of the theorem. U

Table 1 shows the constant of the dominant asymptotic term as n — oo for the s-th moment
of the height distribution for small values of s and p.

4. RANGE

We determine the asymptotics for n — oo of

1 T
(15) P {Rn,p <rp= @ Z (mgjngrl,rchrl - mfﬁ,r—hﬂ) .
Mn" p—op_2
Note that mip L L htl mg? Zw,_h 41 is the number of watermelons with height exactly h and
range < 7.

Theorem 3. For each fized t € (0,00) we have the asymptotics

-(8) gt
Bty +1 <t$ o 2 iT (z,w)
NG [ToyitJo \dz™? _

) dw, n — oo,
z=t

(16) p{

where

LeZ LeZ

Here, H, denotes the a-th Hermite polynomaial.
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Proof. Since mgp ;p o = 0 for any k, Equation (15) can be rewritten as
(p) r
Mpr41,1 1 (p) (p)
P {Rn,p S T} = m(p) + m(p) Z (mn,h,r7h+2 - mn,h,rchrl) .
n n h=2p-1

The first term on the right-hand side is negligible. To see this, we note that m,, ;11,1 is equal to

the number of p-watermelons with wall and height < r, which is of order (2:)pn_p2 as n — 0o

(see [5] for details), whereas m{ is of order (*m” n=(%) (see Lemma 2).

Asymptotics for the sum on the right-hand side can now be established in a fashion analogous
to the proof of Theorem 1. A more detailed presentation of these techniques can also be found
in [5, Theorem 2|. We find the asymptotics

as n — 00, where

Tp(t,w) = det p( (—1) (Z Hij(et)e= ™ ) - (Z Hij (0t +w) e<ft+w>2>> .

ez LeZ

Now, Taylor series expansion shows that

r+2 h r+1 h 1 r+1
(T2 (P L Y oy
"\vnvn) P\ vnTyn) o P i Vn ()
where T" denotes the derivative of T with respect to its first argument. Setting r + 1 = ty/n
we see that

2 CEER) G R)- 2 w7 (R )

t
— / T (t,w) dw
0

Remark 3. For the special case p = 1 we recover a well-known fact originally proven by
Chung [3] and Kennedy [14]. Namely, the equality of the distributions of the height of Brownian
excursions and the range of Brownian bridges. This result also follows from a more general
relation between excursions an bridges proved by Vervaat [21].

In fact, for p = 1 we have

as n — oQ.

0

d
%Tl(z w)

=-> 20%te=0° 4 9 > (et +w) e~ (trHw)®

ez (cZ
which shows that
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by Theorem 3. This shows that the distribution of the range of 1-watermelons without wall
weakly converges to the limiting distribution of the height of 1-watermelons with wall restriction

(see [5]).
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Zusammenfassung

Die vorliegende Arbeit beschéftigt sich mit zwei eng verwandten Modellen: Gitterpfaden
in einer Weylkammer vom Typ B und nichtiiberschneidenden Gitterpfaden im ganzzahligen
Gitter aufgespannt durch die Vektoren {(1,1), (1, —1)} mit Schritten aus dieser Menge. Diese
Gitterpfadmodelle sind unter anderem von zentraler Bedeutung in der Kombinatorik und der
statistischen Mechanik. In der statistischen Mechanik dienen diese Modelle der Beschreibung
bestimmter nicht-kollidierender Teilchen-Systeme. Die Bedeutung von Gitterpfadmodellen in
der Kombinatorik ist teilweise begriindet durch ihre interessanten kombinatorischen Eigen-
schaften, vor allem aber auch durch die engen Beziehungen zu zahlreichen zentralen kombina-
torischen Objekten wie z.B. Integer Partitions, Plane Partitions und Young Tableaux.

Im ersten Teil dieser Arbeit werden asymptotische Formeln fiir die Anzahl von Gitterp-
faden in einer Weylkammer vom Typ B fiir eine allgemeine Klasse von Schritten hergeleitet.
Die Klasse der zulédssigen Schritte wird hierbei durch die Forderung der “Reflektierbarkeit”
der resultierenden Pfade beschrankt. Spezialfille dieser asymptotischen Formel 16sen in der
Literatur aufgeworfene Probleme und liefern bekannte Resultate fiir zweidimensionale Vicious
Walkers Modelle und sogenannte k-non-crossing tangled diagrams.

Im zweiten Teil werden die Zufallsvariablen “Hohe” und “Ausdehnung” auf der Menge
aller nichtiiberschneidenden Gitterpfade mit n Schritten sowie auf der Teilmenge all jener
auf die obere Halbebene beschrankten nichtiiberschneidenden Gitterpfade mit n Schritten
studiert. Unter der Annahme einer Gleichverteilung auf diesen Mengen wird die asympto-
tische Verteilung beider Zufallsvariablen bestimmt. Weiters werden die ersten beiden Terme
der asymptotischen Entwicklung aller Momente der Zufallsvariable “Hohe” ermittelt. Dies 16st
ein in der Literatur aufgeworfenes Problem, und verallgemeinert ein bekanntes Resultat tiber
die Hohe ebener Wurzelbaume.

Die in dieser Arbeit gelosten Probleme haben eine interessante Figenschaft gemein. Wah-
rend man relativ leicht exakte Abzéhlformeln fiir die betrachteten Grofien aufstellen kann, da
bereits entsprechende Resultate (siehe Theorem 1 und Theorem 2 in der Einleitung) in der
Literatur vorhanden sind, ist es hingegen schwierig aus diesen exakten Formeln das asymp-
totische Verhalten der interessierenden Groflen abzulesen. Der Hauptgrund hierfiir ist die
Tatsache, dass es sich bei den exakten Abzahlformeln im Wesentlichen um Determinanten
bzw. alternierende Summen handelt, welche keine einfache Darstellung als Produkt besitzen.
In der asymptotischen Analyse tritt daher eine grofle Anzahl von Ausloschungen von asympto-
tisch fithrenden Termen auf. Die genaue Bestimmung der Anzahl dieser Ausloschungen stellt
einen der wesentlichen Schritte in der vorliegenden Arbeit dar.
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