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II. Manifolds

In this chapter we introduce the concept of manifolds. We start by playing around with two-dimensional submanifolds of $\mathbb{R}^n$ - so called surfaces -, and we will generalize these in the second section to higher dimensional submanifolds of $\mathbb{R}^n$, and in the third section we will make the examples from the beginning precise. Then we will treat the classical examples of those manifolds, which carry a smooth group structure, so-called Lie-groups. After having introduced the notion of smooth mappings we may turn to abstract manifolds, by which I mean manifolds, which are not embedded into some Euclidean space a priori. After discussing products and disjoint unions of manifolds we come to the question of the abundance of smooth functions on manifolds. In particular, this concerns separation axioms like Hausdorffness, locally compactness, and - most important - paracompactness and the related concept of partitions of unity, which is the main tool for passing from local constructions (like those treated in calculus classes) to global pendants.

1. Examples of two-dimensional surfaces

For the time being, we want to become playfully acquainted with two-dimensional manifolds in this section. These are objects that look like a disc in the $\mathbb{R}^2$, up to bending and stretching.

1.1 Examples of orientable surfaces.

![Sphere](image.png)
1. Examples of two-dimensional surfaces

1.1

- Cylinder
- Torus
- Orientable compact surfaces of genus 2 and 3
1. Examples of two-dimensional surfaces

1.3 Orientable compact surface of genus 3

1.2 Classification theorem for orientable surfaces.

Each compact, connected surface in $\mathbb{R}^3$ is homeomorphic to a surface of some genus $g \geq 0$, i.e. arises from the sphere by gluing $g$ cylinders to it.

Without proof, see, e.g. [65, 9.3.5]. We give some evidence for that in 1.4.

1.3 Examples of non-orientable surfaces.

Examples of two-dimensional, connected, non-orientable surfaces:

If you cut the Möbius strip lengthwise, you get a doubly twisted ribbon, which can be untwisted in $\mathbb{R}^4$ (see [3.10]).
Examples of two-dimensional, connected, compact, non-orientable surfaces:

This is called the **KLEIN BOTTLE**, which can be realized in $\mathbb{R}^4$ without self-intersections and which can also be obtained by gluing two M"obius strips along their boundary edge.
Another example is the projective plane $\mathbb{P}^2$, which is the set of all lines through the zero point in $\mathbb{R}^3$. One can obtain the projective plane from the sphere in the following way: The antipodal points on the sphere generate the same line and hence must be identified with each other. To do this, we stick the northern hemisphere antipodally to the southern one. We still have to identify opposite points on the equator. For this we deform the hemisphere to a disc, from which we cut out a semicircle on both sides and, after gluing the antipodal points at the equator, we get a Möbius strip and a disc. Now you just have to glue the edge of the disc to the boundary of the Möbius strip.

You can imagine this in three ways:

1) Draw the Möbius strip and glue the disk (with self-intersection).

2) Draw the disk and glue the Möbius strip (with self-intersection). This is also called the cross cap.

3) Again, we glue a Möbius strip (three-fold twisted and self-intersected) to a disc. This is also called Boy’s Surface.
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1.4 Classification theorem for non-orientable surfaces.

Each non-orientable, connected, compact surface arises from a sphere by glueing a finite number of \( \geq 1 \) cross-caps to it. The number of glued cross-caps is called the genus of the surface.

Without proof, see, e.g. [65, 9.3.10]. An evidential proof for this and for 1.2 uses surgery as follows: Try to find a simply closed curve on the surface \( M \), which does not section \( M \) in two parts, and widen this curve to a band, i.e. a rectangle with one pair of parallel sides glued together. Depending on whether this gluing involves a twist or not, it is a Möbius strip or a cylinder. We remove this band and glue one or two disks to the sectioning circle(s) and get a new surface \( M' \). Conversely, \( M \) is obtained from \( M' \) by gluing a cross cap or a handle to it. We continue this process until the resulting surface decomposes into two parts along each simple closed curve. One has to convince oneself, that this surface is then homeomorphic to the sphere: Each such curve can be extended to a cylinder, and if one glues discs to the complement of this cylinder, then the two smaller resulting surfaces have the same property. So \( M \) can be obtained from a sphere by gluing handles and cross-caps to it. However, it is also not obvious that the above process
really stops after finitely many steps. Furthermore, it remains to show that it suffices to glue only handles or only cross-caps. It suffices to show that if you cut a hole in a torus and glue a Möbius strip to it, then this is the same as cutting a hole in a Klein bottle and gluing a Möbius strip to it. This is shown by the following drawing:

Transforming of a torus into Klein’s Bottle

2. Submanifolds of \( \mathbb{R}^n \)

In this section we want to define manifolds as sufficiently “regular” subsets of \( \mathbb{R}^n \). We will see that these can be described in various ways.

2.1 Definition (Regular mappings).

We generalize the notion of regularity of curves from [86, 1.2]. A smooth map \( f : U \to V \), where \( U \subseteq \mathbb{R}^n \) and \( V \subseteq \mathbb{R}^m \) are open, is called regular if the rank of the derivative \( f'(x) \) at each point \( x \in U \) is as large as possible, i.e. equal to \( \min\{n, m\} \).

Note that a map being regular at one point is regular locally around this point, because the rank can not fall locally.

If \( m \leq n \), then regularity means that the derivative is surjective at each point.

From linear algebra we know the following relationships for the rank of a linear mapping \( A : \mathbb{R}^n \to \mathbb{R}^m \):

\[
\text{rank}(A) := \dim(\text{im}(A)) = \dim(\mathbb{R}^n) - \dim(\ker(A)).
\]

Thus for \( m \geq n \) regularity means that the derivative is injective at each point.

For the equivalence of the description of “well-behaved” subsets of \( \mathbb{R}^n \) to be given in 2.4, we need the following two central results from multidimensional analysis:

2.2 Inverse function theorem.

Let \( U \) be open in \( \mathbb{R}^n \) and \( f : U \to \mathbb{R}^n \) be smooth, with \( f(0) = 0 \), and invertible derivative \( f'(0) \) at 0. Then \( f \) is a local diffeomorphism, i.e. there are open neighborhoods \( V \) and \( V' \) of 0, such that \( f : V \to V' \) is bijective and \( f^{-1} \) is smooth.

Without proof, see Real Analysis, e.g. [81, 6.2.1] and [81, 6.3.15].

2.3 Implicit function theorem.

Let \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m \) be smooth with \( f(0, 0) = 0 \) and invertible partial derivative \( \partial_2 f(0, 0) : \mathbb{R}^m \to \mathbb{R}^m \). Then there is locally a unique solution \( y(x) \) of \( f(x, y(x)) = 0 \).
and \( x \mapsto y(x) \) is \( C^\infty \). More precisely, there is an open 0-neighborhood \( U \times V \subseteq \mathbb{R}^n \times \mathbb{R}^m \) such that for \((x, y) \in U \times V\) we have \( f(x, y) = 0 \iff y = g(x) \).

**Proof.** See also [81, 6.2.3] and [81, 6.3.15]. We define \( F : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \times \mathbb{R}^m \) with \( F(x, y) := (x, f(x, y)) \). This mapping is smooth and \( F(0, 0) = 0 \). Its derivative at \((0, 0)\) is given by the \((n + m) \times (n + m)\)-matrix

\[
F'(0, 0) = \begin{pmatrix}
\text{id} & 0 \\
* & \partial_2 f(0, 0)
\end{pmatrix}
\]

This is invertible, so it follows from the Inverse Function Theorem 2.2 that \( F^{-1} \) exists locally and is smooth. Since \( F \) is the identity in the first variable, the same holds for \( F^{-1} \). Thus let \((u, g(u, v)) := F^{-1}(u, v)\), then:

\[
\begin{align*}
\Rightarrow f(x, y) = 0 & \iff F(x, y) = (x, 0) \\
& \iff (x, g(x)) = F^{-1}(x, 0) = (x, g(x, 0)) \iff y = g(x, 0)
\end{align*}
\]

**2.4 Proposition (Characterization of submanifolds).**

For a subset \( M \subseteq \mathbb{R}^n \) with \( p \in M \) and \( m \leq n \), the following statements are equivalent:

1. **(Local parameterization)** There is a smooth and at \( 0 \) regular mapping \( \varphi : U \to \mathbb{R}^n \), where \( U \) is open in \( \mathbb{R}^m \) with \( 0 \in U \) and \( \varphi(0) = p \), such that for each open neighborhood \( U_1 \subseteq U \) of \( 0 \) an open neighborhood \( W \) of \( p \) exists in \( \mathbb{R}^n \) with \( \varphi(U_1) = M \cap W \).

2. **(Local graph)** There is a smooth mapping \( g : U \to V \), where \( U \) is open in an \( m \)-dimensional subspace \( E \) of \( \mathbb{R}^n \) and \( V \) is open in the orthogonal complement \( E^\perp \), with \( p \in M \cap (U \times V) = \text{graph}(g) := \{(x, g(x)) : x \in U\} \subseteq E \times E^\perp \cong \mathbb{R}^n \).

3. **(Local equation)** There is a smooth and at \( p \) regular mapping \( f : W \to \mathbb{R}^{n-m} \), where \( W \) is open in \( \mathbb{R}^n \), with \( p \in M \cap W = f^{-1}(0) \).
4. **(Local trivialization)** There is a diffeomorphism \( \Psi : W \to W' \), where \( W' \) is open in \( \mathbb{R}^m \times \mathbb{R}^{n-m} \) and \( W \) is open in \( \mathbb{R}^n \), with \( p \in M \cap W = \Psi^{-1}(W' \cap (\mathbb{R}^m \times \{0\})) \).

**Proof.** Without loss of generality \( p = 0 \) since for an affine mapping \( \alpha \) the statements hold \( p \in M \) if they hold for \( M \) replaced by \( \alpha(M) \) and \( p \) by \( \alpha(p) \) when we compose the claimed regular mappings with \( \alpha \) and/or \( \alpha^{-1} \).

\((1 \Rightarrow 4)\) Let \( \varphi : \mathbb{R}^m \supseteq U \to \mathbb{R}^n \) be a local parametrization as in [1]. Analogous to [86, 2.3], we want to extend \( \varphi \) to a local diffeomorphism \( \Phi \). Let \( E \subseteq \mathbb{R}^n \) be the image of \( \varphi'(0) \). Due to the regularity of \( \varphi \), \( \dim(E) = m \) and with respect to \( E \times E^\perp \cong E \oplus E^\perp = \mathbb{R}^n \) let \( \varphi = (\varphi_1, \varphi_2) \), hence \( \varphi'(0) = (\varphi'_1(0), \varphi'_2(0)) \). Consequently, \( \varphi'_1(0) = 0 \) and \( \varphi'_2(0) : \mathbb{R}^m \to E \) is injective (hence bijective).

Let \( \Phi : \mathbb{R}^m \oplus E^\perp \supseteq U \oplus E^\perp \to E \oplus E^\perp \) be defined by
\[
\Phi(u, v) := \varphi(u) + v = (\varphi_1(u), \varphi_2(u) + v).
\]

The Jacobi matrix of \( \Phi \) at \((0, 0)\) has block form:
\[
\Phi'(0, 0) = \begin{pmatrix}
\varphi'_1(0) & 0 \\
\varphi'_2(0) & \text{id}
\end{pmatrix}.
\]

It is invertible because \( \varphi'_1(0) : \mathbb{R}^m \to E \) is bijective! It follows from the Inverse Function Theorem [2.2] that \( \Phi \) is a local diffeomorphism, that is, \( \exists U_1 \subseteq U \subseteq \mathbb{R}^m \) open, \( \exists V_1 \subseteq E^\perp \) open, and \( \exists W_1 \subseteq W \) open, so that \( \Phi : U_1 \times V_1 \to W_1 \) is a diffeomorphism.
In particular, $\varphi(U_1) = \Phi(U_1 \times \{0\}) \subseteq W_1 \subseteq W$. Because of the property 1 of $\varphi$, there is an open $W_2 \subseteq \mathbb{R}^n$, and without loss of generality, $W_2 \subseteq W_1$, with $\varphi(U_1) = W_2 \cap M$. Then $U_1 \times \{0\} \subseteq W' := \Phi^{-1}(W_2) \subseteq U_1 \times V_1$, because $\Phi(U_1 \times \{0\}) = \varphi(U_1) = W_2 \cap M$, and furthermore $\Phi : W' \to W_2$ is a diffeomorphism with inverse mapping $\Psi := \Phi^{-1} : W_2 \to W'$. Thus, $\Psi(W_2 \cap M) = U_1 \times \{0\} = W' \cap (\mathbb{R}^m \times \{0\})$ holds.

In particular, $\varphi$ is on $U_1$ the restriction of the homeomorphism $\Phi : W' \to W_2$, hence $\varphi : U_1 \to M$ is a topological embedding onto the open subset $W_2 \cap M$ of $M$.

\begin{enumerate}
\item Let $\Psi$ be a local trivialization as in 3 and put $f := \text{pr}_2 \circ \Psi$, where $\text{pr}_2 : \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^{n-m}$ is the projection onto the second factor. Since $f'(z) = \text{surj.} \Psi(z)$ is onto, $f$ is regular. If $z \in W$, then:

\[ z \in M \iff \Psi(z) \in \mathbb{R}^m \times \{0\} \iff (\text{pr}_2 \circ \Psi)(z) = f(z). \]

\item Let $f : W \to \mathbb{R}^{n-m}$ be a local equation as in 3.

\[ \text{We define } E := \ker f'(0) \text{ and use } \mathbb{R}^n = E \oplus E^\perp. \text{ Because of } \dim \ker f'(0) + \dim \text{im } f'(0) = \dim \mathbb{R}^n, \]

\[ \dim E = m \text{ and } \dim E^\perp = n - m. \] We are looking for a function $g : E \to E^\perp$, which is implicitly given as solution $g(x) := y$ of $f(x, y) = 0$ (i.e. $(x, y) \in M$). In order to apply the Implicit Function Theorem we have to show that the second partial derivative of $f$

\[ \frac{\partial^2 f}{\partial y^2} \bigg|_{(0,0)} = \partial_2 f(0,0) : E^\perp \to \mathbb{R}^{n-m} \]

is bijective: Because of $f'(0)(v_1, v_2) = \partial_1 f(0)(v_1) + \partial_2 f(0)(v_2)$ we have $\partial_1 f(0)(v_1) = f'(0)(v_1, 0) = 0$ for all $v_1 \in E = \ker f'(0)$, thus $f'(0) = \partial_2 f(0) \circ \text{pr}_2 : \mathbb{R}^n \to E^\perp \to \mathbb{R}^{n-m}$ and is surjective by assumption. Hence also $\partial_2 f(0) : E^\perp \to \mathbb{R}^{n-m}$ is surjective and therefore bijective because of $\dim(E^\perp) = n - m$.

By the Implicit Function Theorem there exists an open 0-neighborhood $U \times V \subseteq W \subseteq E \times E^\perp$ and a smooth $g : U \to V$, with $g(x) = y \iff f(x, y) = 0$ for each $(x, y) \in U \times V$.

\item Let $M$ be described locally as the graph of $g : E \supseteq U \to V \subseteq E^\perp$. We define the smooth mapping $\varphi : U \to E \times E^\perp \cong \mathbb{R}^n$ by $x \mapsto (x, g(x))$. Remains to show that $\varphi$ locally describes the set $M$. For $(x, y) \in U \times V := W$ we conclude as

\[ \text{andreas.kriegl@univie.ac.at © June 26, 2018} \]
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follows:

$$(x, y) \in M \iff (x, y) \in \text{graph}(g) \iff y = g(x) \iff (x, y) = (x, g(x)) = \varphi(x).$$

The mapping $\varphi$ is locally a topological embedding, because $(x, y) \mapsto y$ describes a left inverse. □

Definition (Concrete manifold).

A subset $M$ of $\mathbb{R}^n$ having one of the above equivalent properties for all of its points $p \in M$ is called $C^\infty$-(sub-)manifold (of $\mathbb{R}^n$) of dimension $m$. Unlike curves, these manifolds do not have self-intersections even for $m = 1$.

A smooth regular mapping $\varphi : \mathbb{R}^m \supseteq U \rightarrow M \subseteq \mathbb{R}^n$ with open $U \subseteq \mathbb{R}^m$ and $\varphi(0) = p$, which is a topological embedding onto an open subset of $M$, is called local parameterization of $M$ (centered at $p$). In $[1] \Rightarrow [4]$ we have shown that any $\varphi$ satisfying $[1]$ is a local parameterization (on some smaller 0-neighborhood).

The components $u^1, \ldots, u^m$ of the inverse mapping $(u^1, \ldots, u^m) = u = \varphi^{-1} : \varphi(U) \rightarrow U$ to a local parameterization $\varphi$ are called local coordinates of $M$. Points $p \in M$ can therefore be described locally (after specification of a parameterization $\varphi$) by $m$ numbers $u^1(p), \ldots, u^m(p)$.

3. Examples of submanifolds

In this section, we will now give several examples of submanifolds $M$, providing at the same time precise definitions for the surfaces in $[1]$.

3.1 The circle.

1. Equation: $x^2 + y^2 = R^2$.

Thus $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ defined by $f(x, y) := x^2 + y^2 - R^2$ describes an equation for $M$ that is regular on $W := \mathbb{R}^2 \setminus \{0\}$.

2. Parameterization: $\varphi \mapsto (x, y) := (R \cdot \cos \varphi, R \cdot \sin \varphi)$.

For all $(x_0, y_0) \in M$ there is a $\varphi_0 \in \mathbb{R}$ (given by $e^{i\varphi_0} = (x_0, y_0)$), s.t. $\varphi \mapsto (x, y)$ is a local parameterization from $U := [\varphi_0 - \pi, \varphi_0 + \pi]$ to $W \cap M$ with $W := \mathbb{R}^2 \setminus \{(-x_0, -y_0)\}$.

3. Graph: $y = \pm \sqrt{R^2 - x^2}$ or $x = \pm \sqrt{R^2 - y^2}$

Put $E := \mathbb{R} \times \{0\}$, $U := [-R, +R] \subset E$, and $V := [0, +\infty[ \subset E^\perp$. Then $M \cap (U \times V) = \{(x, \sqrt{R^2 - x^2}) : x \in U\}$ is a local representation of $M$ as graph of $g : U \rightarrow V$.

4. Trivialization: $\Psi^{-1} : (r, \varphi) \mapsto (r \cdot \cos \varphi, r \cdot \sin \varphi)$. Then $\Psi^{-1} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ with $\Psi(M) = \{R\} \times \mathbb{R} \cong \mathbb{R}$. These are just polar coordinates.

3.2 The cylinder.
3. Examples of submanifolds

3.3

1. Equation: \( x^2 + y^2 + 0 \cdot z = R^2 \).
   Note that this is the same equation as that of the circle, but now understood as an equation on \( \mathbb{R}^3 \).

2. Parameterization: \((\varphi, z) \mapsto (R \cdot \cos \varphi, R \cdot \sin \varphi, z)\). We obtain this parameterization by parametrizing a generator of the cylinder by means of \( z \mapsto (R, 0, z) \) and rotating it by the angle \( \varphi \) around the \( z \) axis via
   \[
   \begin{pmatrix}
   \cos \varphi & -\sin \varphi & 0 \\
   \sin \varphi & \cos \varphi & 0 \\
   0 & 0 & 1
   \end{pmatrix},
   \]
   i.e.
   \[
   \begin{pmatrix}
   \cos \varphi & -\sin \varphi & 0 \\
   \sin \varphi & \cos \varphi & 0 \\
   0 & 0 & 1
   \end{pmatrix} \cdot \begin{pmatrix} R \\ 0 \\ z \end{pmatrix} = \begin{pmatrix} R \cos \varphi \\ R \sin \varphi \\ z \end{pmatrix}.
   \]

3. Graph: \( y = \pm \sqrt{R^2 - x^2} \) or \( x = \pm \sqrt{R^2 - y^2} \).

4. Trivialization: \((\varphi, r, z) \leftrightarrow (r \cdot \cos \varphi, r \cdot \sin \varphi, z)\), these are the cylindrical coordinates.

A parameterization \( f : \mathbb{R}^m \supseteq U \to M \subseteq \mathbb{R}^n \) is (by definition) LENGTH-PRESERVING if and only if the length of each curve \( c : [a, b] \to U \subseteq \mathbb{R}^m \) is equal to that of the image curve \( f \circ c : [a, b] \to M \subseteq \mathbb{R}^n \), i.e.
   \[
   \int_a^b |c'(t)| \, dt = \int_a^b |(f \circ c)'(t)| \, dt = \int_a^b |f'(c(t))(c'(t))| \, dt
   \]
   holds. This is exactly fulfilled if \( f'(p) \) is an isometry for all \( p \in U \), i.e.
   \[
   |f'(p)(v)| = |v|
   \]
   for all \( v \in \mathbb{R}^m \).

Namely let \( f \) be length preserving, \( v \in \mathbb{R}^n \) and \( c_s : t \mapsto p + t \, s \, v \). Then \( c_s : [0, 1] \to U \) for all \( s > 0 \) close to \( p \) and thus
   \[
   s \, |v| = \int_0^1 |c'_s(t)| \, dt = \int_0^1 |f'(c_s(t))(s \, v)| \, dt = s \int_0^1 |f'(c_s(t))(v)| \, dt
   \]
   and, since \( c_s \to c_0 \) for \( s \to 0 \) uniformly on \([0, 1]\):
   \[
   |v| = \int_0^1 |f'(c_0(t))(v)| \, dt = \int_0^1 |f'(p)(v)| \, dt = |f'(p)(v)|.
   \]

The reverse implication is obvious.

The above parameterization \( f : (\varphi, z) \mapsto (R \cos \varphi, R \sin \varphi, z) \) is not length preserving for \( R \neq 1 \), because
   \[
   |f'(\varphi, z)(1, 0)| = \frac{1}{R^2} |f(\varphi, z)| = |R(\sin \varphi, \cos \varphi, 0)| = R \neq |(1, 0)|.
   \]

However, this can easily be corrected by considering the new parameterization \( f : (\varphi, z) \mapsto (R e^{i \varphi / R}, z) \) with derivative
   \[
   f'(\varphi, z) = \begin{pmatrix}
   -\sin (\frac{\varphi}{R}) & 0 \\
   \cos (\frac{\varphi}{R}) & 0 \\
   0 & 1
   \end{pmatrix}
   \]

The columns now form an orthonormal system, so \( f'(\varphi, z) \) is an isometry and thus \( f \) is length preserving.

**3.3 The cone.**

It is formed by rotating a straight line through zero with slope \( \alpha \) around the \( z \) axis.
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1. Equation: \( \tan \alpha = z / \sqrt{x^2 + y^2} \) or \( (x^2 + y^2) \tan^2 \alpha = z^2 \). The former describes the cone, the latter the double cone. The equation is not regular at \((0, 0, 0)\), so we need to remove the tip, because there the (double) cone is not a manifold.

2. Parameterization: \((\varphi, s) \mapsto (s \cos \alpha \cos \varphi, s \cos \alpha \sin \varphi, s \sin \alpha)\).
   We obtain this parameterization by parameterizing a generator of the cone by arc length as \(s \mapsto (s \cos \alpha, 0, s \sin \alpha)\) and rotating that by the angle \(\varphi\) around the \(z\) axis via
   \[
   \begin{pmatrix}
   \cos \varphi & -\sin \varphi & 0 \\
   \sin \varphi & \cos \varphi & 0 \\
   0 & 0 & 1
   \end{pmatrix},
   \]
   i.e.
   \[
   \begin{pmatrix}
   \cos \varphi & -\sin \varphi & 0 \\
   \sin \varphi & \cos \varphi & 0 \\
   0 & 0 & 1
   \end{pmatrix} \cdot \begin{pmatrix} s \cos \alpha \cos \varphi \\ s \cos \alpha \sin \varphi \\ s \sin \alpha \end{pmatrix} = \begin{pmatrix} s \cos \alpha \cos \varphi \\ s \cos \alpha \sin \varphi \\ s \sin \alpha \end{pmatrix}.
   \]

3. Graph: \( z = \pm \tan \alpha \sqrt{x^2 + y^2} \)

4. Trivialization: \((\varphi, \alpha, s) \leftrightarrow (s \cos \alpha \cos \varphi, s \cos \alpha \sin \varphi, s \sin \alpha)\), these are the spherical coordinates.

   A better parameterization is obtained by unfurling the cone into the plane:

   \[
   (x, y) \mapsto (r, \psi) \mapsto \left( s := r, \varphi := \frac{\psi}{\cos \alpha} \right) \mapsto \begin{pmatrix} r \cos \alpha \cos \left(\frac{\psi}{\cos \alpha}\right) \\ r \cos \alpha \sin \left(\frac{\psi}{\cos \alpha}\right) \\ r \sin \alpha \end{pmatrix},
   \]
   where \((x, y)\) are Cartesian coordinates and \((\psi, r)\) are polar coordinates in the plane.
   The derivative of this parameterization is the composition of

   \[
   \begin{pmatrix}
   \cos \alpha \cdot \cos \left(\frac{\psi}{\cos \alpha}\right) & -r \cos \alpha \cdot \sin \left(\frac{\psi}{\cos \alpha}\right) \\
   \cos \alpha \cdot \sin \left(\frac{\psi}{\cos \alpha}\right) & r \cos \alpha \cdot \cos \left(\frac{\psi}{\cos \alpha}\right) \\
   0 & 1
   \end{pmatrix} \cdot \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{\cos \alpha} \end{pmatrix} \cdot \begin{pmatrix} \cos \psi & -r \sin \psi \\ \sin \psi & r \cos \psi \end{pmatrix}^{-1} = \begin{pmatrix} \cos \alpha \cos \psi \cos \left(\frac{\psi}{\cos \alpha}\right) -\sin \psi \sin \left(\frac{\psi}{\cos \alpha}\right) \\ \cos \alpha \cos \psi \sin \left(\frac{\psi}{\cos \alpha}\right) +\sin \psi \cos \left(\frac{\psi}{\cos \alpha}\right) \cos \alpha \sin \psi \cos \left(\frac{\psi}{\cos \alpha}\right) -\cos \psi \sin \left(\frac{\psi}{\cos \alpha}\right) \\ \cos \alpha \sin \psi \sin \left(\frac{\psi}{\cos \alpha}\right) +\cos \psi \cos \left(\frac{\psi}{\cos \alpha}\right) \sin \alpha \sin \psi \end{pmatrix},
   \]
   which can be shown to be isometric by a lengthy direct calculation.

3.4 The sphere.

1. Equation: \( x^2 + y^2 + z^2 = R^2 \)
2. Parameterization: \((\varphi, \vartheta) \mapsto (R \cos \vartheta \cos \varphi, R \cos \vartheta \sin \varphi, R \sin \vartheta)\) with longitudes \(\varphi\) and latitudes \(\vartheta\). Again, we obtain this surface by looking at the intersection curve with the \(x\)-\(z\) plane, which is a (semi-)circle parameterized by \(\vartheta \mapsto R(\cos \vartheta, 0, \sin \vartheta)\) and rotating this around the \(z\)-axis by some angle \(\varphi\). So we obtain
\[
\begin{pmatrix}
\cos \varphi & -\sin \varphi & 0 \\
\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
R \\
0 \\
R \sin \vartheta
\end{pmatrix}
= \begin{pmatrix}
R \cos \vartheta \cos \varphi \\
R \cos \vartheta \sin \varphi \\
R \sin \vartheta
\end{pmatrix}.
\]

3. Graph: \(z = \pm \sqrt{R^2 - x^2 - y^2}\)


One can also parametrize a sphere by projecting onto the touching cone with slope \(\alpha\):
\[
(x, y) \mapsto (\varphi, s) \mapsto (\varphi, \vartheta(s)) \mapsto \begin{pmatrix}
R \cos \vartheta \cos \varphi \\
R \cos \vartheta \sin \varphi \\
R \sin \vartheta
\end{pmatrix},
\]
where \((\varphi, s)\) are the parameters of the above parameterization of the cone and \((\varphi, \vartheta)\) are the parameters of the sphere.

Particular choices for the function \(\vartheta\) yield the radial projection, or the normal projection to the generators of the cone, see exercise [86, 72.42]. In particular, one is interested in angle or area preserving projections. We will show, that a length-preserving parametrization is not possible - one can not form the sphere by furling a sheet of paper.

Especially important is the stereographic projection: There one projects from one point of the sphere (without restricting the generality: the north pole) to the tangential plane in the antipodal point.
3. Examples of submanifolds

3.5 The $n$-sphere.

The $n$-dimensional sphere (or $n$-sphere for short) is $S^n := \{ x \in \mathbb{R}^{n+1} : |x| = 1 \} \subset \mathbb{R}^{n+1}$. The function $f : x \mapsto |x|^2 - 1$ is a regular equation for $S^n$, because $f'(x)(x) = 2|x|^2 = 2$ for $x \in S^n$. As local coordinates, we use the stereographic projection (but this time to the equatorial plane, giving a factor of 1/2 with respect to the one previously discussed), i.e. associating to $x \in S^n$ the $y \in \mathbb{R}^n = p^\perp \subset \mathbb{R}^{n+1}$ lying on the line through the chosen pole $p \in S^n$ and $x$, i.e. $y = p + \lambda(x - p)$ for the $\lambda > 0$ with

$$0 = \langle p, p + \lambda(x - p) \rangle = |p|^2 - \lambda \langle p, p - x \rangle$$

$$\Rightarrow \lambda = \frac{|p|^2}{\langle p, p - x \rangle} = \frac{1}{1 - \langle p, x \rangle} \Rightarrow$$

$$\Rightarrow y = \lambda x + (1 - \lambda)p = \frac{1}{1 - \langle p, x \rangle} \langle x - \langle p, x \rangle p \rangle.$$

Vice versa

$$x = p + \mu(y - p) \text{ with } \mu > 0, \text{ such that}$$

$$1 = |x|^2 = \langle p + \mu(y - p), p + \mu(y - p) \rangle$$

$$= 1 + 2\langle p, \mu(y - p) \rangle + \mu^2\langle y - p, y - p \rangle$$

$$\Rightarrow 0 = \mu^2|y - p|^2 + 2\mu\langle p, y - p \rangle = \mu\langle |y - p|^2 - 2\langle p, p - y \rangle \rangle.$$

Then $2\beta + (\pi - \vartheta) = \pi \Rightarrow \beta = \frac{\pi}{2} + \frac{\vartheta}{2}$ and thus

$$\frac{s}{2} = \tan \beta = \tan \left( \frac{\pi}{4} + \frac{\vartheta}{2} \right) = \frac{1 + \tan(\vartheta/2)}{1 - \tan(\vartheta/2)}.$$

This projection is angle preserving and circles are mapped to circles or straight lines, see Exercise [86, 72.41].

For seafaring, however, this representation of the sphere is not optimal: There one is particularly interested in the loxodromes, i.e. those curves on the sphere, which intersect the meridians under a fixed angle, because these are the orbits that one travels when keeping constant course with respect to direction north (identified by the Polar Star or compass). In the stereographic projection, the mappings of the meridians are straight lines through 0, an hence the loxodromes are (logarithmic) spirals. If, on the other hand, we project to the cylinder touching along the equator, then the meridians become parallel straight lines and if we choose the projection angle preserving (the so-called Mercator projection) then the Loxodrome lines are very easy to draw by plotting the connecting line between start location and destination.
3. EXAMPLES OF SUBMANIFOLDS

3.6 For \( \mu := 0 \) we get the uninteresting solution \( x = p \). The other value is

\[
\mu = \frac{2(1 - \langle p, y \rangle)}{|y|^2 - 2 \langle y, p \rangle + 1} = \frac{2}{|y|^2 + 1}
\]

and thus

\[
x = \frac{1}{|y|^2 + 1} \left( 2y + (|y|^2 - 1)p \right)
\]

3.6 The torus.

\[
\begin{align*}
&\text{1. Equation: } z^2 + (x^2 + y^2 - A)^2 = a^2 \\
&\text{2. Parameterization: } (\varphi, \psi) \mapsto \begin{pmatrix} (A + a \cos \psi) \cos \varphi \\ (A + a \cos \psi) \sin \varphi \\ a \sin \psi \end{pmatrix},
\end{align*}
\]

with longitudes \( \varphi \) and latitudes \( \psi \). This is not length-preserving.

For the special torus \( a^2 := A^2 - 1 \) with \( A > 1 \) we compute the inverse image under the stereographic projection \( \mathbb{R}^4 \supset S^3 \rightarrow \mathbb{R}^3 \) with respect to the point \( (0, 0, 0, 1) \in \mathbb{R}^4 \) as follows:

\[
(x_1, y_1, x_2, y_2) \mapsto \frac{1}{1 - y_2}(x_1, y_1, x_2, 0) \quad \text{since } z \mapsto \frac{z - \langle z, p \rangle p}{1 - \langle z, p \rangle}.
\]

This torus corresponds to the following subset of \( \mathbb{R}^4 \):

\[
\left\{ \begin{array}{l}
x_1^2 + y_1^2 + x_2^2 + y_2^2 = 1 \\
\left( \frac{x_2}{1 - y_2} \right)^2 + \left( \frac{\sqrt{x_1^2 + y_1^2}}{1 - y_2} - A \right)^2 = A^2 - 1
\end{array} \right.
\]

Using the first equation, we transform the second one as follows:

\[
0 = \left( \frac{x_2}{1 - y_2} \right)^2 + \left( \frac{\sqrt{x_1^2 + y_1^2}}{1 - y_2} - A \right)^2 - A^2 + 1
\]

\[
= \frac{x_2^2}{(1 - y_2)^2} + \frac{x_1^2 + y_1^2}{(1 - y_2)^2} - 2A \frac{\sqrt{x_1^2 + y_1^2}}{1 - y_2} + 1
\]

\[
= \frac{1 - y_2^2}{(1 - y_2)^2} - 2A \frac{\sqrt{1 - (x_2^2 + y_2^2)}}{1 - y_2} + 1
\]

\[
\Leftrightarrow 2A \sqrt{1 - (x_2^2 + y_2^2)} = 1 + y_2 + (1 - y_2) = 2
\]
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So the torus is described by the following system of equations:
\[
\begin{align*}
  x_1^2 + y_1^2 + x_2^2 + y_2^2 &= 1 \\
  1 - (x_2^2 + y_2^2) &= \frac{1}{A^2}
\end{align*}
\]
\[\Leftrightarrow \begin{align*}
  x_1^2 + y_1^2 &= \frac{1}{A^2} \ldots \text{ Circle in } \mathbb{R}^2 \times \{(0,0)\} \\
  x_2^2 + y_2^2 &= \frac{A^2 - 1}{A^2} = \frac{a^2}{A^2} \ldots \text{ Circle in } \{(0,0)\} \times \mathbb{R}^2
\end{align*}\]

The torus is thus the Cartesian product \(S^1 \times S^1\) of two circles standing normal to each other.

The parameterization \((\varphi, \psi) \mapsto \left(\frac{1}{A} \cos(A\varphi), \frac{1}{A} \sin(A\varphi), \frac{a}{A} \cos(A\psi), \frac{a}{A} \sin(A\psi)\right)\) is length-preserving, thus a torus can be generated in \(\mathbb{R}^4\) by furling a plane.

Remark: The following special cut through the torus in \(\mathbb{R}^3\) results in two intersecting circles:

On the cutting plane \(z = \frac{a}{\sqrt{A^2 - a^2}} x\) we use the basis with orthonormal vectors \((\frac{\sqrt{A^2 - a^2}}{A}, 0, \frac{a}{A})\) and \((0, 1, 0)\) and we denote the corresponding coordinates with \((s, y)\). Then \(x = \frac{\sqrt{A^2 - a^2}}{A} \cdot s\) and \(z = \frac{a}{A} \cdot s\). If we plug this into the torus equation
\[
z^2 + (\sqrt{x^2 + y^2} - A)^2 = a^2,
\]
we get
\[
\left(\frac{a}{A} \right)^2 + \left(\frac{\sqrt{A^2 - a^2}}{A^2} s^2 + y^2 - A\right)^2 = a^2 \Leftrightarrow
\]
\[
\Leftrightarrow a^2(A^2 - s^2) = \left(\sqrt{(A^2 - a^2)s^2 + A^2y^2 - A^2}\right)^2
\]
\[
= (A^2 - a^2)s^2 + A^2y^2 + A^4 - 2A^2\sqrt{(A^2 - a^2)s^2 + A^2y^2}
\]
\[
\Leftrightarrow s^2 + y^2 + (A^2 - a^2) = 2\sqrt{(A^2 - a^2)s^2 + A^2y^2}
\]
\[
\Leftrightarrow (s^2 + y^2 + (A^2 - a^2))^2 = 4(A^2 - a^2)s^2 + 4A^2y^2
\]
\[
\Leftrightarrow (A^2 - (s^2 + (y + a)^2)) \cdot (A^2 - (s^2 + (y - a)^2)) = 0,
\]
and that is the equation of two circles with centers \((0, \pm a)\) in the \((s, y)\) coordinates and radius \(A\).

3.7 The Hopf fibration \(S^3 \to S^2\).
3. Examples of submanifolds

It is defined by the following commutative diagram

\[
\begin{array}{ccc}
S^3 & \xrightarrow{\text{Hopf fibration}} & S^2 \\
\downarrow & & \downarrow \\
\mathbb{C}^2 & \xrightarrow{\text{stereogr. proj.}} & \mathbb{C}
\end{array}
\]

\[(z_1, z_2) \mapsto (\tilde{z}_2, \tilde{z}_1) = \frac{1}{|z_2|^2 + 1} \left( \frac{2z_2}{z_1}, \left| \frac{z_2}{z_1} \right|^2 - 1 \right) = \frac{z_1 \bar{z}_1}{|z_1|^2 + |z_2|^2} \left( |z_2|^2 - |z_1|^2 \right) = \frac{1}{|z_1|^2 + |z_2|^2} \left( 2z_2 \bar{z}_1, |z_2|^2 - |z_1|^2 \right) \in S^2 \subseteq \mathbb{C} \times \mathbb{R}.
\]

Since the inverse to the stereographic projection around \( p = (0, 0, 1) \) is the mapping \( y \mapsto \frac{2y + (|y|^2 - 1)p}{|y|^2 + 1} = \frac{1}{|y|^2 + 1}(2y, |y|^2 - 1) \), we get the following formula for the Hopf fibration:

\[
(z_1, z_2) \mapsto \frac{1}{|z_2|^2 + 1} \left( \frac{2z_2}{z_1}, \left| \frac{z_2}{z_1} \right|^2 - 1 \right) = \frac{z_1 \bar{z}_1}{|z_1|^2 + |z_2|^2} \left( |z_2|^2 - |z_1|^2 \right) = \frac{1}{|z_1|^2 + |z_2|^2} \left( 2z_2 \bar{z}_1, |z_2|^2 - |z_1|^2 \right) \in S^2 \subseteq \mathbb{C} \times \mathbb{R}.
\]

We look at the inverse images in \( S^3 \) of a circle of fixed latitude \( \vartheta \) on \( S^2 \), where \( \vartheta \):

\[
(z_1, z_2) \in S^3, \quad \frac{z_2}{z_1} = r = \tan \left( \frac{\pi}{4} + \frac{\vartheta}{2} \right) \quad \Leftrightarrow \quad \begin{cases} |z_2| = r |z_1| \\ (z_1, z_2) \in S^3 \end{cases} \quad \Leftrightarrow \quad \begin{cases} |z_2|^2 = r^2 |z_1|^2 \\ |z_1|^2 + |z_2|^2 = 1 \\ \end{cases} \quad \Leftrightarrow \quad \begin{cases} |z_2|^2 = r^2 \frac{1}{1 + r^2} \\ |z_1|^2 = \frac{1}{1 + r^2} \end{cases}
\]

This corresponds by 3.6 to a torus in \( \mathbb{R}^3 \) under the stereographic projection \( S^3 \rightarrow \mathbb{R}^3 \), where \( A = \sqrt{r^2 + 1} \) and \( a = r \).

We consider the inverse image in \( S^3 \) of the South Pole on \( S^2 \):

\( (0, 0, -1) \in S^2 \Leftrightarrow (r = 0) \in \mathbb{R}^2 \Leftrightarrow (|z_1| = 1, z_2 = 0) \subset S^3 \),

or the North Pole on \( S^2 \):

\( (0, 0, +1) \in S^2 \Leftrightarrow (r = \infty) \subset \mathbb{R}^2 \Leftrightarrow (z_1 = 0, |z_2| = 1) \subset S^4 \).

We claim in general: The inverse image of each point on \( S^2 \) (which is given by \( z_0 \in \mathbb{C} \) with \( r := |z_0| \) with respect to the stereographic projection \( S^2 \rightarrow \mathbb{C} \)) is a circle in \( S^3 \subset \mathbb{R}^4 \) obtained by intersecting the sphere \( S^3 \subset \mathbb{R}^4 \) with the plane \( z_2 = z_1 z_0 \):

\[
\begin{cases}
(z_1, z_2) \in S^3 \\
\frac{z_2}{z_1} = z_0 \in \mathbb{C}
\end{cases} \Leftrightarrow \begin{cases}
|z_2|^2 + |z_1|^2 = 1 \\
|z_2|^2 = r^2 \frac{1}{1 + r^2}
\end{cases} \Leftrightarrow \begin{cases}
|z_1|^2 = \frac{1}{1 + r^2} \\
z_2 = z_1 z_0
\end{cases}
\]

i.e. \( z_1 \) runs through one circle and at the same time \( z_2 \) runs through a second circle.

In stereographic coordinates, the first two equations in \( \mathbb{R}^3 \) correspond to the torus \( T : z^2 + (\sqrt{x^2 + y^2} - \sqrt{r^2 + 1})^2 = r^2 \). Without restriction of generality, let \( r =
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3.8 The manifold of linear mappings of fixed rank.

The subspace $L_r(n, m)$ of all $T \in L(n, m)$ of fixed rank $r$ is a submanifold of dimension $r(n + m - r)$.

For maximal $r = \min\{n, m\}$ this dimension is $n \cdot m = \dim(L(n, m))$, thus in this case $L_r(n, m)$ is open in $L(n, m)$.

Proof. We describe $L_r(n, m)$ locally as a graph. Let $T_0 \in L_r(n, m)$, that is $\text{rank}(T_0) = \dim \text{im} T_0 = r$. Put $F := \text{im} T_0$ and $E := (\ker T_0)^\perp$. Then $T_0|_E : E \to F$ is injective, and because of $\dim E = n - \dim \ker T_0 = \dim \text{im} T_0 = \dim F = r$ it is even bijective. With respect to the orthogonal decompositions $\mathbb{R}^n = E \oplus E^\perp$ and $\mathbb{R}^m = F \oplus F^\perp$, the mapping $T_0$ thus has the following form:

$$(A_0 \quad B_0) (C_0 \quad D_0)$$

with $B_0 = 0$, $C_0 = 0$, $D_0 = 0$, and with invertible $A_0$.

Now let $U$ be the open (because $\text{GL}(E) \subseteq L(E, E)$ is open) neighborhood of all matrices $T = (A \quad B \quad C \quad D)$ with invertible $A$. Then $T$ is in $L_r(\mathbb{R}^n, \mathbb{R}^m)$ if and only if $\dim \text{im} T = r$. We have

$$T \begin{pmatrix} v \\ w \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} v \\ w \end{pmatrix} = \begin{pmatrix} Av + Bw \\ Cv + Dw \end{pmatrix}.$$ 

Thus, $T \begin{pmatrix} v \\ w \end{pmatrix} = 0$ is exactly when $v = -A^{-1}Bw$ and $Cv + Dw = 0$, i.e. $\ker T = \{(-A^{-1}Bw, w) \in E \times E^\perp : CA^{-1}Bw = Dw\}$. Therefore $r = \text{rank} T = \dim \text{im} T = \dim \text{im} (A_0 \quad B_0)$.
dim \text{dom } T = \text{dim } \ker T = n - \text{dim } \ker T \text{ exactly when all } w \in E^\perp \text{ satisfy the equation } CA^{-1}Bw = Dw, \text{ that is } D = CA^{-1}B.

The map
\[
g: \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in L(n, m) : A \text{ invertible} \right\} \to L(E^\perp, F^\perp), \quad \begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto CA^{-1}B
\]
is well-defined and smooth on the trace of the open subset \(U\) on the linear subspace
\[
\left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in L(n, m) : D = 0 \right\},
\]
and its graph describes \(L_r(n, m)\) in the open set
\[
\left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in L(n, m) : A \in \text{GL}(E, F) \right\}
\]
The dimension of \(L_r(\mathbb{R}^n, \mathbb{R}^m)\) is thus \(nm - (n - r)(m - r) = r(n + m - r). \square

### 3.9 The Grassmann Manifolds \(G(r, n)\).

The Grassmann manifold \(G(r, n)\) (according to Hermann Grassmann, 1809-1877) of \(r\)-planes through 0 in \(\mathbb{R}^n\) is a submanifold of \(L(n, n)\) of dimension \(r(n - r)\).

If we choose \(r = 1\), we get as special case the projective spaces \(P^{n-1} = G(1, n)\) of the straight lines through 0 in \(\mathbb{R}^n\).

**Proof.** We identify the linear subspaces of \(\mathbb{R}^n\) with the orthogonal projections onto them. Thus, \(G(r, n)\) is a subset of the manifold \(L_r(n, n)\). Let \(E_0\) be a subspace of \(\mathbb{R}^n\) of dimension \(r\) and \(P_0\) the ortho-projection onto \(E_0\). With respect to the decomposition \(\mathbb{R}^n = E_0 \oplus E_0^\perp\) the projection \(P_0\) is given by \(\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}\). A neighborhood of \(P_0\) in \(L_r(n, n)\) is then given by the matrices \(\begin{pmatrix} A & B \\ C & D \end{pmatrix}\) with invertible \(A\). Any linear map \(P\) is an ortho-projection if and only if it is idempotent \((P^2 = P)\) and self-adjoint \((P = P^*\)), or equivalent, if it satisfies the single equation \(P^*P = P\). In fact: That \(P\) is a projection means \(P|_{\text{im } P} = \text{id}\), i.e. \(P^2 = P\), and being an orthogonal projection means \(\ker(P) = \text{im}(P)^\perp\). From \(P^2 = P\) follows \(\ker(P) = \text{im}(1 - P)\), because \(P(1 - P) = 0\) and \(Px = 0 \Rightarrow x = x - Px = (1 - P)x\). Thus, \(\ker(P) \perp \text{im}(P)\) is exactly if \(0 = \langle (1 - P)x, y \rangle = \langle x, (1 - P^*)y \rangle\) for all \(x, y\), that is \(P = P^*P\). Conversely, \(P^* = (P^*P)^*P = P^2P = P^2\) follows and thus \(P = P^*P = P^2\).

This is the case for \(\begin{pmatrix} A & B \\ C & D \end{pmatrix}\) if and only if \(A = A^t\) and \(B^t = C\) (and then \((CA^{-1}B)^t = B^t(A^t)^{-1}C^t = CA^{-1}B)\) and
\[
\begin{pmatrix} A^tA + C^tC & A^tB + C^tCA^{-1}B \\ B^tA + B^t(A^t)^{-1}C^tC & B^tB + B^t(A^t)^{-1}C^tCA^{-1}B \end{pmatrix} = \begin{pmatrix} A^t & C^t \\ B^t & (A^t)^{-1}C^t \end{pmatrix} \begin{pmatrix} A & B \\ C & CA^{-1}B \end{pmatrix} = \begin{pmatrix} A & B \\ C & CA^{-1}B \end{pmatrix}
\]
or equivalently \(A^tA + C^tC = A (\Rightarrow A^t = A)\) and thus
\[
A^tB + C^tCA^{-1}B = A^tB + (A - A^tA)A^{-1}B = B, \\
B^tA + B^t(A^t)^{-1}C^tC = B^tA + B^t(A^t)^{-1}(A - A^tA) = B^t(A^t)^{-1}A = C, \\
B^tB + B^t(A^t)^{-1}C^tCA^{-1}B = B^tB + B^t(A^t)^{-1}(A - A^tA)A^{-1}B = B^t(A^t)^{-1}B = CA^{-1}B
\]
Together, the equations are \(A^tA + C^tC = A, B = C^t\) and \(D = CA^{-1}B\). These are \(r^2 + r(n - r) + (n - r)^2\) independent equations, and thus the dimension of \(G(r, n)\) should be just \(n^2 - (r^2 + n^2 - 2nr + r^2 + nr - r^2) = nr - r^2 = r(n - r)\). These
equations describe $G(r, n)$ locally as a graph of $(A, C) \mapsto (B, D) = (C^t, CA^{-1}C^t)$ over the subset \{(A, C) \in L(E_0, \mathbb{R}^n) : A \in GL(E_0), A^tA + C^tC = A\}

So it remains to show that the equations are regular and for that it is enough(!) to show the regularity of the first equation $A^tA + C^tC = 0$. Its derivative in direction $(X, Y)$ is $(X, Y) \mapsto X^tA + A^tX - X + Y^tC + C^tY$. So we have to solve the equation $X^tA + A^tX - X + Y^tC + C^tY = 0$ for $(A, C) = (id, 0)$, i.e. $X^t = Y$ for $(X, Y)$. Obviously $(Z, 0)$ is a solution.

3.10 Unfurl a 2-fold twisted band.

An untwisted piece of band (i.e. rectangle) is parameterized by

$$
\varphi_0 : [0, 2\pi] \times [-1, +1] \to \mathbb{R}^3 \subset \mathbb{R}^4, \quad (\vartheta, r) \mapsto (\vartheta, r, 0, 0).
$$

A double-twisted band is parameterized by

$$
\varphi_\pi : [0, 2\pi] \times [-1, +1] \to \mathbb{R}^3 \subset \mathbb{R}^4, \quad (\vartheta, r) \mapsto (\vartheta, r \cos \vartheta, r \sin \vartheta, 0).
$$

We now want to find a diffeotopy $F : \mathbb{R} \times \mathbb{R}^4 \to \mathbb{R}^4$ (i.e. a smoothly parameterized family $t \mapsto F(t, \cdot)$ of diffeomorphisms of $\mathbb{R}^n$ with $F(0, \cdot) = id$ and $F(\pi, \cdot)$ the desired diffeomorphism), which converts the non-twisted band into the 2-fold twisted band, i.e. $F(\pi, \varphi_0(\vartheta, r)) = \varphi_\pi(\vartheta, r)$. We refer to the coordinates in $\mathbb{R}^4$ with \{(x, y, z, w)\}. This diffeotopy $F(t, \cdot)$ is supposed to leave the hyperplanes normal to the $x$-axis invariant and act as rotation on them. We denote this rotation in hyperplane $\{x\} \times \mathbb{R}^3 \cong \mathbb{R}^3$ at time $t$ with $R(t, x)$. It should be the rotation by angle $t$ around the axis $\ell := (\cos \frac{x}{2}, \sin \frac{x}{2}, 0)$. We obtain $R(t, x)$ by first rotating $\ell$ around the $w$-axis into the $y$-axis, then turning by the angle $-t$ around the $y$-axis, and finally rotating the $y$-axis around the $w$-axis back into the $\ell$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{image.png}
\caption{Diagram illustrating the rotation process.}
\end{figure}
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The matrix representation of $R(t, x)$ with respect to the coordinates $(y, z, w)$ thus looks like this:

\[
[R(t, x)] = 
\begin{pmatrix}
\cos \frac{x}{2} & -\sin \frac{x}{2} & 0 \\
\sin \frac{x}{2} & \cos \frac{x}{2} & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos t & \sin t \\
0 & -\sin t & \cos t
\end{pmatrix}
\begin{pmatrix}
\cos \frac{x}{2} & \sin \frac{x}{2} & 0 \\
-\sin \frac{x}{2} & \cos \frac{x}{2} & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\[
= 
\begin{pmatrix}
\cos \frac{x}{2} & -\sin \frac{x}{2} & 0 \\
\sin \frac{x}{2} & \cos \frac{x}{2} & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\cos \frac{x}{2} & \sin \frac{x}{2} & 0 \\
-\sin \frac{x}{2} & \cos \frac{x}{2} & 0 \\
\sin t \sin \frac{x}{2} & -\sin t \cos \frac{x}{2} & \cos t
\end{pmatrix}
\begin{pmatrix}
\cos \frac{x}{2} + \cos t \sin^2 \frac{x}{2} \\
\sin^2 \frac{x}{2} + \cos t \cos^2 \frac{x}{2} \\
-\sin t \cos \frac{x}{2} & \cos t
\end{pmatrix}
\]

In the boundary points $x = 0$ and $x = 2\pi$,

\[
[R(t, 0)] = 
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos t & \sin t \\
0 & -\sin t & \cos t
\end{pmatrix}
\]

and

\[
[R(t, 2\pi)] = 
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos t & -\sin t \\
0 & \sin t & \cos t
\end{pmatrix}
\]

keeps $y$-axis fixed.

Our wanted diffeotopy is thus

\[
F(t; x, y, z, w) := (x, R(t, x)(y, z, w))
\]

and the corresponding isotopy

\[
\varphi_t(\vartheta, r) := F(t; \varphi_0(\vartheta, r)) = (\vartheta, R(t, \vartheta)(r, 0, 0))
\]

\[
= (\vartheta, \frac{r}{2}(1 + \cos \vartheta + \cos t(1 - \cos \vartheta)), \frac{r}{2}(1 - \cos t) \sin \vartheta, r \sin t \sin \frac{\vartheta}{2})
\]

Clearly, $\varphi_t(\vartheta, r) = (\vartheta, r, 0, 0)$ is for $\vartheta = 0$ and for $\vartheta = 2\pi$. Furthermore, $\varphi_0$ and $\varphi_\pi$ are the desired boundary values. And by design, all $\varphi_t$ are embeddings from $[0, 2\pi] \times [-1, 1]$ into $\mathbb{R}^4$. 

4. Examples of Lie groups

Some of the classic examples of manifolds are even Lie groups, i.e. they carry also a smooth group structure. There are lecture courses completely devoted to them, e.g. http://www.mat.univie.ac.at/~kriegl/Skripten/2010WS.pdf.

4.1 General linear group.

The vector space $L(\mathbb{R}^n, \mathbb{R}^m) = L(n, m) := \{T : \mathbb{R}^n \to \mathbb{R}^m \text{ linear} \}$ is $nm$-dimensional.

The general linear group (see also [86, 1.2])

\[
GL(\mathbb{R}^n) = GL(n) := \{T \in L(n, n) : \det T \neq 0 \} \subset L(n, n)
\]

is an open (and thus $n^2$-dimensional) submanifold in $L(n, n)$, because it is given by a continuous strict inequality. With respect to composition, $GL(n)$ is a group.
4.2 Special linear group.

The special linear group is defined by

$$SL(n) := \{ T \in L(n,n) : \det(T) = 1 \} \subseteq GL(n).$$

So it is given by the equation $\det(T) = 1$, or $f(T) = 0$, where $f : L(n,n) \to \mathbb{R}$ is the function $f(T) := \det(T) - 1$. We assert that this equation is regular, that is, the derivative of the determinant function is surjective. Since the determinant is multilinear in the columns (or even polynomial in the coefficients), its smoothness follows. The derivative at $A$ in direction $B$ is:

$$\det'(A)(B) = \frac{d}{dt}|_{t=0} \det(A + tB) = \frac{d}{dt}|_{t=0} \det(A \cdot (1 + tA^{-1}B))$$

$$\quad = \frac{d}{dt}|_{t=0} \det(tA) \cdot \det((1 + A^{-1}B))$$

$$\quad = \frac{d}{dt}|_{t=0} \det(A) \cdot \left( \frac{1}{t^n} + \frac{1}{t^{n-1}} \text{trace}(A^{-1}B) + \cdots + \det(A^{-1}B) \right)$$

$$\quad = \det(A) \cdot \text{trace}(A^{-1}B).$$

This shows the surjectivity of $\det'(A)$ and thus the regularity of $\det$. Without calculating the derivative $\det'(A) : L(\mathbb{R}^n, \mathbb{R}^n) \to \mathbb{R}$ completely, you can proceed as follows:

$$\det'(A)(A) = \frac{d}{dt}|_{t=0} \det((1 + t)A) = n(1 + t)^{n-1}|_{t=0} \det A = n \det A.$$  

Consequently, $\det'(A)$ is surjective and $SL(\mathbb{R}^n)$ is a $n^2 - 1$ dimensional manifold.

4.3 Orthogonal group.

It is defined by (see also \cite{[86, 1.2]}):

$$O(n) := \{ T \in GL(n,n) : T^t \circ T = \text{id} \} = \{ T \in GL(n,n) : \langle Tx, Ty \rangle = \langle x, y \rangle \forall x, y \}. $$

As in Example \ref{4.2}, let us now show that the equation $T^t \circ T = \text{id}$ is a regular one. For this purpose we compute the derivative of the quadratic - hence smooth - function $f : GL(n) \to L(n,n)$ given by $f(T) := T^t \circ T = \text{comp}(T^t, T)$:

$$f'(T) \cdot S = \text{comp}(S^t, T) + \text{comp}(T^t, S) = S^t \circ T + T^t \circ S.$$ Since $f(T)$ is obviously symmetric, that is, $f$ has values in the linear subspace $L_{\text{sym}}(n,n) \subseteq L(n,n)$ of the symmetric matrices, we can only hope to have surjectivity for $f'(T) : L(n,n) \to L_{\text{sym}}(n,n)$. The dimension of $L_{\text{sym}}(n,n)$ is obviously $\frac{n(n+1)l}{2}$. For an $R \in L_{\text{sym}}(n,n)$ there is an $S \in L(n,n)$ with $R = S^t \circ T + T^t \circ S = (S^t \circ T)^t + (S^t \circ T)^t$, because $S^t \circ T = \frac{1}{2}R$ has the solution $S = (S^t)^t = (\frac{1}{2}R \circ T^{-1})^t = (T')^{-1} \frac{1}{2}R$. Consequently, $f'(T)$ is surjective, and thus $O(n)$ is a submanifold of $L(n,n)$ of dimension $\text{dim}(O(n)) = n^2 - \frac{n(n+1)}{2} = \frac{n(n-1)}{2}$.  

Note that $\det(T) = \pm 1$ follows from $1 = \det(1) = \det(T^tT) = \det(T)^2$ for $T \in O(n)$. Thus, $O(n) \cong SO(n) \times \mathbb{Z}_2$, where $SO(n) := O(n) \cap \text{SL}(n) = O(n) \cap GL_+(n)$ is an open subset of $O(n)$.

More generally, we can consider the Stiefel manifold (due to Eduard Stiefel, 1909-1978)  

$$V(k,n) := \{ T \in L(k,n) : T^tT = \text{id} \}$$

(see also \cite{[86, 70.6]}). Thus, the elements of $V(k,n)$ are the isometric mappings of $\mathbb{R}^k \to \mathbb{R}^n$, and these can be equivalently described by their values on the standard base in $\mathbb{R}^k$, i.e. by $k$-tuples of orthonormal vectors in $\mathbb{R}^n$, so-called orthonormal $k$-frames in $\mathbb{R}^n$.  

\today
The function \( f : L(k,n) \to L_{\text{sym}}(k,k), \) \( T \mapsto T^tT - \text{id} \), is smooth and satisfies \( f'(T)(S) = T^tS + S^tT \). So it is regular, because for symmetric \( R \) we can solve \( f'(T)(S) = R \) with \( S := \frac{1}{2}TR \) as before.

4.4 Groups of invariant automorphisms, \( O_b \).

Let us generalize the orthogonal group by considering any bilinear form \( b : E \times E \to \mathbb{R} \) on an Euclidean space \( E \). With

\[
O_b(E) := \{ T \in GL(E) : b(Tx,Ty) = b(x,y) \ \forall \ x,y \in E \}
\]

we denote the group of all invertible linear mappings that keep the bilinear form \( b \) invariant. The bilinear forms \( b : E \times E \to \mathbb{R} \) are in bijective relation to the linear maps \( B : E \to E \), by virtue of

\[
b(x,y) = \langle Bx,y \rangle = \langle x, B^t y \rangle:
\]

since we may consider any bilinear \( b : E \times E \to \mathbb{R} \) as mapping \( \tilde{b} : E \to L(E,\mathbb{R}) =: E^* \), which is given by \( x \mapsto (y \mapsto b(x,y)) \). The scalar product \( \langle x,y \rangle \) \( E \times E \to \mathbb{R} \) corresponds to a mapping \( \iota : E \to E^* \), which is an isomorphism, because ker(\( \iota \)) = \( \{ x : (x,y) = 0 \ \forall \ y \} = \{ 0 \} \), and since \( \dim(E) = \dim(E^*) \). The composite \( B := \iota^{-1} \circ \tilde{b} : E \to E^* \to E \) is then the sought-after linear mapping, because

\[
b(x,y) = \tilde{b}(x)(y) = (x \circ B)(y) = (Bx)(y) = \iota(B(x))(y) = \langle Bx,y \rangle.
\]

The equation \( b(Tx,Ty) = b(x,y) \) is thus equivalent to \( \langle T^tBTx,y \rangle = \langle BTx,Ty \rangle = \langle Bx,y \rangle \), and hence

\[
O_b(E) = \{ T \in GL(E) : T^tBT = B \}.
\]

Thus we have to show that this is a regular equation. For the derivative of the function \( f : GL(E) \to L(E) \), which is defined by \( f(T) := T^tBT - B \), we obtain \( f'(T)(S) = S^tBT + T^tBS \). As with \( O(E) \), we can not expect it to be surjective onto \( L(E,E) \), but we need a linear subspace \( F \subseteq L(E,E) \) in which \( f \) has values and on which \( f'(T) \) is surjective.

If \( B \) is (skew)-symmetric, then the same holds for \( f(T) \), so we should use the space \( L_b(E,E) \) of (skew)-symmetric linear mappings as \( F \). This space has dimension \( n(n+1)/2 \) (resp. \( n(n-1)/2 \)), where \( n \) is the dimension of \( E \). If \( U \in F \) and \( T \) is the identity then \( U = f'(T)(S) = S^tB + BS \) will be solvable in \( S \) provided we can find an \( S \) with \( BS = \frac{1}{2}U \) in \( S \), since then also \( S^tB = \pm (BS)^t = \pm \frac{1}{2}U^t = \frac{1}{2}U \). If \( B \) is invertible, then \( S := \frac{1}{2}B^{-1}U \) is the solution. If \( T \in GL(E) \) is arbitrary and \( B \) is invertible, then the equation \( U = f'(T)(S) = S^tBT + T^tBS \) has the solution \( S = \frac{1}{2}B^{-1}(T^{-1})^tU \), because then \( T^tBS = \frac{1}{2}U \) and \( S^tBT = \pm S^tB^tT = \pm (T^tBS)^t = \pm \frac{1}{2}U^t = \frac{1}{2}U \) follows. Thus, if \( B \) is injective, that is, \( b \) is not degenerate, or equivalently \( x = 0 \leftrightarrow \forall \ y : b(x,y) = 0 \), then \( O_b(E) \) is a submanifold of dimension

\[
\dim O_b(E) := \begin{cases} 
  n^2 - n(n+1)/2 = n(n-1)/2 & \text{if } b \text{ is symmetrical} \\
  n^2 - n(n-1)/2 = n(n+1)/2 & \text{if } b \text{ is skew-symmetric}
\end{cases}
\]

Note that \( \det(T) = \pm 1 \) for invertible \( B \) and \( T \in O_b(E) \), because \( 0 \neq \det(B) = \det(T^tBT) = \det(T)^2\det(B) \).

4.5 The symmetric case, \( O(n,k) \).

In the symmetric case we can find an (orthonormal) base of eigenvectors \( e_j \) for \( B \) with corresponding eigenvalues \( \lambda_j \in \mathbb{R} \) by use of the spectral theorem (i.e. principal axis theorem). Then

\[
B(x) = \sum_j \lambda_j \langle x,e_j \rangle e_j
\]
and thus
\[ b(x, y) = \langle Bx, y \rangle = \sum_j \lambda_j \langle x, e_j \rangle \langle y, e_j \rangle \]
Since we assumed \( \ker(B) = \{0\} \), no eigenvalue \( \lambda_j \) is 0, and thus \( b \) is represented in the orthogonal basis \( f_j := \sqrt{|\lambda_j|} e_j \) as
\[ b(x, y) = \sum_{\lambda_j > 0} x^j y^j - \sum_{\lambda_j < 0} x^j y^j, \]
where \( x^j := \langle x, f_j \rangle \) denotes the coordinates of \( x \) with respect to the basis \( (f_j) \).

One calls such a \( b \) also a **pseudo-Euclidean product**. They are of importance for Relativity Theory. Note that there are vectors \( x \neq 0 \) with norm \( b(x, x) = 0 \) and also vectors with \( b(x, x) \) being negative. Those with vanishing norm are called **light-like**, \( \sum_{j > k} (x^j)^2 = \sum_{j \leq k} (x^j)^2 \) (this describes a “cone”), those with positive norm are called **space-like** and those with negative norm are **time-like**. Consider e.g. the form
\[ \langle (x_1, x_2, x_3), (y_1, y_2, y_3) \rangle := x_1 y_1 + x_2 y_2 - x_3 y_3. \]
Then the vectors in the interior of the double cone with the \( x_3 \)-axis are the time-like ones, those on the outside the space-like and those on the double cones the light-like ones.

The group \( O_b(E) \) thus depends, up to isomorphism, only on the signature, defined as the number \( k \) of the negative eigenvalues of \( b \), and is therefore also referred to as \( O(n, k) \) (and sometimes also as \( O(n - k, k) \)), where \( n = \dim(E) \) is. Note that \( O(n, k) = O(n, n - k) \) (replace \( b \) with \( -b \)). The open subgroup \( SL(n) \cap O(n, k) \) is denoted \( SO(n, k) \). The \( O(4, 1) \) is also referred to as the **Lorentz group**.

### 4.6 The skew-symmetric case, \( Sp(2n) \).

In the skew-symmetric case, we can find a normal form as follows. Let \( b \) be a non-degenerate skew-symmetric bilinear form, a so-called **symplectic form**. They are important for classical mechanics (see section [86, 45]). For a subset \( A \subseteq E \), we denote
\[ A^\perp := \{ x \in E : x \perp y \quad \forall y \in A \}, \]
and call it the **orthogonal complement**, where \( x \perp y \) stands for \( b(x, y) = 0 \).

Since \( b \) is skew-symmetric, \( x \perp x \) for all \( x \). Nevertheless, for each linear subspace \( F \) we have \( \dim E = \dim F + \dim F^\perp \) (in fact: \( i^* \circ \tilde{b} : E \to E^* \to F^* \) is surjective with kernel \( F^\perp \), where \( i : F \to E \) denotes the inclusion, because \( \tilde{b} : E \to E^* \) is bijective by assumption, and \( i^* : E^* \to F^* \) is clearly surjective (choose a left-inverse \( p \) to \( i \), then \( i^* \circ p^* = \text{id} \)) and thus \( \dim E = \dim(\ker) + \dim(\text{im}) = \dim(F^\perp) + \dim(F) \)).

Note that for linear subspaces \( A \) and \( B \) the equations \( A^{\perp} = A \) ( \( \Leftrightarrow A \subseteq A^{\perp} \) and dimensional reasons), as well as \( (A + B)^{\perp} = A^{\perp} \cap B^{\perp} \) (trivial) and finally \( A^{\perp} + B^{\perp} = (A^{\perp} + B^{\perp})^{\perp} = (A^{\perp} \cap B^{\perp})^{\perp} = (A \cap B)^{\perp} \) hold.

A subset \( A \subseteq E \) is called **isotropic** if \( A \subseteq A^{\perp} \), that is \( b|_A \times A = 0 \). Let \( F \) be maximal among the isotropic subsets. Then \( F = F^{\perp} \) holds (i.e. \( F \) is a so-called **Lagrange subspace**): Otherwise we can add any \( y \in F^{\perp} \setminus F \) to \( F \) and get a larger isotropic subset of \( F \cup \{y\} \); Because of the bilinearity of \( b \), the orthogonal complement \( A^{\perp} \) is a linear subspace for each subset \( A \subseteq E \), and in particular any Lagrangian subspace \( F = F^{\perp} \) is a linear subspace. Consequently \( \dim E = \dim F + \dim F^\perp = 2 \dim F \), hence the existence of Lagrange subspaces implies that \( E \) must be even-dimensional.

We now choose a Lagrange subspace \( F \) and a complementary Lagrange subspace \( F' \): This is possible because if for an isotropic subspace \( G \) with \( G \cap F = \{0\} \) still \( G + F \subseteq E \) holds, then \( G^{\perp} + F = G^{\perp} + F^{\perp} = (G \cap F)^{\perp} = \{0\}^{\perp} = E \supset G + F \)
and thus we can choose an $y \in G^\perp \setminus (G + F)$. Therefore $G_1 := \mathbb{R}y + G$ is a larger isotropic subspace with $G_1 \cap F = \{0\}$.

Let $i' : F' \hookrightarrow E$ be the inclusion. Then $i^* \circ b \circ i' : F' \hookrightarrow E \xrightarrow{\sim} E^* \rightarrow F^*$ is injective, because the kernel of $i^* \circ b$ is $F^\perp = F$ and $F \cap F' = \{0\}$, and thus by considering dimension an isomorphism. We claim that the induced isomorphism $E \cong F' \times F \cong F^* \times F$ translates the symplectic form $b$ into the form $(y_1, y_1; y_2, y_2) \mapsto y_1^* (y_2) - y_2^* (y_1)$: So let $x_j = y_j^* + y_j$ with $y_j \in F$ and $y_j^* \in F'$. Since $F$ and $F'$ are isotropic, we have $b(x_1, x_2) = b(y_1, y_2) + b(y_1, y_2^*) = b(y_1, y_2) - b(y_2, y_1)$. With $y_j^* := (i^* \circ b \circ i')(y_j^*)$ we get $b(y_j^*, y_j^*) = b(y_j^*, y_j) = b(i^* y_j)(i^* y_j^*) = (i^* \circ b \circ i')(y_j^*)(y_j) = y_j^*(y_j)$ and thus is $b(x_1, x_2) = y_1^*(y_2) - y_2^*(y_1)$.

Now we choose a basis $(e_1)_{2k \leq j \leq 2k}$ in $F$ (with $2k = n := \text{dim } E$) and take the dual basis $(e^j)_{2k < j \leq 2k}$ in $F^*$. With $(e_j, e^j)_{2k < j \leq 2k}$ we denote the corresponding basis in $F^*$, i.e. $i^* \circ b \circ i' : e_j \mapsto e^k + j$. Then, $(e_{j + 1})_{2k = n}$ is a basis of $E$, which corresponds to that of $F^* \times F$, and furthermore, $y^*(y) = \sum_{j > k} y_je_j$, where $y_j$ denote the coordinates of $y^* \in F^*$ with respect to $e^j$ and $y^j$ denote coordinates for $y \in F$ with respect to $e_j$. So the standard symplectic form on $\mathbb{R}^{2k}$ is

$$b(x_1, x_2) = \sum_{j < k} x_i^j x_1^j \cdots x_1^j x_2^{j+k} - x_1^j x_2^{j+k} = (Jx_1, x_2),$$

with $J = \begin{pmatrix} 0 & -\text{id}_k \\ \text{id}_k & 0 \end{pmatrix}$.

The corresponding group is denoted $Sp(2k)$, and is called a REAL SYMPLECTIC GROUP. Since $Sp(n)$ does not exist for odd $n$, $Sp(2k)$ is sometimes referred to as $Sp(k)$ in the literature!

4.7 Reflections.

Now we want to describe those $T \in O_b(E)$ (for symmetric and skew-symmetric $b$) which have a hyperplane as fixed point set $\{x \in E : Tx = x\}$. Let $F$ be this hyperplane and $0 \neq y \in F^\perp$, that is $F = \{y\}^\perp$. If $y' \notin F$ with $b(y', y) = 1$ (possible because $b(y', y) = 0 \Rightarrow y' \in \{y\}^\perp = F$), then each $x \in E$ can be written as $x = b(x, y)y' + (x - b(x, y)y')$, and $b(x - b(x, y)y', y) = 0$, that is $x - b(x, y)y' \in F$. Any such $T$ must therefore have the following form:

$$T(x) = b(x, y)T(y') + (x - b(x, y)y') = x + b(x, y)(T(y') - y') =: x + b(x, y)y''.$$

That $T$ keeps the form $b$ invariant amounts to

$$b(x_1, x_2) = b(T(x_1), T(x_2)) = b(x_1 + b(x_1, y)y'', x_2 + b(x_2, y)y'') = b(x_1, x_2) + b(x_1, y)b(y'', x_2) + b(x_2, y)b(x_1, y'') + b(x_1, y)b(x_2, y)b(y'', y''),$$

i.e. $b(x_1, y)b(y'', x_2) + b(x_2, y)b(x_1, y'') + b(x_1, y)b(x_2, y)b(y'', y'') = 0$. If we put $x_2 := y'$ and choose $x_1 \perp y$, then $b(x_1, y'') = 0$ follows, so $y'' \in \{y\}^\perp = \mathbb{R}y$. Let $y'' = \lambda y$ (with $\lambda \neq 0$, since $T$ can not be the identity). Then

$$0 = \lambda b(x_1, y)b(y', x_2) + \lambda b(x_2, y)b(x_1, y) + b(x_1, y)b(x_2, y)\lambda^2 b(y, y)$$

$$= \lambda b(x_1, y)b(x_2, y)(\pm 1 + \lambda b(y, y))$$

for all $x_1$ and $x_2$ if and only if $1 + \lambda b(y, y) = \mp 1$ (choose $x_1 = x_2 := y'$).

In the symmetric case this is equivalent to $\lambda b(y, y) = -2$ (i.e. $b(y, y) \neq 0$ and $\lambda := -\frac{2}{b(y, y)}$) and in the skew-symmetric one it is always satisfied.

The $T \in O_b(E)$ with a hyperplane $F = \{y\}^\perp$ as fixed point set are therefore precisely those of the form

$$T(x) = \begin{cases} x - \frac{b(x, y)}{b(y, y)}y & \text{ with } b(y, y) \neq 0 \text{ in the symmetric case,} \\ x + \lambda b(x, y)y & \text{ with } 0 \neq \lambda \in \mathbb{R} \text{ in the skew-symmetric case.} \end{cases}$$
These $T$ are also called reflections, in analogy to the case where $b$ is an Euclidean metric. A simple calculation shows, that $T^2 = \text{id}$.

In the symplectic case, each reflection is orientation-preserving, because $T(y') = y' + \lambda y$ is on the same side of $F$ as $y'$ and $(\begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix})$ is (because of $y \in F$) the component representation of $T$ with respect to the decomposition $E = F \oplus K y' \cong F \times K$. In the symmetric case reflections are orientation-reversing, because $T(y) = y - 2y = -y$ and thus $(\begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix})$ is the component representation of $T$ with respect to the decomposition $E = F \oplus K y \cong F \times K$.

For $x \neq x'$ it is possible to find a reflection $T : x \mapsto x + \lambda b(x, y)$ with $Tx = x'$ if $b(x, x) = b(x', x')$ and $b(x, x') \neq b(x, x)$: In fact, $x' - x = \lambda b(x, y) y$ is valid if and only if $y = \mu(x' - x)$ with $1 = \lambda b(x, y) \mu = \lambda \mu^2 b(x, x') - b(x, x)$. This reflection $T$ keeps $y^\perp = (x' - x)^\perp$ fixed. In the symmetric case, the necessary equation $\lambda b(y, y) = \lambda \mu^2 b(x' - x, x' - x) = -2$ follows. Note that for positive definite $b$, due to the Cauchy Schwarz Inequality, the situation $b(x, x') = b(x, x)$ can not occur. In the symplectic case $b(x, x) = 0 = b(x', x')$ is always fulfilled.

**Proposition.**

For each (skew)-symmetric non-degenerate bilinear form $b : E \times E \to \mathbb{R}$, the group $O_b(E)$ is generated by the reflections.

It can be shown that in the symmetric case $n = \text{dim } E$ many reflections are sufficient and in the symplectic case $n + 1$ are necessary (see [35, Sur les Groups Classique, Hermann, Paris 1967]).

**Proof.** In the **symmetric case** we choose an orthonormal basis of $E$ (i.e. $b(e_i, e_j) = 0$ for $i \neq j$ and $b(e_i, e_i) = \pm 1$) The images $e'_i := T(e_i)$ from then also an orthonormal basis. We now show by induction that $T$ leaves up to composition with reflections the set $\{e_1, \ldots, e_k\}$ invariant:

In fact, if $T$ keeps $\{e_1, \ldots, e_{k-1}\}$ fixed by induction assumption, and $b(e_k, e'_k) \neq b(e_k, e_k)$, then the reflection $S$ on the orthogonal complement of $e'_k - e_k$ maps $e_k$ to $e'_k$ and leaves $(e'_k - e_k)^\perp \supset (e'_k)^\perp \supset \{e_1 = e'_1, \ldots, e_{k-1} = e'_k-1\}$ fixed, so $S^{-1}T$ keeps even $\{e_1, \ldots, e_k\}$ fixed. On the other hand, if $b(e_k, e'_k) = b(e_k, e_k)$, then we first reflect at the orthogonal complement of $e_k$ (with $b(e_k, e_k) = \pm 1 \neq 0$) and then at that of $e'_k$ (with $b(e_k + e'_k, e_k + e'_k) = 2(b(e_k, e_k) + b(e_k, e'_k)) = 4b(e_k, e'_k) \neq 0$).

These reflections leave $(e'_k)^\perp \cap (e'_k + e_k)^\perp \supset \{e_1, \ldots, e_{k-1}\}$ invariant and their composition maps $e_k$ to $-e_k$ and on to $e'_k$, so up to them $T$ leaves $\{e_1, \ldots, e_k\}$ invariant.

In the **symplectic case** we prove the statement by induction on $j := n - \text{dim } F$, where $F := \{x : Tx = x\}$. For $j = 0$ we have $T = \text{id}$. So let $j > 0$. For each $y \in E$, we have $b(y, x) = b(Ty, Tx) = b(Ty, x)$ for all $x \in F$, i.e. $Ty - y \in F^\perp$.

If $b(Ty, y) \neq 0$ for some $y \in E$ ($\Rightarrow y \notin F$), then there is a reflection which maps $y$ to $Ty$ and leaves $(Ty - y)^\perp \supset F$ fixed. Apart from this reflection $T$ also fixes $F \oplus \mathbb{R} y$.

Otherwise, $b(Ty, y) = 0$ for all $y$. Let first $F \cap F^\perp \neq \{0\}$. Then we choose $0 \neq x \in F \cap F^\perp$ and $y \in E$ with $b(y, x) = 1$ (as in the description of reflections). Then $y \notin F$, since $x \in F^\perp$. Furthermore, $b(Ty, x) = b(Ty, Tx) = b(y, x) = 1$ and therefore reflections exist which map $y$ on to $x + y$, respectively $Ty$ to $x + y$. 
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We will jointly diagonalize the elements of the Abelian among the following groups:

We have

\[ Sp_b \] (because \( F = \{0\} \), take \( y \neq 0 \), extend the isotropic set \( \{e_1 := y, e_2 := Ty\} \) to a basis in a Lagrangian subspace, and let \( x := e_1^\perp + e_2^\perp \) in terms of the dual basis \( \{e_i\}_i^k \). Then \( b(x, y) = 1 = b(x, Ty) \) and we may proceed as just before.

Finally, if \( F \neq \{0\} \) and \( F \cap F^\perp = \{0\} \), then \( E = F \oplus F^\perp \) and \( b \) induces on \( F^\perp \) a symplectic form, because for \( y' \in F^\perp \) with \( b(y', y) = 0 \) all \( y \in F^\perp \), we have \( y' \in (F^\perp)^\perp = F \) and thus \( y' = 0 \). Furthermore, \( T \in O_p(E) \) leaves the space \( F^\perp \) invariant, because \( b(Ty', y) = b(Ty', Ty) = b(y', y) = 0 \) for all \( y \in F \) and \( y' \in F^\perp \).

Since \( T|_{F^\perp} \) has only 0 as a fixed point, it follows from the previous case that \( T|_{F^\perp} \) is a composite of reflections along vectors in \( F^\perp \). Such reflections, however, leave \( F = F^\perp \) fixed and thus \( T \) is the composition of these reflections on all \( E \).

\[ \square \]

Corollary.

We have \( Sp(2k) \subseteq SL(2k) \).

\( \square \)

4.8 Low dimensions.

We will jointly diagonalize the elements of the Abelian among the following groups \( G \), i.e. for each \( T \in G \) we will determine the eigenvalues \( \lambda_T^\pm \) and associated eigenvectors \( e_\pm \) (independent on \( T \)). If \( \Lambda^T \) is the diagonal matrix with entries \( \lambda_T^\pm \), and \( U \) is the matrix with columns \( e_+ \) and \( e_- \), i.e. \( U(e_1) = e_+ \) and \( U(e_2) = e_- \), then \( T \cdot U = U \cdot \Lambda^T \), i.e. \( U^{-1} \cdot T \cdot U = \Lambda^T \). The conjugation with \( U \) thus maps the group \( G \) isomorphically to a group of diagonal matrices in \( SL(2c) \).

\[ SO(2) = \left\{ \begin{pmatrix} a & b \\ -b & a \end{pmatrix} : a, b \in \mathbb{R}, \ a^2 + b^2 = 1 \right\} \cong \left\{ \begin{pmatrix} \lambda & 0 \\ 0 & \lambda^{-1} \end{pmatrix} : \lambda \in \mathbb{S}^1 \right\} \cong \mathbb{S}^1, \]

since \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SO(2) \Leftrightarrow \begin{cases} a^2 + c^2 = 1 \ \ (b(e_1, e_1) = 1) \\ b^2 + d^2 = 1 \ \ (b(e_2, e_2) = 1) \\ ad - bc = 1 \ \ (\det = 1) \end{cases} \)

It follows that

\[ d \cdot (3) - b \cdot (4) : -b = c(d^2 + b^2) = c, \]
\[ b \cdot (3) + d \cdot (4) : d = a(b^2 + d^2) = a \]

and thus \( a^2 + b^2 = 1 \). All this follows more easily from the matrix equation \( BT = (T^t)^{-1}B \), with \( B = \text{id} \).

The eigenvalues of \( T \) are \( \lambda_T = a \pm ib \) with associated eigenvectors \( e_\pm = (1, \pm i) \).

Thus, the conjugation with \( U = \begin{pmatrix} 1 & 1 \\ -i & i \end{pmatrix} \) maps the group \( SO(2) \) isomorphically to the diagonal matrices with conjugate complex entries of absolute value 1.

\[ \frac{1}{2} \begin{pmatrix} 1 & -i \\ 1 & i \end{pmatrix} \cdot \begin{pmatrix} a & b \\ -b & a \end{pmatrix} \cdot \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} = \begin{pmatrix} a + ib & 0 \\ 0 & a - ib \end{pmatrix} \]

\[ SO(2,1) = \left\{ \begin{pmatrix} a & b \\ b & a \end{pmatrix} : a, b \in \mathbb{R}, \ a^2 - b^2 = 1 \right\} \cong \left\{ \begin{pmatrix} \lambda & 0 \\ 0 & \lambda^{-1} \end{pmatrix} : \lambda \in \mathbb{R} \setminus \{0\} \right\} \cong \mathbb{R} \setminus \{0\} \]
Similar to $SO(2)$, the first equation follows from the matrix equation with $B = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. The first isomorphism is then analogously given by conjugation with the matrix $U = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$ of the eigenvectors to the eigenvalues $\lambda_{\pm} := a \pm b$. Conjugating with $U$ gives

$$\frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \cdot \begin{pmatrix} a & b \\ b & a \end{pmatrix} \cdot \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} = \begin{pmatrix} a + b & 0 \\ 0 & a - b \end{pmatrix}$$

with $(a + b)(a - b) = 1$.

$$SL(2) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : a, b, c, d \in \mathbb{R}, \ ad - bc = 1 \right\} \cong \left\{ \begin{pmatrix} a & b \\ b & a \end{pmatrix} : a, b \in \mathbb{C}, \ |a|^2 - |b|^2 = 1 \right\},$$

where the isomorphism is given by conjugation with $U := \begin{pmatrix} 1 & -i \\ i & 1 \end{pmatrix}$, see [86, 34.5] and [86, 72.62], because

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} = U^{-1} \cdot \begin{pmatrix} \alpha_1 + i\alpha_2 & \beta_1 + i\beta_2 \\ \beta_1 - i\beta_2 & \alpha_1 - i\alpha_2 \end{pmatrix} \cdot U = \begin{pmatrix} \alpha_1 + \beta_1 & \alpha_2 - \beta_2 \\ -\alpha_2 - \beta_2 & \alpha_1 - \beta_1 \end{pmatrix}$$

$$\Leftrightarrow \alpha_1 = \frac{a + d}{2}, \ \alpha_2 = \frac{b - c}{2}, \ \beta_1 = \frac{a - d}{2}, \ \beta_2 = -\frac{b + c}{2}$$

Note that the quadric $\{(a, b) \in \mathbb{C}^2 : |a|^2 - |b|^2 = 1\}$ is diffeomorphic to $S^1 \times \mathbb{C}$ because of $(a, b) \mapsto (\frac{a}{\sqrt{|a|^2 + |b|^2}}, b)$. However, the induced group structure on $S^1 \times \mathbb{C}$ looks more complicated.

$$Sp(2) = SL(2),$$

denote $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in Sp(2) \Leftrightarrow$

$$\Leftrightarrow \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} a & c \\ b & d \end{pmatrix} \cdot \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 0 & cb - ad \\ ad - bc & 0 \end{pmatrix}$$

$$\Leftrightarrow ad - bc = 1.$$
4. Examples of Lie groups

5.2

$$\text{SO}(3) = PSU(2) = PS^3 = \mathbb{P}^3$$, where $$PG := G/Z(G)$$ for each group $$G$$ and $$Z(G) := \{g \in G : \forall h \in G : g \cdot h = h \cdot g\}$$ denotes the center of $$G$$. Each unit quaternion $$q = a + ib + jc + kd$$ (see [86, 14.16]) acts orthogonally on $$\mathbb{R}^4 = \mathbb{H}$$ by conjugation and preserves the decomposition $$\mathbb{R} \times \mathbb{R}^3$$, because $$q^{-1} \cdot 1 \cdot q = \frac{q}{|q|^2} \cdot q = 1$$ and

$$|q^{-1} \cdot p \cdot q|^2 = (q^{-1} \cdot p \cdot q) \cdot (q^{-1} \cdot p \cdot q) = \overline{q} \cdot p \cdot \overline{q} \cdot q^{-1} \cdot p \cdot q$$

$$= q^{-1} \cdot |p|^2 \cdot q = |p|^2.$$  

Thus it acts as isometry on $$\mathbb{R}^3 \cong \{0\} \times \mathbb{R}^3 \subseteq \mathbb{H}$$. The kernel of this group homomorphism $$H \supseteq S^3 \to O(3)$$ obviously is $$Z(S^3) = Z(\mathbb{H}) \cap S^3 = \{\pm 1\}$$. Thus, $$S^3 \to PS^3 := S^3/Z(S^3)$$ is a covering map of groups (see [86, 24.19]) and thus $$PS^3$$ is a compact connected 3-dimensional Lie group, i.e. openly embeds into $$SO(3)$$. Since $$SO(3)$$ is connected (see [86, 1.3]), $$SO(3) \cong S^3/Z(S^3) = PS^3$$ follows.

Geometrically, we saw this also in [86, 1.3]: A rotation is defined by the axis of rotation and the angle of rotation, i.e. by a vector $$u \in D^3 := \{x \in \mathbb{R}^3 : |x| \leq 1\}$$ which corresponds to the rotation with the axis $$u/|u| \in S^2$$ and the rotation angle $$\pi u/|u| \sim \cong S^1$$ (Note, that $$(x_1, \varphi_1) \neq (x_2, \varphi_2)$$ describe the same rotation iff $$\varphi_1 = 0 = \varphi_2$$ or $$(x_1, \varphi_1) = -(x_2, \varphi_2))$$. So we get a twofold covering map $$S^3 \to S^3 / \sim = D^3 / \sim \cong SO(3)$$ also from the following diagram

$$S^2 \times [-1, 1] \xrightarrow{id \times e^{i\pi \cdot \cdot \cdot}} S^2 \times S^1 \xrightarrow{D^3 \to SO(3)}$$

where the left vertical mapping is given by $$(x, t) \mapsto tx$$, the right by $$(v, \varphi) \mapsto \sim$$ “rotation around $$v$$ with angle $$\varphi$$” and $$\sim$$ is the equivalence relation generated by $$v \sim -v$$ for $$v \in S^2$$, see also [86, 24.40]. However, we do not get the homomorphism property of $$S^3 \to SO(3)$$ this way.

5. Smooth mappings

In order to relate different manifolds to each other, we also need the notion of smooth mappings between them and that we define now.

5.1 Definition (Smooth mapping).

A mapping $$f : M \to N$$ between two smooth manifolds $$M \subseteq \mathbb{R}^m$$ and $$N \subseteq \mathbb{R}^n$$ is called smooth ($$C^\infty$$): $$\Leftrightarrow$$ locally it can be extended to a smooth mapping $$\bar{f} : \mathbb{R}^m \to \mathbb{R}^n$$, that is

$$\forall p \in M \exists U \subseteq \mathbb{R}^m \exists \bar{f} : U \to \mathbb{R}^n \text{ smooth with } p \in U \text{ and } \bar{f}|_{M \cap U} = f|_{M \cap U}.$$  

The constant mapping, the identity and the composition of smooth mappings are smooth: Let $$f : M_1 \to M_2$$ and $$g : M_2 \to M_3$$ be smooth and $$\bar{f} : U_1 \to \mathbb{R}^{n_2}$$ or $$\bar{g} : U_2 \to \mathbb{R}^{n_3}$$ local smooth extensions, then $$(g \circ f)^\sim = \bar{g} \circ \bar{f} : \bar{f}^{-1}(U_2) \to \mathbb{R}^{n_3}$$ is a local smooth extension of $$g \circ f$$, so $$g \circ f$$ is smooth.

5.2 Examples of smooth mappings.
5. Smooth mappings

5.4

1. For the classical Lie groups $G$ from section 4, the multiplication $\text{mult} : G \times G \to G$ is smooth, because for the open subset $GL(E)$ of $L(E,E)$ this is the restriction of the bilinear mapping $(T,S) \mapsto TS$, and the other classical Lie groups $G$ are submanifolds in $GL(E)$. The same holds to the inversion $\text{inv} : G \to G$, because for $GL(E)$ it is the solution for the implicit equation $\text{mult}(A,\text{inv}(A)) = \text{id}$, to which the Inverse Function Theorem applies. The derivative is given by

$$\text{inv}'(A)(B) = -A^{-1}BA^{-1}.$$ 

2. Taking the orthogonal complement $\bot : G(k,n) \to G(n-k,n)$ is a smooth mapping between Grassmann manifolds (see 3.9) as restriction to $G(k,n) \subseteq L(n,n)$ of the affine mapping $L(n,n) \to L(n,n)$ given by $P \mapsto 1 - P$.

3. The mapping “taking the image” $\text{im} : V(k,n) \to G(k,n)$ is a smooth mapping on the Stiefel manifold (see 4.3), because as mapping $V(k,n) = \{T \in L(k,n) : T^tT = \text{id}\} \to G(k,n) \subseteq L_k(n,n)$ it is given by $T \mapsto TT^t$. Obviously $TT^t$ is the ortho projection $((TT^t)^tTT^t) = T^tT^tTT^t = T\text{id}T^t = TT^t$ with $\text{im}T \supseteq \text{im}TT^t \supseteq \text{im}TT^tT = \text{im}T$.

5.3 Lemma (Charts are diffeomorphisms).

Let $\varphi : U \to M$ be a local parameterization of the manifold $M$. Then $\varphi$ is a local diffeomorphism.

Proof. By definition $\varphi$ is smooth. In the proof of the implication $(1 \Rightarrow 4)$ of theorem 2.4 we have extended $\varphi$ to a local diffeomorphism $\Phi : \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^n$. It follows from the bijectivity of $\varphi : U \to M \cap V$ (by assumption) that $\varphi^{-1} : M \cap V \to U$ exists as a map. It is smooth, because locally it can be extended to the smooth mapping $\Phi^{-1}$.

5.4 Lemma (Smooth mappings).

For a continuous mapping $f : M \to N$ between two manifolds $M$ and $N$, the following statements are equivalent:

1. $f$ is smooth.

2. For each local parameterization $\varphi$ of $M$ and each local parameterization $\psi$ of $N$, the following holds: The mapping $\psi^{-1} \circ f \circ \varphi$ is smooth wherever it is defined.

3. For each $p \in M$, a local parameterization $\varphi$ exists for $M$ centered at $p$, and a local parameterization $\psi$ exists for $N$ centered at $f(p)$, such that the chart representation $\psi^{-1} \circ f \circ \varphi$ is smooth.
Proof. (1$\Rightarrow$2) Let $\varphi : U_1 \to V_1 \cap M$ and $\psi : U_2 \to V_2 \cap N$ be local parameterizations. The mapping $\psi^{-1} \circ f \circ \varphi$ is defined exactly for those $x \in U_1$, which satisfy $f(\varphi(x)) \in V_2$. But this is the open set $U_1 \cap (f \circ \varphi)^{-1}(V_2)$. The above mapping is smooth, as it is composed of smooth functions only.

(2$\Rightarrow$3) If the statement holds for all local parameterizations, then also for a specific one.

(3$\Rightarrow$1) We have to show that $f$ is smooth. This is a local property, and locally $f$ can be represented as a composition of smooth mappings as follows:

$$f = \psi \circ (\psi^{-1} \circ f \circ \varphi) \circ \varphi^{-1}.$$ smooth by (3)

### 6. Abstract manifolds

Our preliminary definition of a manifold is unsatisfactory: So far, we have been using the properties of the surrounding space in an essential way, which conceptually has nothing to do with the object we want to describe.

In this section we want to get rid of the surrounding Euclidean space, and thus come to the concept of abstract manifolds.

The relevance of this approach is already shown in following examples.

### 6.1 Examples.

(See also section 1).
1. The Möbius strip topologically results when we identify one pair of opposite edges of a rectangle and supply the resulting object with the induced quotient topology. If we consider a realization of this space in $\mathbb{R}^3$ and cut it along the its middle line, we get a double twisted band. But if we do the same thing topologically, we get in contrast a non-twisted band. However, these two versions cannot be transformed continuously into one another in $\mathbb{R}^3$, whereas in $\mathbb{R}^4$ this is possible, as we saw in [3.10].

2. For the “Klein bottle” and the “projective plane” we cannot easily see in which $\mathbb{R}^n$ they can be embedded. In any case it is not possible in $\mathbb{R}^3$.

We now extend the definition of submanifolds of $\mathbb{R}^n$ to that of abstract manifolds.

### 6.2 Definition (Abstract manifold).

Let $X$ be an arbitrary set. A chart (or local parameterization) of $X$ is an injective map $\varphi : \mathbb{R}^m \supseteq U \to X$ defined on an open set $U \subseteq \mathbb{R}^m$.

Two charts $\varphi_1, \varphi_2$ are called $C^\infty$-compatible if the chart change

$$\varphi_2^{-1} \circ \varphi_1 : \varphi_1^{-1}(\varphi_2(U_2)) \to \varphi_2^{-1}(\varphi_1(U_1))$$

is a diffeomorphism of open sets. The idea behind this is that every chart $\varphi_1$ should be smooth, and by $\varphi_2^{-1} \circ \varphi_1$ should be smooth wherever it is defined.

A $C^\infty$-atlas for a set $X$ is a family of $C^\infty$-compatible charts whose images cover $X$. Two $C^\infty$-atlases are called equivalent if all of their charts are $C^\infty$-compatible to each other, i.e. their union is an $C^\infty$-atlas.

An abstract $C^\infty$-manifold is a set together with an equivalence class of smooth atlases.

### 6.3 Definition (Topology of a manifold).

On an abstract manifold $M$ one obtains the final topology with respect to the charts by defining:

$$U \subseteq M \text{ is open } \Leftrightarrow \varphi^{-1}(U) \text{ is open in } \mathbb{R}^m \text{ for each chart of the atlas.}$$

The charts $\varphi : U \to \varphi(U) \subseteq M$ then become homeomorphisms: They are continuous by construction of the topology on $M$ and if $U_1 \subseteq U$ is open, so is $\varphi(U_1) \subseteq M$ because $\varphi^{-1}(\varphi(U_1)) = (\varphi^{-1} \circ \psi)^{-1}(U_1)$ is the inverse image under the homeomorphism $\varphi^{-1} \circ \psi$.

Usually it is required that this topology is Hausdorff, i.e. each two disjoint points can be separated by disjoint open neighborhoods, This is done since uniqueness of limits is essential for analysis, and for most (but by no means all, see, e.g., [86, 30.15]) manifolds considered in the applications this holds.
The following proposition shows that this definition is really an extension of Definition 2.4.

6.4 Proposition.

Each $C^\infty$ submanifold $M$ of an $\mathbb{R}^n$ is naturally a $C^\infty$ manifold and its topology is the subspace topology.

Proof. An atlas on $M$ is obtained from all local injective parameterizations using 2.4. The chart changes are then smooth by 5.3 and the topology of $M$ is the topology induced from the surrounding $\mathbb{R}^n$ because the parameterizations are local homeomorphisms, see the proof of 2.4. □

6.5 Proposition (Maximal Atlas).

If $A$ is a $C^\infty$ atlas for $M$, then

$$\mathcal{A}_{\text{max}} := \{ \varphi : \varphi \text{ is a chart for } M \text{ and is compatible with all } \psi \in A \}$$

is the uniquely determined maximal atlas that includes $A$.

Proof. We first show that $\mathcal{A}_{\text{max}}$ is a $C^\infty$ atlas: Let $\varphi, \psi \in \mathcal{A}_{\text{max}}$, then we show that $\varphi^{-1} \circ \psi$ is smooth. So let $x \in \psi^{-1} \circ (\text{im } \varphi)$, i.e. $\varphi(x) \in \text{im } \varphi \cap \text{im } \psi$. Since $A$ is an atlas, the existence of a $\chi \in A$ with $\varphi(x) \in \text{im } \chi$ follows. Thus, $\varphi^{-1} \circ \chi = \varphi^{-1} \circ (\chi^{-1} \circ \psi)$ is defined locally at $x$. The two bracketed parts are smooth by the definition of $\mathcal{A}_{\text{max}}$ and consequently $\varphi^{-1} \circ \psi$ is also smooth.

Now let $B$ be a $C^\infty$ atlas that includes $A$, then we have to show that $B \subseteq \mathcal{A}_{\text{max}}$. Let $\varphi \in B$, then $\varphi$ is compatible with all $\psi \in B$. Since $B \supseteq A$ we have that $\varphi$ is compatible with all $\psi \in A$, so by construction $\varphi \in \mathcal{A}_{\text{max}}$. □

6.6 Manifolds via chart changes.

The following considerations show that the chart changes, i.e. a family of local maps $\mathbb{R}^m \to \mathbb{R}^n$, already contain all the information about $M$. Let $\{g_{\alpha\beta} : \alpha, \beta \in A \}$ be a family of diffeomorphisms of open subsets of finite-dimensional vector spaces, so that $g_{\alpha\beta}^{-1} = g_{\beta\alpha}$ and $g_{\alpha\beta} \circ g_{\beta\gamma} \subseteq g_{\alpha\gamma}$ hold (these are obviously properties of chart changes). Put $U_\alpha := \text{dom } g_{\alpha\alpha}$ and define an equivalence relation on the disjoint union $\bigsqcup U_\alpha = \bigsqcup U_\alpha \times U_\alpha$ by: $(\alpha, x) \sim (\beta, y) :\Leftrightarrow x = g_{\alpha\beta}(y)$. This is indeed an equivalence relation:

- Reflexivity: We have $g_{\alpha\alpha} = \text{id}_{U_\alpha}$, because $g_{\alpha\alpha}^{-1} = g_{\alpha\alpha}$ implies im $g_{\alpha\alpha} = \text{dom } g_{\alpha\alpha} = U_\alpha$ and $g_{\alpha\alpha} \circ g_{\alpha\alpha} \subseteq g_{\alpha\alpha}$ implies $g_{\alpha\alpha} \subseteq \text{dom } g_{\alpha\alpha}$, because $g_{\alpha\alpha}$ is injective being a diffeomorphism. Thus, $(\alpha, x) \sim (\alpha, x)$.

- Symmetry: Let $(\alpha, x) \sim (\beta, y)$ be $x = g_{\alpha\beta}(y)$, i.e. $y = g_{\alpha\beta}^{-1}(x) = g_{\beta\alpha}(x)$, i.e. $(\beta, y) \sim (\alpha, x)$.

- Transitivity: We have $(\alpha, x) \sim (\beta, y) \sim (\gamma, z)$, i.e. $g_{\alpha\beta}(y) = x$ and $g_{\beta\gamma}(z) = y$. Thus, $g_{\alpha\gamma}(z) = (g_{\alpha\beta} \circ g_{\beta\gamma})(z) = g_{\alpha\beta}(y) = x$, that is $x \sim z$.

Now let $M := \left( \bigsqcup_{\alpha \in A} U_\alpha \right)/\sim$ and let $g_\alpha : U_\alpha \to M$ be defined by $x \mapsto [(\alpha, x)]_\sim$. Then $g_\alpha$ is injective, because $(\alpha, x) \sim (\alpha, y)$ implies $x = g_{\alpha\alpha}(y) = y$.

Moreover, $\text{id}_{U_\alpha} = g_{\alpha\alpha} \supseteq g_{\alpha\beta} \circ g_{\beta\alpha} = g_{\beta\alpha} \circ g_{\alpha\beta} = \text{id}_{\text{dom } g_{\alpha\beta}}$ implies dom $(g_{\beta\alpha}) \subseteq U_\alpha$ and im $g_{\alpha\beta} = g_{\beta\alpha}(\text{dom } g_{\alpha\beta}) \subseteq \text{dom } g_{\alpha\beta} \subseteq U_\beta$.

Furthermore the chart changes $g_{\beta\alpha}^{-1} \circ g_{\alpha\beta}$ are given by $y = (g_{\beta\alpha}^{-1} \circ g_{\alpha\beta})(x)$ with $x \in U_\alpha$ and $y \in U_\beta$ if $g_{\beta\alpha}(y) = g_{\alpha\beta}(x)$ or $(\alpha, x) \sim (\beta, y) :\Leftrightarrow x = g_{\alpha\beta}(y) \Leftrightarrow y = g_{\alpha\beta}(x)$ with $x \in \text{dom } g_{\beta\alpha}$ and $y \in \text{im } g_{\beta\alpha}$. Thus, $M$ is a $C^\infty$ manifold with chart changes $g_{\beta\alpha} = g_{\beta\alpha}^{-1} \circ g_{\alpha\beta}$.
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6.7 Definition (Topological manifold).
A topological space $M$ is called a **topological manifold** $\iff$ There is a family of homeomorphisms between open subsets of a finite-dimensional vector space and open subsets of $M$ whose images cover $M$.

Such homeomorphisms are called **charts** of $M$.

**Comments.**
1. If $M$ is a topological manifold and $A$ is the set of all charts for the topological manifold $M$, then their chart changes are automatically homeomorphisms of open subsets of $\mathbb{R}^m$. So in order to obtain a smooth atlas (and hence recognize $M$ as a smooth manifold) one only needs to find enough of them, such that the corresponding chart changes are differentiable.
2. However, not every topological manifold has a $\mathcal{C}^\infty$ atlas. The first example [72] was 10-dimensional. Nowadays 4 is the lowest dimension for which there is an example.

We now want to transfer our differentiability concept for maps between submanifolds to abstract manifolds. Lemma [5.4] suggests the following definition:

6.8 Definition (Smooth mapping).
Let $(M, A)$ and $(N, B)$ be two $\mathcal{C}^\infty$ manifolds. A map $f : M \to N$ is called **smooth** $\iff f$ is continuous, and for each point $x \in M$, there are charts $\varphi \in A$ and $\psi \in B$, so that $x \in \text{im} \varphi$, $f(x) \in \text{im} \psi$ and the chart representation $\psi^{-1} \circ f \circ \varphi$ of $f$ is smooth. This then also holds to all charts $\varphi \in A$ and $\psi \in B$.

In particular, the identity $\text{id} : (M, A) \to (M, B)$ is a diffeomorphism if and only if the two atlases are equivalent to $A$ and $B$.

6.9 Remarks.
1. The continuity of $f$ is assumed in order that the chart representation is defined on an open set.
2. Since the chart change is smooth, it suffices to request for each $x$ the above property for some chart in $A$ at $x$ and some chart in $B$ at $f(x)$. The property then follows for all charts.
3. Let us consider $\mathbb{R}$ as a topological manifold. It is very easy to specify two $\mathcal{C}^\infty$ structures, namely: $A_1 := \{\text{id} : \mathbb{R} \to \mathbb{R}\}$, and $A_2 := \{\varphi(x) = x^3 : \mathbb{R} \to \mathbb{R}\}$. These are incompatible because $\varphi^{-1} \circ \text{id} : x \to \sqrt[3]{x}$ is not smooth (because...
6. Abstract manifolds

6.11 \( \frac{d}{dx}(\sqrt[3]{x}) \) does not exist on 0), so they define two different \( C^\infty \) manifold structure on \( \mathbb{R} \). However, the two structures are diffeomorphic, so in some sense are the same:

\[
\begin{array}{ccc}
\mathbb{R} & \xrightarrow{f} & \mathbb{R} \\
\varphi & \downarrow & \text{id} \\
\mathbb{R} & \xrightarrow{\text{id}} & \mathbb{R}
\end{array}
\]

The mapping \( f = \sqrt[3]{x} \) is a diffeomorphism: \( f, f^{-1} \) are bijective and clearly continuous. Likewise, \( f \) is smooth as \( (\text{id}^{-1} \circ \varphi)(x) = f(x^3) = \sqrt[3]{x^3} = x \) is smooth. Similarly \( f^{-1} \) is smooth, since \( (\varphi^{-1} \circ f^{-1} \circ \text{id})(x) = \varphi^{-1}(x^3) = x \) is smooth.

4. For \( \dim M = 4 \) and higher it is not true that any two \( C^\infty \) atlases of a topological manifold are the same up to a diffeomorphism. For dimension smaller than 4, however, it holds by [121]. For example, according to [115], \( S^7 \) carries at least 15 non-diffeomorphic \( C^\infty \) structures; the \( S^{31} \) more than \( 16 \cdot 10^8 \). More precisely:

\[
\begin{array}{cccccccccccc}
\text{n} & \text{dim}(S^n) & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & \ldots \\
\text{Strukturen auf } S^n & 28 & 2 & 8 & 6 & 992 & 1 & 3 & 2 & 16256 & 2 & 16 & 16 & \ldots 
\end{array}
\]

For the topological space \( \mathbb{R}^n \) with \( n \neq 4 \) there is exactly one smooth structure. For \( n > 4 \) this was proved in [137]. Quite surprisingly, Kirby proved 1982 that an exotic \( C^\infty \) structure exists for \( \mathbb{R}^4 \). In [139] it was shown that there are even uncountable many.

5. The class of \( C^\infty \) mappings between manifolds form a category, where a category is a class of spaces (objects) and a class of mappings (morphisms), such that for each object the identity is a morphism and the composition of morphisms is one again. It is thus to be shown for three \( C^\infty \) manifolds \( M, N, P \) and \( f : M \to N \) and \( g : N \to P \) smooth mappings:

- \( g \circ f : M \to P \)
- \( \text{id} : M \to M \)

are \( C^\infty \) as restrictions of \( C^\infty \) functions. The topology of the manifold \( U \) is the trace topology, because a set \( W \subseteq U \) is open in the manifold \( U \) if and only if \( (\varphi|_{\varphi^{-1}(U)})^{-1}(W) = \varphi^{-1}(W) \subseteq \varphi^{-1}(U) \) is open to all charts \( \varphi \).

6.10 Lemma (Open submanifold).

Let \( (M, A) \) be a \( C^\infty \) manifold, and \( U \) open in \( M \). Then, \( U \) is naturally a \( C^\infty \) manifold. An atlas on \( U \) is given by the restrictions of charts of \( M \) and the topology of this manifold is the trace topology of \( M \).

**Proof.** The family \( A_U := \{ \varphi|_{\varphi^{-1}(U)} : \varphi \in A \} \) is a \( C^\infty \) atlas for \( U \), because the chart changes

\[
(\psi|_{\psi^{-1}(U)})^{-1} \circ \varphi|_{\varphi^{-1}(U)} = (\psi^{-1} \circ \varphi)|_{\varphi^{-1}(U)}
\]

are \( C^\infty \) as restrictions of \( C^\infty \) functions. The topology of the manifold \( U \) is the trace topology, because a set \( W \subseteq U \) is open in the manifold \( U \) if and only if \( (\varphi|_{\varphi^{-1}(U)})^{-1}(W) = \varphi^{-1}(W) \subseteq \varphi^{-1}(U) \) is open to all charts \( \varphi \).

6.11 Remarks.

1. So it makes sense to talk about \( C^\infty \) mappings that are defined only on open subsets of a \( C^\infty \) manifold.

2. The charts \( \varphi \) of a \( C^\infty \) manifold are diffeomorphisms

\[
\varphi : \mathbb{R}^m \supset \text{dom } \varphi \to \text{im } \varphi \subseteq M.
\]
In particular, $A_{\text{max}}$ consists of all those charts $\varphi$ that are diffeomorphisms onto their images, i.e. $\varphi^{-1} \circ \psi$ is diffeomorphism of open sets for all charts $\psi \in A$.

6.12 Examples of atlases.

1. $S^n = \{x \in \mathbb{R}^{n+1} : |x| = 1\}$
   We consider as charts the radial projections onto the tangential planes
   
   $\alpha + v = \lambda x$ with $|x| = 1$ and $(\alpha, v) = 0$ \\
   $\Rightarrow x \mapsto v := (\alpha, \alpha)^{-1} \cdot x - \alpha$, \\
   $v \mapsto x := (\alpha + v) \cdot |\alpha + v|^{-1}$.

   A chart centered at $\alpha$ is
   
   $\varphi_\alpha : \mathbb{R}^n \sim \alpha^\perp \rightarrow \{x \in S^n : \langle x, \alpha \rangle > 0\} \subseteq M$ \\
   $\varphi_\alpha(v) := (\alpha + v) \cdot |(\alpha + v)|^{-1}$ \\
   $\varphi_\alpha^{-1}(x) = (x, \alpha)^{-1} \cdot x - \alpha$.

   The family $\{\varphi_\alpha : \alpha \in S^n\}$ forms a $C^\infty$ atlas for $S^n$. However, already the images of the $\varphi_\pm \varepsilon_i, i = 1, \ldots, n + 1$ cover $S^n$. Since both $\varphi_\alpha$ and $\varphi_\alpha^{-1}$ are smooth on open neighborhoods $\{v : v \neq -\alpha\}$ and $\{x : \langle x, \alpha \rangle > 0\}$ in $\mathbb{R}^{n+1}$, all chart changes are obviously smooth.

2. The atlas of stereographic projections for $S^n$ has as charts $\psi_\alpha$ with $\alpha \in S^n$:

   $\psi_\alpha : \alpha^\perp \rightarrow S^n \setminus \{\alpha\}, \ v \mapsto \alpha + 2(v - \alpha) \cdot (|v|^2 + 1)^{-1}$

   (see 3.5) with inverse mapping

   $\psi_\alpha^{-1}(x) = (x - \langle x, \alpha \rangle \cdot \alpha) \cdot (1 - \langle x, \alpha \rangle)^{-1}$.

   The chart $\psi_\alpha$ has $S^n \setminus \{\alpha\}$ as image. For an atlas, it is sufficient to find another chart centered at $\alpha$, such as $\psi_{-\alpha}$. The chart change for these two particular charts is easily determined by elementary geometric considerations: Let $v$ and $v^*$ be the images of $x$ under $\psi_\alpha^{-1}$ and $\psi_{-\alpha}^{-1}$. The triangles $(\alpha, 0, v)$ and $(\alpha, x, -\alpha)$ have two equal angles, one right angle and one at $\alpha$, so they are similar. The triangles $(\alpha, x, -\alpha)$ and $(0, v^*, -\alpha)$ are also similar for analogous reasons.

3. The obvious question whether the two structures on $S^n$ given by 1 and 2 coincide has the following answer: These charts are compatible (that is, produce...
the same maximum atlas) because
\[ \varphi^{-1}_\alpha : x \mapsto x \cdot (x, \alpha)^{-1} - \alpha \]
\[ \psi_\beta : v \mapsto \beta + 2(v - \beta) \cdot (|v|^2 + 1)^{-1} \]
\[ \varphi^{-1}_\alpha \circ \psi_\beta : v \mapsto \frac{\beta + 2(v - \beta) \cdot (|v|^2 + 1)^{-1}}{\langle \beta + 2(v - \beta) \cdot (|v|^2 + 1)^{-1}, \alpha \rangle} - \alpha \]
is an - albeit more complicated - $C^\infty$ diffeomorphism. The compatibility of the charts can also be deduced from the fact that the charts can be considered as local diffeomorphisms of the surrounding space.

4. **One-point compactification of $\mathbb{R}^n$**:

We define on $\mathbb{R}^n_\infty := \mathbb{R}^n \cup \{\infty\}$ an atlas with two charts $\chi_0$ and $\chi_\infty$ given by:

\[ \chi_0 : \mathbb{R}^n \to \mathbb{R}^n_\infty \]
\[ \chi_0(x) = x \]
\[ \chi_\infty : \mathbb{R}^n \to \mathbb{R}^n_\infty \]
\[ \chi_\infty(0) = \infty \text{ and } \chi_\infty(x) = x \cdot |x|^{-2} \text{ otherwise.} \]

The chart changes $\chi_0^{-1} \circ \chi_\infty$ and $\chi_\infty^{-1} \circ \chi_0$ can be described as follows

**Claim:** $\mathbb{R}^n_\infty \cong S^n$ via $f(\infty) = e_1$ and $f(x) = \psi_e(x)$:

It is clear that $f$ is bijective. Remains to show that both $f$ and $f^{-1}$ are smooth. The cases to be examined are:

- $\psi^{-1}_e \circ f \circ \chi_0 = \chi_0 = \text{id}_{\mathbb{R}^n_\infty \setminus \{0\}}$
- $\psi^{-1}_e \circ f \circ \chi_\infty = \chi^{-1}_0 \circ \chi_\infty$
- $\psi^{-1}_e \circ f \circ \chi_0 = \chi^{-1}_\infty \circ \chi_0$
- $\psi^{-1}_e \circ f \circ \chi_\infty = \text{id}_{\mathbb{R}^n_\infty \setminus \{0\}}$

These are all diffeomorphisms, so $f$ is a diffeomorphism.

5. **Projective spaces**

\[ \mathbb{P}^n := \{\ell : \ell \text{ is a straight line through } 0 \text{ in } \mathbb{R}^{n+1} \} = (\mathbb{R}^{n+1} \setminus \{0\})/\sim \]

where $x \sim y$ if $\exists \lambda \in \mathbb{R} \setminus \{0\}$, so that $\lambda x = y$. As charts one uses for $0 \leq i \leq n$:

\[ \varphi_i : \mathbb{R}^n \to \mathbb{R}^{n+1} \to \mathbb{P}^n \]
\[ (y^1, \ldots, y^n) \mapsto [y^1, \ldots, y^i, (-1)^i y^{i+1}, \ldots, y^n] \]

The sign is chosen so that $\mathbb{P}^n$ will be oriented whenever this is possible, see [27.42.3]. Then $\varphi_i : \mathbb{R}^n \to \{x \in \mathbb{R}^{n+1} \setminus \{0\} : x^{i+1} \neq 0\}/\sim$ is bijective with inverse

\[ \varphi^{-1}_i : [x^0, \ldots, x^n] \mapsto (-1)^i \frac{x^i}{x^i} (x^0, \ldots, x^{i-1}, x^{i+1}, \ldots, x^n). \]

The chart change is calculated as follows:

\[ (\varphi_j^{-1} \circ \varphi_i)(y^1, \ldots, y^n) = \varphi_j^{-1}[y^1, \ldots, y^i, (-1)^j y^{i+1}, \ldots, y^n] \]
\[ \underbrace{[W\. o\. g. \; j > i]}_{\text{W.l.o.g. } j > i} \]
\[ = (-1)^j y^j \begin{pmatrix} y^1, \ldots, y^i, (-1)^j y^{i+1}, \ldots, y^{j-1}, y^{j+1}, \ldots, y^n \end{pmatrix}. \]

This is a diffeomorphism (on its domain) and additionally orientation-preserving for odd $n$. So $\mathbb{P}^n$ is a $C^\infty$ manifold. An analogous procedure yields $\mathbb{P}^n_\mathbb{C}$ (the space of complex lines in $\mathbb{C}^{n+1}$) with dim $\mathbb{P}^n_\mathbb{C} = 2n$ and also $\mathbb{P}^n_\mathbb{H}$ with dim $\mathbb{P}^n_\mathbb{H} = 4n$. 
In [3.9] we had given another description of the projective spaces $\mathbb{P}^n$ as Grassmann manifolds $G(1,n+1) \subseteq L(\mathbb{R}^{n+1},\mathbb{R}^{n+1})$. We had identified straight lines through 0 in $\mathbb{R}^{n+1}$ with the orthogonal projections onto them. We now want to show that this describes diffeomorphic spaces. Let $\tilde{\varphi}_i : \mathbb{R}^n \to \mathbb{R}^{n+1} \setminus \{0\}$ be given by \((y^1,\ldots,y^n) \mapsto (y^1,\ldots,y^i,(-1)^i,y^{i+1},\ldots,y^n)\). Then $\varphi_i = \pi \circ \tilde{\varphi}_i$, where $\pi : \mathbb{R}^{n+1} \setminus \{0\} \to \mathbb{P}^n := \mathbb{R}^{n+1}/\sim$ denotes the canonical projection $x \mapsto [x]$.

For $a,b \in E := \mathbb{R}^{n+1}$, the operator $a \otimes b \in L(E,E)$ is defined by $(a \otimes b)(x) := (a,x)b$ (For an explanation of this notation, see [21.3.1]). Then $(a,b) \mapsto a \otimes b$ is bilinear and

- $(a \otimes b)^t = b \otimes a$, because $(a \otimes b)x,y) = (a,x) \cdot (b,y) = (x, (b \otimes a)y)$,
- $(a_1 \otimes b_1) \circ (a_2 \otimes b_2) = (a_1, b_2) a_2 \otimes b_1 : x \mapsto (a_1, b_2)(a_2, x)b_1$.

The rank 1 linear operators $P$ are exactly those of the form $P = a \otimes b \neq 0$ (in fact, $\text{codim} \ker P = 1 \Rightarrow \ker P = a^\perp$ for some $|a| = 1 \Rightarrow x \cdot (a,x)a \in \ker P \Rightarrow P(x) = (a,x) P(a) = (a \otimes P(a))(x)$) and the ortho-projections among them are those of the form $P = a \otimes a$ with $|a| = 1$: From $P = P^t \circ P = (P(a) \otimes a) \circ (a \otimes P(a)) = [P(a)]^2 a \otimes a$ we get $P(a) = |P(a)|^2 |a|^2 a$ and hence $|P(a)| = 1/|a|^3 = 1$, thus $P(a) = a$.

The smooth mapping $a \mapsto \frac{a}{|a|} \otimes \frac{a}{|a|}$ is thus a surjective smooth (since $\otimes$ is bilinear) mapping $f : \mathbb{R}^{n+1} \setminus \{0\} \to G(1,n+1)$ and factorizes to a smooth bijection $f : \mathbb{P}^n \to G(1,n+1)$, locally we get a smooth (since $P \to P(a)$ is linear) inverse mapping by sending $P$ near $a$ to $P(a) \in \mathbb{P}^n$: In fact, for $b = b \otimes b$ with $|b| = 1$ we have $P(a) = (b,a)b$ and thus $f(\pi(P(a))) = f(\pi((b,a)b)) = f(\pi(b)) = f(b) = b \otimes b = P$. Conversely, $\pi(f(b)(a)) = \pi(\frac{b \otimes b}{|b|^2}) = \pi(b)$. So $f$ is the desired diffeomorphism.

\[ \mathbb{R}^n \xrightarrow{\psi_i} \mathbb{R}^{n+1} \setminus \{0\} \xrightarrow{x \mapsto \tilde{\varphi}_i} S^n \xrightarrow{\varphi_i} \mathbb{P}^n \xrightarrow{f} G(1,n+1) \xrightarrow{x \mapsto x \otimes x} L(\mathbb{R}^{n+1},\mathbb{R}^{n+1}) \]

### 6.13 Remarks.

Between lowdimensional projective spaces and spheres there are some relationships:

1. The projective line $\mathbb{P}^1 \cong S^1$.
   
   As charts for $S^1$ we use $\psi_+ := \psi_{(0,1)}$ and $\psi_- := \psi_{(0,-1)}$, the stereographic projections with respect to the poles $(0,1)$ and $(0,-1)$ (cf. [6.12]). For the chart change we got:
   
   $$ (\psi_+^{-1} \circ \psi_{(0,-1)})(x) = (\psi_-^{-1} \circ \psi_{(0,1)})(x) = \frac{1}{x} \text{ on } \mathbb{R} \setminus \{0\} $$

   As charts for $\mathbb{P}^1$, we associate to each line through the origin the intersection with the line $y = 1$ (or $x = 1$), see [6.12.5]:

   $$ \varphi_- : \begin{cases} \mathbb{R} \to \mathbb{P}^1 \setminus [(0,1)] & \text{and } \varphi_+ : \mathbb{R} \to \mathbb{P}^1 \setminus [(1,0)] \\ x \mapsto [(1,x)] & x \mapsto [(x,1)] \end{cases} $$

   The chart $\varphi_-$ reaches all equivalence classes except $[(0,1)]$ (which corresponds to the $y$-axis). This deficiency is corrected by the $\varphi_+$ chart. We calculate the
inverse mappings:

\[ \varphi^{-1} : [(x, y)] = [(1, \frac{y}{x})] \mapsto \frac{y}{x} \]
\[ \varphi^+_1 : \mathbb{P}^1 \setminus [(1, 0)] \to \mathbb{R} \text{ mit} \]
\[ \varphi^+_1 : [(x, y)] \mapsto \frac{x}{y} \]

Now for the chart change:

\[ (\varphi^+_1 \circ \varphi_1)(x) = \varphi^+_1([(1, x)]) = \frac{1}{x}, \quad (\varphi^{-1}_1 \circ \varphi_1^+)(x) = \varphi^{-1}_1([(x, 1)]) = \frac{1}{x}, \]

Both are defined on \( \mathbb{R} \setminus \{0\} \). Let \( f : \mathbb{P}^1 \to S^1 \) given by:

\[ f := \begin{cases} 
\psi_1 \circ \varphi^{-1}_1 & \text{on } \mathbb{P}^1 \setminus [(0, 1)] \\
\psi_\pm \circ \varphi^{-1}_1 & \text{on } \mathbb{P}^1 \setminus [(1, 0)].
\end{cases} \]

This mapping is well-defined, as \( \psi^{-1}_1 \circ \psi_\pm = \varphi^{-1}_1 \circ \varphi_\pm \) implies that \( \psi_1 \circ \varphi^{-1}_1 = \psi_\pm \circ \varphi^{-1}_1 \) on \( \mathbb{P}^1 \setminus \{(1, 0), (0, 1)\} \). But it is also a diffeomorphism: We only have to show this for the chart representations. On \( \mathbb{P}^1 \setminus [(0, 1)] \) the chart representation \( \psi^{-1}_1 \circ f \circ \varphi_1 = \psi^{-1}_1 \circ \psi_\pm \circ \varphi^{-1}_1 \circ \varphi_\pm = \text{id} \) is a diffeomorphism because of \( f(\text{im } \varphi_1) = \text{im } \psi_\pm \).

Analogously for \( x \in \mathbb{P}^1 \setminus [(1, 0)] \).

The diffeomorphism \( \mathbb{P}^1 \cong S^1 \) can be seen easier using 6.12.4.

2. \( \mathbb{P}^1_\mathbb{C} \cong S^2 \): Geometrically, this can be visualized as follows: \( \mathbb{P}^1_\mathbb{C} \) is parameterized by the unique intersections of these complex lines through 0 with the complex affine line \( g := \{(z, 1) : z \in \mathbb{C}\} \cong \mathbb{R}^2 \). Only the complex line \( h \) parallel to \( g \), that is \( h = \{(z, 0) : z \in \mathbb{C}\} \in \mathbb{P}^1_\mathbb{C} \), is not caught. Those straight lines that are close to \( h \) have their intersections far out on \( g \). Thus, the missing straight line \( h \) corresponds to the point \( \infty \) in the one-point compacting \( \mathbb{R}^2_{\infty} \) of \( \mathbb{R}^2 \). But we know that \( \mathbb{R}^2_{\infty} \) and \( S^2 \) are diffeomorphic (see Example 6.12).

7. Products and sums of manifolds

The easiest way to make out of manifolds new ones is the formation of products and coproducts (i.e. sums) which we will cover in this section.

7.1 Proposition (Products).
For \( i = 1, \ldots, n \) let \((M_i, \mathcal{A}_i)\) be a \( C^\infty \) manifold. Then, \( \prod_{i=1}^n M_i \) is naturally a \( C^\infty \) manifold. The atlas on \( \prod M_i \) is given by

\[
\prod_{i=1}^n \mathcal{A}_i := \{ \varphi_1 \times \ldots \times \varphi_n : \varphi_i \in \mathcal{A}_i \}.
\]

The product \( \prod M_i \) has the following universal property: For each \( C^\infty \) manifold \( N \) and \( C^\infty \) mappings \( f_i : N \to M_i \), there exists a unique \( C^\infty \) mapping \( f = (f_1, \ldots, f_n) \) with \( \text{pr}_i \circ f = f_i \). Where \( \text{pr}_i : \prod M_i \to M_i \) is the \( C^\infty \) mapping \( (x^1, \ldots, x^n) \mapsto x^i \).

The universal property can also be expressed by the following diagram:

\[
\begin{array}{c}
M_i \\
\text{pr}_i \downarrow \\
\prod M_i \\
\downarrow f \quad \exists ! f \\
N
\end{array}
\]

The topology induced on \( \prod M_i \) is exactly the product topology.

**Proof.** Obviously, the topology induced by the atlas \( \prod \mathcal{A}_i \) is just the product topology, because the product of homeomorphisms \( \varphi_i \) is also a homeomorphism

\[
\varphi_1 \times \ldots \times \varphi_n : \text{dom} \varphi_1 \times \ldots \times \text{dom} \varphi_n \to \text{im} \varphi_1 \times \ldots \times \text{im} \varphi_n \subseteq \prod M_i.
\]

The chart changes

\[
(\psi_1 \times \ldots \times \psi_n)^{-1} \circ (\varphi_1 \times \ldots \times \varphi_n) = (\psi_1^{-1} \circ \varphi_1) \times \ldots \times (\psi_n^{-1} \circ \varphi_n).
\]

are products of diffeomorphisms \( (\psi_i^{-1} \circ \varphi_i) \) hence are diffeomorphisms, and thus \( \prod M_i \) is a \( C^\infty \) manifold.

We now claim \( \text{pr}_i : \prod M_i \to M_i \) is smooth.

Let \( (x^1, \ldots, x^n) \in \prod M_i \) and let \( \varphi_1 \times \ldots \times \varphi_n \) be a chart at this point, i.e. \( \varphi_i \) is chart at \( x^i \). Thus,

\[
\varphi_i^{-1} \circ \text{pr}_i \circ (\varphi_1 \times \ldots \times \varphi_n) : \mathbb{R}^{m_1 + \ldots + m_n} \to \mathbb{R}^{m_i}, \quad (x^1, \ldots, x^n) \mapsto x^i
\]

is a linear projection, hence smooth.

Let \( f_i \in C^\infty(N, \mathbb{R}) \), then \( f : x \mapsto (f_1(x), \ldots, f_n(x)) \) is the only mapping with \( \text{pr}_i \circ f = f_i \) and it is \( C^\infty \). If \( \varphi \) is a chart of \( N \) then

\[
(\varphi_1 \times \ldots \times \varphi_n)^{-1} \circ f \circ \varphi = (\varphi_1^{-1} \times \ldots \times \varphi_n^{-1}) \circ (f_1 \circ \varphi, \ldots, f_n \circ \varphi) = (\varphi_1^{-1} \circ f_1 \circ \varphi, \ldots, \varphi_n^{-1} \circ f_n \circ \varphi).
\]

By assumption the \( \varphi_i^{-1} \circ f_i \circ \varphi \) are smooth (because the \( f_i \) are smooth), thus also \( f \) is smooth.

### 7.2 Examples of products.

1. The cylinder is a subset in \( \mathbb{R}^3 \), namely the Cartesian product of \( S^1 \) and an open interval \( I \subseteq \mathbb{R} \), hence is a \( C^\infty \) manifold.

2. The \( n \)-dimensional torus in \( \mathbb{R}^{2n} \) is the \( n \)-fold Cartesian product of \( S^1 \subseteq \mathbb{R}^2 \):

\[
S^1 \times S^1 \times \ldots \times S^1 = \prod_{i=1}^n S^1 = (S^1)^n = T^n.
\]

For \( n = 2 \) we get the already known “bicycle tube” (see [3.6]), but as a subset of \( \mathbb{R}^4 \) instead of \( \mathbb{R}^3 \).
7.3 Proposition (Sums).

Let \((M_i, A_i)\) be \(C^\infty\) manifolds. Then the disjoint union \(\bigsqcup_i M_i\) is naturally a \(C^\infty\) manifold. An atlas \(A\) on \(\bigsqcup_i M_i\) is given by \(\bigsqcup_i A_i\) (here no constraint on the index set is necessary).

In addition, \(\bigsqcup_i M_i\) has the following universal property: For each \(C^\infty\) manifold \(N\) and for all \(C^\infty\) mappings \(f_i : M_i \to N\) there is a unique smooth mapping \(f : \bigsqcup_i M_i \to N\), so \(f|_{M_i} = f_i\).

This can also be expressed by the following diagram:

\[
\begin{array}{ccc}
M_i & \xrightarrow{f_i} & \bigsqcup_i M_i \\
\downarrow & & \downarrow f \\
N & \xleftarrow{\exists!} & N
\end{array}
\]

**Proof.** For \(\varphi, \psi \in \bigcup A_i\), either \(\varphi^{-1} \circ \psi = \emptyset\) or some \(i\) exists with \(\varphi, \psi \in A_i\) and thus \(\psi^{-1} \circ \varphi\) is smooth. Open sets in \(\bigsqcup_i M_i\) are unions of open sets in \(M_i\). The universal property is now obvious. \(\Box\)

8. Partitions of unity

To get global constructions from local constructions (such as those treated in Analysis), we need a method to glue them locally. This requires families of “weight” functions, i.e. functions which are non-vanishing only locally, are greater than or equal to 0 and together add up to 1. These are the so-called partitions of unity, which we will discuss in this section.

8.1 Definition (Partition of unity).

Let \(M\) be a \(C^\infty\) manifold and \(U\) an open covering of \(M\). A **smooth partition of unity** subordinated to \(U\) is a set \(F\) of smooth functions \(M \to \{t \in \mathbb{R} : t \geq 0\}\) with the following properties:

1. The family \(\{\text{supp}(f) : f \in F\}\) is a refinement of \(U\), i.e. \(\forall f \in F \exists U_f \subseteq U : \text{supp}(f) \subseteq U_f\), where \(\text{supp}(f)\) is the closure of \(\{x : f(x) \neq 0\}\).
2. The family \(\{\text{supp}(f) : f \in F\}\) is locally finite, i.e. \(\forall p \in M \exists U(p)\) so that \(\{f \in F : \text{supp}(f) \cap U(p) \neq 0\}\) is finite.
3. \(\sum_{f \in F} f = 1\).

8.2 Proposition (Partition of unity).

Let \(X \subseteq \mathbb{R}^n\) open and \(U\) be an open covering of \(X\). Then there is a \(C^\infty\) partition of unity subordinated to \(U\).

**Proof.** Claim: \(X\) (and indeed every separable metric space) is **Lindel"of**, i.e. every open covering of \(X\) has a countable subcovering.

So let \(U\) be an open covering of \(X\). Let \(X_0 = \{ (r,x) : 0 < r \in \mathbb{Q}, x \in \mathbb{Q}^n \cap X, \exists U \in U : U_r(x) := \{ y : \|y - x\| < r \} \subseteq U \}\).

Then \(X_0\) is countable and by definition there is a set \(U_{r,x} \in U\) with \(U_r(x) \subseteq U_{r,x}\) for each \((r,x) \in X_0\). By the selection principle we can define a function \(\Psi : X_0 \to U\),

\[\Psi((r,x)) := U_{r,x} \]

\(\Psi((r,x)) := U_{r,x}\).
8. Partitions of unity

8.2

$(r, x) \mapsto U_{r,x}$. We claim that the image $U_0 := \Psi(X_0)$ of $\Psi$ is a countable subcovering of $U$. Countability is clear. So let $x \in X$ be arbitrary. Since $U$ is a covering of $X$, there exists $U \in U$ with $x \in U$. Since $U$ is open, a $\delta > 0$ exists with $U_\delta(x) \subseteq U$. Let $r \in \mathbb{Q}$ with $0 < 2r < \delta$. Since $\mathbb{Q}^n \cap X$ is dense in $X$, there is $x_0 \in \mathbb{Q}^n \cap X$ with $d(x_0, x) < r$ and thus $x \in U_{r}(x_0) \subseteq U_\delta(x) \subseteq U$, i.e. $x \in U_{r}(x_0) \subseteq U_{r,x_0}$ with $(r, x_0) \in X_0$.

**Claim:** There are smooth functions with arbitrarily small support.

Let us consider the smooth function $h : \mathbb{R} \to \mathbb{R}$ given by

$$h(t) := \begin{cases} e^{-\frac{1}{t}} > 0 & \text{for } t > 0 \\ 0 & \text{for } t \leq 0 \end{cases}$$

If we now define a smooth function $\varphi : \mathbb{R}^n \to \mathbb{R}$ for $x_0 \in \mathbb{R}^n$ and $r > 0$ by

$$\varphi(x) := h(r^2 - \|x - x_0\|^2),$$

then $\varphi(x) \geq 0$ is for all $x \in \mathbb{R}^n$ and

$$0 = \varphi(x) := h(r^2 - \|x - x_0\|^2) \iff r^2 - \|x - x_0\|^2 \leq 0 \iff x \notin U_r(x_0),$$

i.e. the support of $\varphi$ is given by

$$\text{supp } \varphi = \{x : \|x - x_0\| \leq r\}.$$  

**Claim:** There is a countable locally finite refinement $\{W_n : n \in \mathbb{N}\}$ for $U$.

Let $U$ be the given open covering of $X$. For each $x \in U \in U$ we choose an $r > 0$ with $U_r(x) \subseteq U$. From the above we know that there is a $\varphi \in C^\infty(\mathbb{R}^n, \mathbb{R})$ with

$$U_r(x) = \{y : \varphi(y) \neq 0\} =: U_{\varphi}.$$  

These sets are a refinement of $U$. Since $X$ is Lindelöf, countably many functions exist $\varphi_1, \varphi_2, \ldots$ s.t. $\{U_{\varphi_n} : n \in \mathbb{N}\}$ is a covering of $X$ and a refinement of $U$.

This does not have to be local finite yet, so we define $W_n$ as follows:

$$W_n := \left\{ x : \varphi_n(x) > 0 \land \varphi_i(x) < \frac{1}{n} \text{ for } 1 \leq i < n \right\} \subseteq U_{\varphi_n}.$$  

It is clear that the $W_n$ are open (given by continuous inequalities) and are subsets of $U_{\varphi_n}$.

The $W_n$ form an covering of $X$, because for each $x \in X$ there is a minimal $n_0$ with $\varphi_{n_0}(x) > 0$ and thus $x \in W_{n_0}$.

To prove that $\{W_n : n \in \mathbb{N}\}$ is locally finite we define an open neighborhood around $x$:

$$U(x) := \{ y : \varphi_{n_0}(y) > \frac{1}{2}\varphi_{n_0}(x) \}.$$  

If $W_k \cap U(x) \neq \emptyset$, then for $y$ chosen in the intersection of these two sets we have:

$$\varphi_i(y) < \frac{1}{k} \text{ for all } i < k \quad \text{and} \quad \frac{1}{2}\varphi_{n_0}(x) < \varphi_{n_0}(y).$$

If $k > n_0$ is so large that $\frac{1}{k} < \frac{1}{2}\varphi_{n_0}(x) < \varphi_{n_0}(y) < \frac{1}{k}$

yields a contradiction. So there are only finitely many $k$ with $W_k \cap U(x) \neq \emptyset$.

**Claim:** There is a partition of unity $\{f_n : n \in \mathbb{N}\}$ with $\{x : f_n(x) \neq 0\} = W_n$.

For the time being we define smooth function $\psi : X \to \{t : 0 \leq t\}$ by

$$\psi_n(x) := h(\varphi_n(x)) \cdot h(\frac{1}{n} - \varphi_1(x)) \cdot \ldots \cdot h(\frac{1}{n} - \varphi_{n-1}(x)).$$
Then
\[ \psi_n(x) \neq 0 \Leftrightarrow \left( \varphi_n(x) > 0 \right) \land \left( \frac{1}{n} - \varphi_1(x) > 0 \right) \land \ldots \land \left( \frac{1}{n} - \varphi_{n-1}(x) > 0 \right) \Leftrightarrow x \in W_n. \]

Since \( \{ W_n : n \} \) is locally finite, locally only finitely many summands in the sum \( \sum_{n=1}^{\infty} \psi_n \) are not equal to 0, and thus \( \psi := \sum_{n=1}^{\infty} \psi_n \in C^\infty(X, \mathbb{R}) \). This function \( \psi \) vanishes nowhere, because the \( \{ W_n : n \in \mathbb{N} \} \) form an covering.

Now we define \( f_n := \psi_n \psi \in C^\infty(X, \mathbb{R}) \). Then
\[
\sum f_n = \sum \frac{\psi_n}{\psi} = \psi = 1
\]
and this proves (3) of [8.1].

(1) and (2) now follow: \( \text{supp}(f_n) \subseteq W_n \subseteq U_{\varphi_n} \subseteq U \) for a \( U \in \mathcal{U} \).

Remarks.
This proof works for Lindelöf spaces \( X \) for which the sets \( \{ x : f(x) \neq 0 \} \) with \( f \in C^\infty \) form a basis of the topology.

8.3 Corollary (Extending smooth functions).

Let \( M \) be a submanifold of \( \mathbb{R}^n \). A map \( g : M \to \mathbb{R} \) is smooth if and only if there is an open subset \( \tilde{M} \) of \( \mathbb{R}^n \) that includes \( M \), and a smooth map \( \tilde{g} : \tilde{M} \to \mathbb{R} \) that extends \( g \), i.e. \( \tilde{g}|_M = g \).

Proof. \( (\Leftarrow) \) is trivial.

(\( \Rightarrow \)) For each \( p \in M \) there is an open neighborhood \( U_p \subseteq \mathbb{R}^n \) and a smooth extension \( \tilde{g}^p : U_p \to \mathbb{R} \). Let \( \mathcal{U} := \{ U_p : p \in M \} \) and \( \tilde{M} := \bigcup \mathcal{U} = \bigcup_{p \in M} U_p \). Then \( \tilde{M} \subseteq \mathbb{R}^n \) is open and \( M \subseteq \tilde{M} \). By [8.2] there is a partition \( \mathcal{F} \) of unity which is subordinated to \( \mathcal{U} \), so in particular for each \( f \in \mathcal{F} \) there exists a \( p(f) \in M \) with \( \text{supp}(f) \subseteq U_{p(f)} \). We now define the mapping \( \tilde{g} \) as follows:
\[
\tilde{g} := \sum_{f \in \mathcal{F}} f \cdot \tilde{g}^p(f),
\]
where \( f \cdot \tilde{g}^p(f) \) on \( \tilde{M} \setminus \text{supp}(f) \) is extended by 0 (note that a function piecewise smoothly defined on an open covering is itself smooth). In this sum, the individual summands are smooth, but only finitely many are \( \neq 0 \). But that just means that \( \tilde{g} : \tilde{M} \to \mathbb{R} \) is also smooth. To show the last equation, we restrict \( \tilde{g} \) to \( M \) and calculate for a \( x \in M \):
\[
\tilde{g}(x) = \sum_{f \in \mathcal{F}} f(x) \cdot \tilde{g}^p(f)(x) = \left( \sum_{f \in \mathcal{F}} f(x) \right) \cdot g(x) = g(x). \]
8.4 Corollary (Partition of unity for manifolds).

Each submanifold of $\mathbb{R}^n$ has a subordinate $C^\infty$ partition of unity for every open covering.

**Proof.** Let $\mathcal{U}$ be an open covering of $M$. Without restricting generality, the $U \in \mathcal{U}$ can be chosen so small that they are images of parametrizations and thus there are open subsets $\tilde{U}$ of $\mathbb{R}^n$, which trivialize $M$ locally. In particular they satisfy $\tilde{U} \cap M = U$ (and $\tilde{U}$ and $M$ is closed in $\tilde{U}$). Then $X := \bigcup_{U \in \mathcal{U}} \tilde{U} \subseteq \mathbb{R}^n$ is open (and $M$ is closed in $X$; Namely given $x \in X \setminus M$, then $\exists \ U \in \mathcal{U} : x \in \tilde{U} \setminus M$ and thus $\exists \ U(x) \subseteq \tilde{U} : U(x) \cap M = \emptyset$).

By [8.2], a partition $\mathcal{F}$ of unity exists on $X$, which is subordinated to $\mathcal{U} := \{ \tilde{U} : U \in \mathcal{U} \}$. So $\{ f_M : f \in \mathcal{F} \}$ is a partition of unity, which is subordinated to $\mathcal{U}$. \qed

8.5 Proposition.

Each closed set of $A \subseteq \mathbb{R}^n$ is the zero set of a $C^\infty$ function.

Compare this with Theorem 2.4 on zero sets of regular mappings.

**Proof.** Let $A \subseteq \mathbb{R}^n$ be closed and $x \in \mathbb{R}^n \setminus A$, then there is a smooth $f_x \geq 0$ with $x \in \text{supp } f_x \subseteq \mathbb{R}^n \setminus A$, compact. Let $\mathcal{U}$ be an open covering of $\mathbb{R}^n \setminus A$ with sets of the form $U_x = \{ y : f_x(y) > 0 \}$, where $x \in \mathbb{R}^n \setminus A$. Since $\mathbb{R}^n \setminus A$ is Lindel"of, $\mathcal{U}$ has a countable subcovering. Let $f_1, f_2, \ldots$ be the corresponding functions. Without loss of generality

$$\left| \frac{\partial^{t_1 + \cdots + t_n} f_x}{\partial x_1^{t_1} \cdots \partial x_n^{t_n}}(x) \right| \leq \frac{1}{2^k} \text{ for } x \in \mathbb{R}^n \text{ and } t_1 + \cdots + t_n \leq k.$$  

This can be achieved by multiplying $f_x$ by a sufficiently small number. The series $\sum_{k=0}^\infty f_k$ then converges uniformly in all (partial) derivatives, thus defines a smooth function $f \geq 0$ with $f(x) = 0$ iff $f_k(x) = 0$ for all $k \Leftrightarrow x \notin U_{f_k}$ for all $k \in \mathbb{N} \Leftrightarrow x \in A$. \qed

9. Topological properties of manifolds

9.1 Lemma (Topology on Hausdorff manifolds).

Let $M$ be a Hausdorff $C^\infty$ manifold, then:

1. $M$ is locally compact (i.e. $\forall \ x \in M \ \exists \ U_x$ with compact closure $\overline{U_x}$; in other words there are relatively compact neighborhoods).

2. The $C^\infty$ functions $M \to \mathbb{R}$ separate points. They even separate points from closed sets (that is, for $x \notin A$, where $A$ is closed, a smooth $f : M \to \mathbb{R}$ exists, such that $f(x) = 1$ and $f(y) = 0$ for all $y \in A$). In particular, $M$ is completely regular.

**Proof.**

\[ \text{1} \] Let a $x \in M$ and $\varphi$ a chart at $x$ with open dom $\varphi \subseteq \mathbb{R}^m$. Without restriction of generality $\varphi(0) = x$ holds. Let $B_x \subseteq \mathbb{R}^m$ be a ball around 0, with $B_x \subseteq$ dom $\varphi$ compact. Then $\varphi(B_x)$ is an open neighborhood of $x$, and $\varphi(B_x)$ is compact in $M$ as $\varphi$ is continuous and hence closed since $M$ is Hausdorff. So $\varphi(B_x) = \varphi(B_x)$ and hence is compact.

\[ \text{2} \] When $x \notin A$ and $A$ is closed, then there exists a relatively compact neighborhood $W_x$ of $x$ whose (compact) closure is completely contained in a chart $\varphi$ centered at $x$. 
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Thus $\varphi^{-1}(W_x)$ is compact and $\varphi^{-1}(W_x)$ is an open neighborhood of $0 = \varphi^{-1}(x) \notin \varphi^{-1}(A)$. Hence there is an $r > 0$, such that $B_r := \{y \in \mathbb{R}^m : |y| \leq r\} \subseteq \varphi^{-1}(W_x)$ and $B_r \cap \varphi^{-1}(A) = \emptyset$, hence $\varphi(B_r) \subseteq M \setminus A$.

From theorem 8.5, we know that there is a smooth mapping $f : \mathbb{R}^m \to \mathbb{R}$, with $f(0) = 1$ and $\text{supp} \, f \subseteq B_r$. Let’s define $g : M \to \mathbb{R}$ by

$$g(z) := \begin{cases} f(\varphi^{-1}(z)) & \text{for } z \in \text{im } \varphi \\ 0 & \text{for } z \in M \setminus \varphi(B_r). \end{cases}$$

This definition makes sense and gives a smooth mapping, because $f(\varphi^{-1}(z)) = 0$ for all $z \in \text{im } \varphi \setminus \varphi(B_r)$. Moreover, $g(x) = f(0) = 1$ and $g|_A = 0$, because $A \subseteq M \setminus \varphi(B_r)$. This proves the claim.

9.2 Definition (Paracompactness).

A topological space $X$ is said to be PARACOMPACT if there is a local finite refinement $V$ for each open covering $U$ of $X$, i.e. $V$ is an open covering of $X$ satisfying:

1. For all $V \in V$ there is a $U \in U$ with $V \subseteq U$ (“refinement”).
2. For all $x \in X$ there is an $U_x$, so that $U_x \cap V \neq \emptyset$ at most for finally many $V \in V$ (“local finiteness”).

9.3 Theorem (Paracompact manifolds).

For Hausdorff $C^\infty$ manifolds $M$ the following statements are equivalent:

1. $M$ has $C^\infty$ partitions of unity.
2. $M$ is METRIZABLE, i.e. there is a metric that generates the topology.
3. $M$ is paracompact, that is, for each open covering there is a local finite refinement that still covers $M$.
4. Each connected component is $\sigma$-COMPACT, meaning that it is the union of countably many compact subsets.
5. Each connected component is LINDELÖF, which means that there is a countable subcovering for each open covering.

Remark (Other topological properties used in the literature).

Not all (continuous) Hausdorff $C^\infty$ manifolds possess the above properties, e.g. the following “long ray” shows: Let $\Omega$ be the set of countable ordinals (that is, the smallest uncountable ordinal),

$$\Omega = \{0, 1, 2, \ldots, \omega, \omega + 1, \ldots, 2\omega, \ldots, \omega^2, \omega^3, \ldots, \omega^\omega, \ldots, \omega^{\omega^\omega}, \ldots\}.$$ 

We consider $\Omega \times [0, 1) \setminus \{(0, 0)\}$, provided with the lexicographic order, that is, $((\alpha, t) \leq (\beta, s)) \Rightarrow (\alpha < \beta$ or $(\alpha = \beta$ and $t \leq s))$. This “ray” can be made into a $C^\infty$ manifold with the ordering topology, which is indeed Hausdorff, but not paracompact, see [136, Vol.I, Appendix A].

For metric spaces the properties Lindelöf, separable and the 2nd countability axiom (that is, existence of a countable basis of the topology) are known to be equivalent (see [79, 3.3.1]).
Often, for manifolds, only separability is assumed (e.g., [5] and [113]), but, by modifying the Prüfer surface, it was shown in [23] that there are non-metrizable separable analytical surfaces:

The modified surface \( S \) of Prüfer is the quotient of \( \bigcup R^2/\sim \), where

\[
(x, y; t) \sim (x', y'; t') \iff y = y' \quad \text{and} \quad \begin{cases} x = x' & \text{if } t = t' \\ x + t = x'y' + t' & \text{anderfalls} \end{cases}
\]

This is a separable (\( \mathbb{Q}^2 \) is dense) Hausdorff analytical surface, which does not satisfy the 2nd countability axiom, because \( \bigcup \{0, 0\} \) is uncountable and discrete.

On the other hand, sometimes (for example, [147], [74], and [19]), even the second second countability axiom is presupposed for manifolds. However, this implies that there are only countably many connected components and thus, e.g. Theorem 18.9 fails, as the foliation of the torus with irrational slope shows.

**Proof of theorem 9.3.**

(1)⇒(2) Using \( C^\infty \) partitions of 1, we can glue local Riemann metrics into a global Riemann metric. By [89, 32.3] this provides a topology generating metric \( d \) on the connected components of \( M \). Then

\[
\tilde{d}(x, y) := \begin{cases} 
\frac{d(x, y)}{1 + d(x, y)} & \text{for } x \text{ and } y \text{ in the same connected component} \\
1 & \text{for } x \text{ and } y \text{ in different connected components}
\end{cases}
\]

defines a topology generating metric on all \( M \).

(2)⇒(3) Let \( W \) be an open covering. Using the axiom of choice (see [79, 1.3.9]) we provide \( W \) with a well ordering \( \prec \). For \( W \in W \) and \( n \in \mathbb{N} \), put \( W_n := \bigcup_{x \in M_{W, n}} U_1/2^n(x) \) where \( U_r(x) \) is the open ball around \( x \) with radius \( r \) and

\[
M_{W, n} := \begin{cases} 
(i) \quad \forall V \prec W : x \not\in V \\
(ii) \quad \forall j < n \forall V \in W : x \not\in V_j \\
(iii) \quad U_3/2^n(x) \subseteq W
\end{cases}
\]
Then \( \{ W_n : W \in \mathcal{W}, n \in \mathbb{N} \} \) is a local-finite refinement of \( \mathcal{W} \):

**Refinement:** \( W_1 \subseteq W \), because \( U_{1/2^n}(x) \subseteq U_{3/2^n}(x) \subseteq W \) for \( x \in M_{W_n} \).

**Covering:** Let \( x \in X, V := \min \{ W \in \mathcal{W} : x \in W \} \), \( \exists n \in \mathbb{N} : U_{3/2^n}(x) \subseteq V \) ⇒ either (ii) and thus \( x \in M_{V_n} \subseteq V_n \) or \( x \in W_j \) for a \( j < n \) and \( W \subseteq W \).

**Local-finite:** Let \( x \in X \) and \( V := \min \{ W \in \mathcal{W} : \exists n : x \in W_n \} \) then \( \exists n : x \in V_n \) and thus \( \exists j : U_{2/2^j}(x) \subseteq V_n \).

**Claim:** \( i \geq n + j \Rightarrow \forall W \in \mathcal{W} : U_{1/2^{n+j}}(x) \cap W_j = \emptyset \).

Because of \( i > n \), \( \forall y \in M_{W_i} : y \notin V_n \) is by (ii) and thus \( d(y, x) \geq 2/2^j \) because of \( U_{2/2^j}(x) \subseteq V_n \). From \( n + j \geq j \) and \( i \geq j \) we conclude that

\[
U_{1/2^{n+j}}(x) \cap U_{1/2^j}(y) \subseteq U_{1/2^j}(x) \cap U_{1/2^j}(y) = \emptyset, \quad U_{1/2^{n+j}}(x) \cap W_j = \emptyset.
\]

**Claim:** \( i < n + j \Rightarrow U_{1/2^{n+j}}(x) \cap W_j \neq \emptyset \) for at most one \( W \in \mathcal{W} \).

Let \( p \in W_i \) and \( p' \in W_j \) for \( W', W' \in \mathcal{W} \), without restriction of generality \( W < W' \); i.e. \( \exists y \in M_{W_i} : p \in U_{1/2^i}(y) \) and thus \( U_{3/2^i}(y) \subseteq W \) by (iii) and \( \exists y' \in M_{W_j} : p' \in U_{1/2^j}(y') \) and thus \( y' \notin W \) by (i). \( \Rightarrow d(y, y') \geq 3/2^i \Rightarrow d(p, p') \geq d(y, y') - d(p, y) - d(p', y') > 1/2^i \geq 2/2^n+j \) in contradiction to \( p, p' \in U_{1/2^{n+j}}(x) \).

As a result, \( U_{1/2^{n+j}}(x) \) is met only by a finite number of \( W_j \)’s.

\((3 \Rightarrow 4)\) Let \( M_0 \) be a connected component of \( M \). There is a covering with relatively compact sets (see Lemma 9.1). This can, since \( M_0 \) is paracompact, be assumed to be local-finite. If \( \mathcal{U} \) is such an covering, then:

\[\{ U \in \mathcal{U} : U \cap W \neq \emptyset \}\]

is finite.

We now choose a \( W_1 \in \mathcal{U} \). Let \( W_2 \) be the union of those finitely many \( U \in \mathcal{U} \), whose intersection with \( W_1 \neq \emptyset \).

Now, let inductively \( W_n \) be the union of \( U \in \mathcal{U} \) whose intersection with \( W_{n-1} \neq \emptyset \).

Every \( W_n \) is the union of finitely many relatively compact sets, thus is relatively compact itself. If \( W := \bigcup W_n \), then \( W \) is open. We want to show that \( M_0 = M_0 \).

For that it suffices to show that \( M_0 \setminus W \) is open. So \( x \notin W \), then there is a \( U \in \mathcal{U} \) with \( x \in U \). Clearly \( U \cap W = \emptyset \) holds, otherwise there would be a \( n \) with \( U \cap W_n \neq \emptyset \), thus \( x \notin U \subseteq W_{n+1} \subseteq W \). This is a contradiction.

Hence \( M_0 = W \cup (\emptyset \setminus W) \), and \( W \) and \( M_0 \setminus W \) are both open. Since \( M_0 \) is open, \( W \) or \( M_0 \setminus W \) must be empty. But \( W \neq \emptyset \), so \( M_0 \setminus W = \emptyset \), and so \( M_0 = W \).

The equation \( M_0 = \bigcup_n W_n \) shows the \( \sigma \)-compactness of \( M_0 \).

\((4 \Rightarrow 5)\) Let \( X \) be a connected component, i.e. \( X = \bigcup_{n \in \mathbb{N}} K_n \) with compact \( K_n \).

Each open covering \( \mathcal{U} \) of \( X \) thus has a finite subcovering \( \mathcal{U}_n \) of \( K_n \). And so \( \bigcup_{n \in \mathbb{N}} \mathcal{U}_n \) is a countable subcovering of \( X \), i.e. \( X \) is Lindelöf.

\((5 \Rightarrow 1)\) In \( 8.2 \) a proof for the existence of \( C^\infty \) partitions of unity was given using as prerequisite Lindelöf and the existence of \( C^\infty \) functions with arbitrarily small carriers only. Also the latter assumption is satisfied here because of \( 9.1.2 \) \( \square \)

This theorem is actually a proposition about locally compact Hausdorff spaces (replacing \( C^\infty \) partitions with continuous partitions in \( 1 \)). However, the proof of \( 1 \Rightarrow 2 \) can not be done as above, but \( 5 \Rightarrow 2 \) follows directly from the Metrizability Theorem \( 79, 3.3.10 \) of Nagata and Smirnov and \( 1 \Rightarrow 3 \) holds
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obviously: Namely let $U$ be an open covering and $\mathcal{F}$ an associated partition of unity. Then for each $x \in M$ there is an neighborhood $U_x$ so that $I := \{ f \in \mathcal{F} : \text{supp } f \cap U_x \neq \emptyset \}$ is finite (this corresponds to the 2nd condition for a partition of unity). Thus, $(\{ x : f(x) > 0 \})_{f \in \mathcal{F}}$ is a local finite refinement of $U$.

To conclude this excursion into topology, we make some remarks on dimension theory (for more detailed explanations see [38]):

9.4 Definition (Covering dimension).
Let $X$ a paracompact Hausdorff space. The covering dimension of $X$ is said to be at most $n$ (cov-dim $X \leq n$ for short) if there is an open refinement of order $n + 1$ for each open covering of $X$ ($U$ is said to be of order $n + 1$ if the intersection of any $n + 2$ different sets from $U$ is always empty). By definition, cov-dim $X = n \iff$ cov-dim $X \leq n$ but not cov-dim $\leq n - 1$.

9.5 Proposition (Properties of the covering dimension).
The following holds:
1. cov-dim $[0, 1]^n = n$.
2. If $A$ is closed in $X$, then
cov-dim $A \leq$ cov-dim $X$.
3. For any locally finite closed covering $A$ of $X$:
cov-dim $X \leq \sup \{ \text{cov-dim } A : A \in A \}$.

Without proof, see [38, S.295,268,278]

9.6 Corollary.
Each $m$-dimensional paracompact Hausdorff manifold $M$ has cov-dim $M = m$.

Proof. $M$ has an open covering by sets $\varphi((0,1]^m)$, where $\varphi$ are charts for $M$ which are defined on neighborhoods of $[0,1]^m$. Since $M$ is paracompact, there is a locally finite refinement $U$. If $U^- := \{ V : V \in U \}$, then $U^-$ is a locally finite closed covering, $\varphi^{-1}(V) \subseteq [0,1]^m$. Since $\varphi$ is homeomorphism and thus preserves cov-dim, we get by $[9.5]$

$$\text{cov-dim } V = \text{cov-dim } \varphi^{-1}(V) \leq \text{cov-dim } [0,1]^m \leq m,$$

$$\text{cov-dim } M \leq \sup \{ \text{cov-dim } V : V \in V \},$$

thus cov-dim $M \leq m$. Conversely, the following holds: If $\varphi : [0,1]^m \to M$ is a chart, then $\varphi([0,1]^m)$ is closed in $M$, so by $[9.5]$

$$\text{cov-dim } M \geq \text{cov-dim } \varphi([0,1]^m) = \text{cov-dim } [0,1]^m \geq m.$$

Together, the claim follows: cov-dim $M = m$. \hfill \square

9.7 Corollary.
Let $M$ be a paracompact and connected Hausdorff manifold. If $\mathcal{O}$ is an open covering of $M$, then $p \leq \dim(M) + 1$ exists and a refinement of $\mathcal{O}$ of the form:
$$\mathcal{V} = \{ V_i^n : i \leq p, n \in \mathbb{N} \},$$
such that $V_i^n \cap V_i^m = \emptyset \ \forall \ n \neq m$. 
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Proof. By \ref{9.6}, the covering dimension of $M$ is equal to $\dim M$, so there exists a refinement $\mathcal{O}'$ of order $p \leq \text{cov-dim } M + 1$ for the open covering $\mathcal{O}$. Since $M$ is paracompact, there is a locally finite refinement $\mathcal{O}''$, and since $M$ is by \ref{9.3} Lindelöf, we can assume that this covering $\mathcal{O}''$ is countable. Thus, without restricting the generality, $\mathcal{O}$ is a countable locally finite covering of order $p$.

We now show by induction on $p$ that any such covering has a refinement of the desired form.

For this we shrink the sets in $\mathcal{O}$ to obtain a smaller covering $\mathcal{U}$. That is to say, we construct $U \in \mathcal{U}$ with $\overline{U} \subseteq O$ for each $O \in \mathcal{O}$ in such a way that the $U$ still form an covering.

This can be done inductively: Let $O := \{O_n : n \in \mathbb{N}\}$. Between $M \setminus \bigcup_{n \geq 2} O_n$ and $O_1$ (the former is closed, the later is open) we squeeze $U_1$ and $\overline{U}_1$ and get a covering $\{U_1\} \cup \{O_n : n > 1\}$ (This can be done recursively because by \ref{8.5} a $C^\infty$ function $f$ exists with support in $\overline{O}_1$ which is identical 1 on $M \setminus \bigcup_{n \geq 1} O_n$. Now we may put $U_1 := \{x : f(x) > 1/2\}$). In the second step, we find similarly a $U_2$ between $M \setminus U_1 \cup \bigcup_{n > 2} O_n$ and $O_2$; and so on.

Now let’s look at the two families:

\[ V_p := \text{the set of intersections of each } p \text{ of the } O \in \mathcal{O}, \]
\[ A_p := \text{the set of intersections of each } p \text{ of the } U \in \mathcal{U} \]

and denote their union with $V_p := \bigcup V_p$ and $A_p := \bigcup A_p$.

In the following image, the large disks are the sets in $\mathcal{O}$, the small disks are those in $\mathcal{U}$, the dark (red/green/blue) “hexagons” are those points which lie in exactly one $O \in \mathcal{O}$, the points in the the next brighter stripes are in exactly 2 of the $O$’s, the larger “triangles” are in exactly 3 of the $O$’s (thus being the elements of $V_p$) and the white little “triangles” are the elements of $A_p$.

The family $V_p$ consists of open disjoint sets, because if we assume that two different members of $V_p$ have non-empty intersections, then at least $p + 1$ of the $O \in \mathcal{O}$ would have a nonempty intersection, and that is a contradiction. As a result, $V_p \subseteq M$ is open.

The family $A_p$ consists of closed sets and is locally finite, since the corresponding elements of $V_p$ are disjoint. Thus, $A_p$ is itself closed as a locally finite union of closed sets and $A_p \subseteq V_p$ holds.

We now claim that $\mathcal{U}$ is a countable local finite covering of $M \setminus A_p$ of order less than $p$.

Assuming there are $p$ sets in $\mathcal{U}$ whose intersection - restricted to $M \setminus A_p$ - is not
empty, then this intersection is also included in the intersection of the unrestricted closures and is therefore contained in $A_p$ by construction. This is a contradiction.

Thus, by induction hypothesis, there exists a refinement of the form $\{V^n_i : i < p, \ n \in \mathbb{N}\}$ of $U$, which covers $M \setminus A_p$ and thus $V^n_i \cap V^m_i = \emptyset \ \forall \ i < p \ \forall \ n \neq m$.

Together with the disjoint family $V_p =: \{V^n_p : n \in \mathbb{N}\}$, these sets form the desired refinement of $O$.

9.8 Corollary (Finit Atlas).

Each connected, paracompact, smooth Hausdorff manifold of dimension $m$ has an atlas with at most $m + 1$ charts.

Proof. Let $O$ be an open covering of such a manifold $M$ by images $\varphi(U)$ of charts $\varphi : U \to M$ with open $U$ in $\mathbb{R}^m$. Without restricting generality, $O$ is countable (since $M$ is Lindelöf), i.e.

$$O = \{\varphi_i(U_i) : i \in \mathbb{N}\},$$

where we can assume the $U_i$ to be disjoint. By 9.7 there is $p \leq \dim M + 1$ and a refinement of the form:

$$\{O^n_i : i \leq p, \ n \in \mathbb{N}\}$$

with $O^n_i \cap O^n_m = \emptyset$ for all $n \neq m$. To $O^n_i$ there is a diffeomorphic $U^n_i \subseteq \mathbb{R}^m$, by means of some chart $\varphi^n_i$. We define now

$$\varphi_i : \begin{cases} \bigcup U^n_i \to \bigcup O^n_i \\ x \mapsto \varphi^n_i(x) \in O^n_i \text{ for } x \in U^n_i. \end{cases}$$

Thus, the $\varphi_i$ are diffeomorphisms whose images cover $M$, i.e. $\{\varphi_i : 1 \leq i \leq p\}$ is a $C^\infty$ atlas.

As a simple conclusion we will show in 11.11 that every such manifold can be realized as a submanifold of a $\mathbb{R}^n$ up to a diffeomorphism.
III. Tangent space

In this chapter, we will transfer the notion of derivative to mappings between manifolds. Since derivatives carry directional vectors to one another, they do not act between the manifolds but between their tangent spaces, which we will introduce now. As an application we will then discuss some simple infinitesimal properties such as immersivity and submersivity of mappings. Under additional local and/or global properties we get embeddings, fiber bundles and as a special case covering maps.

10. Tangent space and derivatives

The derivative $f'(x)$ of a mapping $f : \mathbb{R}^n \to \mathbb{R}^m$ at $x$ is defined as the linear approximation to the $f$ function shifted to 0. This can not be readily transferred to manifolds, because in order to speak about linear mappings $f'(x)$ they must be between vector spaces (and not like $f$ between manifolds). Thus, first of all, we need a linear approximation to a manifold $M$ at point $x \in M$. This should then become the domain or range of the linear approximation of $f$ at $x$.

10.1 Proposition (Description of the tangent space).

Let $M$ be a submanifold of $\mathbb{R}^n$ and $p \in M$. Then the following subsets of $\mathbb{R}^n$ are identical:

1. $\text{im} \varphi'(0)$, where $\varphi$ is a local parameterization of $M$ with $\varphi(0) = p$.
2. $\{c'(0) : c : I \to M \text{ smooth}, c(0) = p, I \text{ an open interval with } 0 \in I \}$.
3. $\ker f'(p)$, where $f$ is a regular equation describing $M$ locally at $p$.
4. $\text{graph} g'(\bar{p})$ where $M$ is locally described at $p$ as a graph of function $g$ with $p = (\bar{p}, g(\bar{p}))$.

In particular, this subset is a linear subspace due to 1 or 3 and because of 2 it is independent on the choosen parameterization, the equation, and the mapping describing it as graph.

Proof. (1$\subseteq$2) Let $\varphi'(0)(v) \in \text{im}(\varphi'(0))$ with $v \in \mathbb{R}^n$. If we define a smooth locally in $M$ lying curve $c$ by

$$c(t) := \varphi(0 + tv)$$
then we get \( c'(0) = \varphi'(0)(v) \).

(2 ≤ 3) We now consider \( c'(0) \) for a curve \( c \in C^\infty(I, M) \) with \( c(0) = p \) and a locally regular equation \( f \) for \( M \),

\[
 f'(\underbrace{p}_{c(0)})(c'(0)) = (f \circ c)'(0) = 0.
\]
i.e. \( c'(0) \in \ker f'(p) \)

(3 ≤ 1) As we have already shown \( 1 \subseteq 2 \subseteq 3 \), it suffices to show that the subspaces in \( 1 \) and \( 3 \) have the same dimension:

\[
\dim \text{im } \varphi'(0) = \dim \mathbb{R}^m = m \\
\dim \ker f'(p) = n - \dim \text{im } f'(p) = m.
\]

(1 = 4) A parameterization of \( M \) is given by \( \varphi(u) := (u, g(u)) \).

\[
\text{im } \varphi'(\bar{p}) = \text{im}(\text{id}, g'(\bar{p})) = \{(v, g'(\bar{p})(v)) : v \in \mathbb{R}^m \} = \text{graph } g'(\bar{p}).
\]

\[
\square
\]

### 10.2 Definition (Tangent space and tangent mapping).

The subspace of \( \mathbb{R}^n \) described in \([10.1]\) is called the tangent space for \( M \) at the point \( p \) and is denoted by \( T_pM \). Its elements are called tangent vectors.

For smooth \( f : M \to N \) the tangent mapping of \( f \) at the point \( p \in M \) is defined by

\[
 T_p f : \begin{cases} 
 T_p M \to T_{f(p)} N \\
 c'(0) \mapsto (f \circ c)'(0) \text{ f"ur } c \in C^\infty(I, M) \text{ mit } c(0) = p
\end{cases}
\]

This definition makes sense, i.e. does not depend on the choice of \( c \), but only on \( c'(0) \):

Let \( c_1 \) and \( c_2 \) be two such curves with \( c_1'(0) = c_2'(0) \). For \( f : \mathbb{R}^m \supseteq M \to N \subseteq \mathbb{R}^n \), there is an open neighborhood \( U(p) \subseteq \mathbb{R}^m \) of \( p \) and a smooth mapping

\[
 \tilde{f} : \mathbb{R}^m \supseteq U(p) \to \mathbb{R}^n \text{ with } \tilde{f}|_M = f|_{U(p)},
\]

hence

\[
 (f \circ c_1)'(0) = (\tilde{f} \circ c_1)'(0) = \tilde{f}'(p)(c_1'(0)) = \tilde{f}'(p)(c_2'(0)) \overset{\text{analog}}{=} (f \circ c_2)'(0).
\]

The tangent mapping \( T_p f \) is linear, because \((T_p f)(c'(0)) = (f \circ c)'(0) = \tilde{f}'(p)(c'(0))\), hence

\[
 T_p f = \tilde{f}'(p)|_{T_p M}, \text{ where } \tilde{f} \text{ is a local extension of } f.
\]

### 10.3 Example (Quadrics).

Let \( f : E \to \mathbb{R} \) be a quadratic (i.e. \( f(tx) = t^2 f(x) \)) smooth form and \( c \neq 0 \). Then the quadric \( M := f^{-1}(c) = \{ x \in E : f(x) = c \} \) is a submanifold of \( E \), because differentiating the homogeneity equation yields \( f'(tx)(tx) = t^2 f'(x)(v) \), i.e. \( f'(tx)(v) = tf'(x)(v) \), and furthermore \( f''(tx)(tw, v) = tf''(x)(w, v) \), i.e. \( f''(x) = f''(tx) = f''(x) \) for \( t \to 0 \). Thus, according to Taylor’s theorem, \( f(x) = b(x, x) \), where \( b := \frac{1}{2} f''(0) \) is a symmetric quadratic form.

The derivative of \( f \) is \( f'(x)(v) = b(x, v) + b(v, x) = 2b(x, v) \) and thus surjective with respect to \( v \) for each \( x \in M \), because \( 2b(x, x) = f(x) = c \neq 0 \). The tangent space of \( M \) at \( x \) is

\[
 T_x M = \{ v \in E : b(x, v) = 0 \} = : x^\perp.
\]

A first example of a quadric is the sphere \( S^n = f^{-1}(1) \), where \( f(x) := |x|^2 \).
The special linear group $SL(E) := \{ T \in L(E) : \det(T) = 1 \}$ (see 4.2) has as a tangent space at $id \in SL(E)$ the subspace $\{ T \in L(E) : 0 = \det('id)(T) = \text{spur}(T) \}$ of the trace-free linear mappings.

The orthogonal group $O(E) := \{ T \in L(E) : T^tT = \text{id} \}$ (see 4.3) has as tangent space at $id$ the subspace $\{ T \in L(E) : 0 = f('id)(T) = T^t + T \}$ of the skew-symmetric (that is, anti-self-adjoint) linear mappings, where $f$ is the quadratic mapping $f : T \mapsto T^tT$.

More generally, for a bilinear non-degenerate form $b : E \times E \to \mathbb{R}$, the tangent space at $id$ of the group $O_b(E) := \{ T \in L(E) : b(Tx,Ty) = b(x,y) \ \forall \ x,y \in E \} = \{ T \in L(E) : T^tBT = B \}$ (with $b(x,y) = \langle Bx,y \rangle$) treated in 4.4 is the subspace $\{ T \in L(E) : T^tB + BT = 0 \}$ of those linear mappings which are skew-symmetric with respect to $B$.

For the groups $G$ treated in 4.4, we obtain the following descriptions of the tangent space at $id \in G$ (using $\det('A)(B) = \det(A)\text{trace}(A^{-1}B)$ from 4.2) in a corresponding manner, from which we can easily read off the dimension of $G$.

<table>
<thead>
<tr>
<th>$G$</th>
<th>$T_{id}G$</th>
<th>$\dim_{\mathbb{R}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GL(n)$</td>
<td>$L(n)$</td>
<td>$n^2$</td>
</tr>
<tr>
<td>$GL_C(n)$</td>
<td>$L_C(n)$</td>
<td>$2n^2$</td>
</tr>
<tr>
<td>$GL_{\mathbb{R}}(n)$</td>
<td>$L_{\mathbb{R}}(n)$</td>
<td>$4n^2$</td>
</tr>
<tr>
<td>$SL(n)$</td>
<td>${ T \in L(n) : \text{trace}_{\mathbb{R}}(T) = 0 }$</td>
<td>$n^2 - 1$</td>
</tr>
<tr>
<td>$SL_C(n)$</td>
<td>${ T \in L_C(n) : \text{trace}_C(T) = 0 }$</td>
<td>$(n^2 - 1)$</td>
</tr>
<tr>
<td>$SL_{\mathbb{R}}(n)$</td>
<td>${ T \in L_{\mathbb{R}}(n) : \text{trace}_{\mathbb{R}}(T) = 0 }$</td>
<td>$4n^2 - 1$</td>
</tr>
<tr>
<td>$O(n), SO(n)$</td>
<td>${ T \in L(n) : T^t + T = 0 }$</td>
<td>$n(n-1)/2$</td>
</tr>
<tr>
<td>$O(n,k), SO(n,k)$</td>
<td>${ T \in L(n) : T^tI_k + I_kT = 0 }$</td>
<td>$n(n-1)/2$</td>
</tr>
<tr>
<td>$O_C(n), SO_C(n)$</td>
<td>${ T \in L_C(n) : T^t + T = 0 }$</td>
<td>$n(n-1)$</td>
</tr>
<tr>
<td>$U(n)$</td>
<td>${ T \in L_C(n) : T^* + T = 0 }$</td>
<td>$n^2$</td>
</tr>
<tr>
<td>$U(n,k)$</td>
<td>${ T \in L_C(n) : T^*I_k + I_kT = 0 }$</td>
<td>$n^2 - 1$</td>
</tr>
<tr>
<td>$SU(n)$</td>
<td>${ T \in L_C(n) : T^* + T = 0, \text{trace}_C(T) = 0 }$</td>
<td>$n^2 - 1$</td>
</tr>
<tr>
<td>$SU(n,k)$</td>
<td>${ T \in L_C(n) : T^*I_k + I_kT = 0, \text{trace}_C(T) = 0 }$</td>
<td>$n^2 - 1$</td>
</tr>
<tr>
<td>$Q(n)$</td>
<td>${ T \in L_{\mathbb{R}}(n) : T^* + T = 0 }$</td>
<td>$(2n+1)$</td>
</tr>
<tr>
<td>$Q(n,k)$</td>
<td>${ T \in L_{\mathbb{R}}(n) : T^*I_k + I_kT = 0 }$</td>
<td>$(2n+1)$</td>
</tr>
<tr>
<td>$Q_-(n)$</td>
<td>${ T \in L_{\mathbb{R}}(n) : T^* + iT = 0 }$</td>
<td>$(2n-1)$</td>
</tr>
<tr>
<td>$Sp(2n)$</td>
<td>${ T \in L(2n) : T^tJ + JT = 0 }$</td>
<td>$(2n+1)$</td>
</tr>
<tr>
<td>$SP_C(2n)$</td>
<td>${ T \in L_C(2n) : T^tJ + JT = 0 }$</td>
<td>$(2n+1)$</td>
</tr>
</tbody>
</table>

In detail, this means e.g. for $O(n,k)$, that

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} \in T_{id}O(n,k) \subseteq L(\mathbb{R}^k \times \mathbb{R}^{n-k}) \iff$$

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix}^t \cdot \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} + \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} A & B \\ C & D \end{pmatrix} = 0$$

$$\Rightarrow A^t + A = 0, \quad B^t = C, \quad D^t + D = 0$$

and for the $Sp(2n)$, that

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} \in T_{id}Sp(2n) \subseteq L(\mathbb{R}^n \times \mathbb{R}^n) \iff$$

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix}^t \cdot \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} + \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} A & B \\ C & D \end{pmatrix} = 0$$

$$\Rightarrow C^t = C, \quad -A^t = D, \quad B^t = B.$$
10.4 Lemma.

Chain Rule: For manifolds $M, N, P$ and smooth mappings $f, g$ with $M \xrightarrow{f} N \xrightarrow{g} P$, we have

$$T_p(g \circ f) = T_{f(p)}g \circ T_pf.$$ 

For the identity $\text{id} : M \to M$ we have

$$T_p(\text{id}_M) = \text{id}_{T_pM} : T_pM \to T_pM.$$ 

Product rule: If $f, g : M \to \mathbb{R}$ are smooth, then

$$T_p(f \cdot g) = f(p) \cdot T_pg + g(p) \cdot T_pf.$$ 

Theorem on inverse functions: A smooth mapping $f$ is a local diffeomorphism around $p$ if and only if $T_pf$ is an isomorphism.

Proof. By extending all occurring functions smoothly to neighborhoods in the surrounding vector spaces, the chain and product rules follow from the classical versions, see [81, 6.1.9] and [81, 6.1.13]. Furthermore, the theorem about inverse functions is only local in nature and therefore also a consequence of the classical theorem [2.2].

Unfortunately, we can not directly use the descriptions of the tangent space given in [10.1] for abstract manifolds, since we have used the surrounding vector space in an essential way. So we need other (more abstract) descriptions. For this we pay attention to the action of $v \in T_pM$ on $f \in C^\infty(M, \mathbb{R})$ through $f \mapsto T_pf \cdot v$ and give the following.

10.5 Definition (Derivation).

A mapping $\partial : C^\infty(M, \mathbb{R}) \to \mathbb{R}$ is called derivation over $p \in M$ if it is linear and fulfills the product rule, that is for $f, g \in C^\infty(M, \mathbb{R})$ and $\alpha \in \mathbb{R}$ we assume:

1. $\partial(f + g) = \partial f + \partial g$
2. $\partial(\alpha f) = \alpha \cdot \partial f$
3. $\partial(f \cdot g) = \partial f \cdot g(p) + f(p) \cdot \partial g$

With $\text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R})$ we denote the set of all derivations over $p \in M$. With respect to the pointwise operations, this is a vector space.

10.6 Theorem (Tangent vectors as derivatives).

The mapping

$$T_pM \times C^\infty(M, \mathbb{R}) \to \mathbb{R}$$

$$(v, f) \mapsto (T_pf)(v)$$

induces a linear isomorphism

$$\Phi_p : \begin{cases} T_pM \to \text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R}) \\ v \mapsto \partial_v \left( f \mapsto (T_pf)(v) \right) \end{cases}$$
For each smooth \( f : M \rightarrow N \) the tangent mapping \( T_p f \) of \( f \) corresponds via \( \Phi_p \) to the following mapping for derivations:

\[
\begin{array}{ccc}
T_p M & \xrightarrow{\Phi_p} & \text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R}) \\
T_p f & \downarrow & (f^\ast)^* \\
T_{f(p)} N & \xrightarrow{\Phi_{f(p)}} & \text{Der}_{f(p)}(C^\infty(N, \mathbb{R}), \mathbb{R}) \\
\end{array}
\]

\( \partial \)

**Proof.** Well-definedness: The mapping \( T_p M \times C^\infty(M, \mathbb{R}) \rightarrow \mathbb{R}, \ (v, f) \mapsto (T_p f)(v) \) is clearly bilinear, so it induces a linear map \( T_p M \rightarrow L(C^\infty(M, \mathbb{R}), \mathbb{R}) \) by \( v \mapsto (f \mapsto (T_p f)(v)) \). This mapping has values in the space of derivations over \( p \), because let \( f, g : M \rightarrow \mathbb{R} \) be two smooth functions and let \( v \in T_p M \) then by the product rule the following holds:

\[
\partial_i (f \cdot g) = (T_p f \cdot g)(v) = f(p) \cdot (T_p g)(v) + g(p) \cdot (T_p f)(v).
\]

**Commutativity of the diagram:** Let \( f : M \rightarrow N \) be smooth and \( p \in M \). Then the above diagram commutes since for \( v \in T_p M \) and \( g \in C^\infty(N, \mathbb{R}) \) is \( (\Phi_{f(p)} \circ T_p f)(v)(g) = (T_{f(p)} g)((T_p f)(v)) = (T_p (g \circ f))(v) = \Phi_p(v)(g \circ f) \), because \( \partial := \Phi_p(v) \) acts on \( h \in C^\infty(M, \mathbb{R}) \) by \( \partial(h) = (T_p h)(v) \).

**Locality of derivations:** Each derivation \( \partial \) of \( C^\infty(M, \mathbb{R}) \) over \( p \in M \) is a local operator, that is, the value \( \partial(f) \) depends only on \( f \in C^\infty(M, \mathbb{R}) \) near \( p \). So let \( f_1, f_2 \in C^\infty(M, \mathbb{R}) \) with \( f_1 = f_2 \) near \( p \). Let \( f := f_1 - f_2 \) and \( g \in C^\infty(M, \mathbb{R}) \) be chosen such that \( g(p) = 1 \) and that the carrier of \( g \) is included in the set of \( x \) with \( f(x) = 0 \). Then:

\[
0 = \partial(0) = \partial(g \cdot f) = g(p) \cdot \partial(f) + f(p) \cdot \partial(g) = \partial(f).
\]

In particular, \( \partial(f) = 0 \) for all constant functions \( f \), because \( \partial(1) = \partial(1 \cdot 1) = 1 \cdot \partial(1) + \partial(1) \cdot 1 \), thus \( \partial(1) = 0 \).

** Bijjectivity for open submanifolds:** First we want to prove the bijectivity of \( \Phi \) for the special case \( 0 \in p \in M \) with \( M \subseteq \mathbb{R}^m \) open. If \( (e_i)_{i=1}^m \) is the standard basis in \( \mathbb{R}^m \), then each vector \( v \in T_p M = \mathbb{R}^m \) can be developed in the basis as \( v = \sum v^i e_i \). Let us consider

\[
\Phi : T_p M \ni v \mapsto \partial_v \in \text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R})
\]

with \( \partial_v(f) := (T_p f)(v) = f'(p)(v) = \sum_{i=1}^m (\partial_i f)(p) \cdot v^i \),

where \( \partial_i f \) is the \( i \)-th partial derivative of \( f \), i.e.

\[
(\partial_i f)(p) = \left. \frac{\partial}{\partial v_i} \right|_{v=0} f(p + t e^i) = f'(p)(e^i).
\]

The derivation \( \partial_v \) is nothing else than “taking the directional derivative \( d_{v^i} \) in direction \( v \) at \( p^v \) and \( \Phi \) is injective, because the components of \( v \) can be reconstructed uniquely from \( \partial_v \) by

\[
\partial_v(p_{v^j}) = \sum_{i=1}^m \left( \partial_i \right)_{v^j}(p) \cdot v^i = v^j.
\]
Moreover, Φ is also surjective, because for \( \partial \in \text{Der}_0(C^\infty(U, \mathbb{R}), \mathbb{R}) \), \( f \in C^\infty(U, \mathbb{R}) \) and \( x \) near 0, the following holds:

\[
 f(x) - f(0) = \int_0^1 f'(tx)(x)dt = \int_0^1 \sum_{i=1}^m (\partial_i f)(tx)x^i dt = \sum_{i=1}^m x^i \int_0^1 (\partial_i f)(tx)dt
\]

and furthermore, because \( \partial \) is a local operator,

\[
 \partial(f) = \partial(f(0)) + \partial \left( \sum_{i=1}^m p^i \cdot h_i \right) = 0 + \sum_{i=1}^m \left( \partial(p^i) \cdot h_i(0) + p^i(0) \cdot \partial(h_i) \right) = 0
\]

So \( \partial(f) = \partial_v(f) = \Phi(v)(f) \) for all \( f \).

**Bijectivity in general:** Now let \( M \) be a submanifold of \( \mathbb{R}^n \) and \( \varphi \) a local parameterization of \( M \) centered at some point \( p \in M \). The following diagram shows that \( \Phi_p \) is an isomorphism:

\[
 \begin{array}{ccc}
 \mathbb{R}^m = T_0U & \xrightarrow{T_0\varphi} & T_pM \hookrightarrow \mathbb{R}^n \\
 \text{Der}_0(C^\infty(U, \mathbb{R}), \mathbb{R}) & \xrightarrow{(\varphi^\ast)^\ast} & \text{Der}_p(C^\infty(\varphi(U), \mathbb{R}), \mathbb{R}) \xrightarrow{(\text{incl}^\ast)^\ast} & \text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R}) \\
 \end{array}
\]

Where \( T_0\varphi \) is an isomorphism by \( \boxed{5.3} \) and \( \boxed{10.4} \). \( \Phi_0 \) is one because of the previous case; \( (\varphi^\ast)^\ast : \partial \mapsto (f \mapsto \partial(f \circ \varphi)) \) is one because \( \varphi : U \to \varphi(U) \) is a diffeomorphism; and finally \( (\text{incl}^\ast)^\ast \) is one, since derivations are local operators; So also \( \Phi_p \) is an isomorphism, and thus the theorem proved.

We can now use the theorem \( \boxed{10.6} \) to define the tangent space of abstract manifolds as follows:

**10.7 Definition (Tangent space of abstract manifolds).**

The tangent space at \( p \) of an abstract manifold \( M \) is the vector space

\[
 T_pM := \text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R}).
\]

Note that for submanifolds \( M \subseteq \mathbb{R}^n \), and in particular for open subsets, we have replaced the tangent space \( T_pM \subseteq \mathbb{R}^n \) defined in \( \boxed{10.2} \) with a nonidentical but canonically isomorphic vector space \( T_pM \subseteq \mathcal{L}(C^\infty(M, \mathbb{R}), \mathbb{R}) \).

For \( f \in C^\infty(M, N) \) and \( p \in M \), the linear map \( T_pf = (f^\ast)^\ast : T_pM \to T_{f(p)}N \) defined by

\[
 \partial \mapsto \left( (T_pf)(\partial) : g \mapsto \partial(g \circ f) \right)
\]

for \( \partial \in T_pM \) and \( g \in C^\infty(N, \mathbb{R}) \)

is called the tangent map of \( f \) at \( p \).

**10.8 Basis for the tangent space.**

If, as for mappings between \( \mathbb{R}^m \)'s, we want to describe the derivative of a mapping between manifolds as a matrix (the Jacobi matrix) we need a basis. But even if we have chosen a basis in the surrounding vector space, we still do not get a distinguished basis of the tangent space (think, for example, of the sphere \( S^2 \)). But we can proceed as follows. Let \( M \) be a manifold, \( p \in M \) and \( \varphi \) a chart of \( M \) centered at \( p \). Then \( T_0\varphi : T_0\mathbb{R}^m \to T_pM \) is a linear isomorphism by \( \boxed{6.11.2} \).
and [10.4] if \( M \) is a submanifold of \( \mathbb{R}^n \), but also in the general case of an abstract manifold, since [10.4] is quite easy to show for them. The standard basis \((e_j)^n_{j=1}\) of \( \mathbb{R}^m \) is mapped by the isomorphism \( \Phi : \mathbb{R}^n \cong \text{Der}_0(C^\infty(U, \mathbb{R}), \mathbb{R}) \) of [10.6] to the basis of the partial derivatives \((\partial_i|_0)^m_{i=1}\) in \( T_0 U \). The isomorphism \( T_0\varphi \) further maps this basis to a basis \((\partial_i^\varphi|_p)^m_{i=1}\) in \( T_p M \), which is defined on \( f \in C^\infty(M, \mathbb{R}) \) by

\[
\partial_i^\varphi|_p(f) := (T_0\varphi)(\partial_i|_0)(f) = (\varphi^*)(\partial_i|_0)(f) = \partial_i|_0(\varphi^*(f)) = \partial_i(f \circ \varphi)(0),
\]
i.e. by taking the partial derivative of the chart representation \( f \circ \varphi \) of \( f \) in direction \( e_i \) at 0 = \( \varphi^{-1}(p) \). In summary:

\[
\begin{aligned}
\mathbb{R}^n & \xrightarrow{\sim} T_0 U \xrightarrow{\sim} T_0 M = \text{Der}_0(C^\infty(M, \mathbb{R}), \mathbb{R}) \\
\ \\
\end{aligned}

\[
\begin{aligned}
e_i & \xrightarrow{\partial_i|_0} \partial_i^\varphi|_p : f \mapsto \partial_i(f \circ \varphi)(\varphi^{-1}(p))
\end{aligned}
\]

In the case of a submanifold \( M \subseteq \mathbb{R}^n \), \( \partial_i^\varphi|_p := (T_0\varphi)(\partial_i|_0) := (\partial_i\varphi)(0) \) (via the embedding \( T_p M \hookrightarrow \mathbb{R}^n \)) is just the \( i \)-th partial derivative of the parameterization \( \varphi : U \to M \subseteq \mathbb{R}^n \).

If \((u^1, \ldots, u^m) := \varphi^{-1} : M \supseteq \varphi(U) \to U \subseteq \mathbb{R}^n \) are the local coordinates associated to \( \varphi \), we also write

\[
\frac{\partial}{\partial u^i}|_p := \partial_i^\varphi|_p
\]

instead of \( \partial_i^\varphi|_p \in T_p M = \text{Der}_p(C^\infty(M, \mathbb{R}), \mathbb{R}) \). This (uncommon) notation \( \partial_i^\varphi \) expresses better that this derivation depends on the chart \( \varphi \) and not, as one might erroneously deduce from the notation \( \frac{\partial}{\partial u^i} \), only on the \( i \)-th component \( u^i \) of the inverse function \( \varphi^{-1} = (u^1, \ldots, u^m) \) (see [10.10]). The name \( \frac{\partial}{\partial u^i} \), however, is the more common and does not cause any problems if it is interpreted only as \( \left( \frac{\partial}{\partial u^i} \right)_p \), and not as \( \frac{\partial}{\partial (u^i)} \).

If \( \varphi \) is not centered at \( p \) then, more generally,

\[
\frac{\partial}{\partial u^i}|_p(f) = \partial_i^\varphi|_p(f) := \partial_i(f \circ \varphi)(\varphi^{-1}(p)) \text{ for } f \in C^\infty(M, \mathbb{R})
\]

and in particular

\[
\frac{\partial}{\partial u^i}|_p(u^j) = \partial_i(u^j \circ \varphi)(\varphi^{-1}(p)) = \partial_i(pu^j)(\varphi^{-1}(p)) = \delta_i^j,
\]
because of the local nature of \( \frac{\partial}{\partial u^i}|_p \) the previous formula also holds for \( f := u^i \in C^\infty(\varphi(U), \mathbb{R}) \).

10.9 Transformation behavior of tangent vectors.

For \( g \in C^\infty(M, N) \) and \( p \in M \), let \( \varphi^{-1} = u = (u^1, \ldots, u^m) \) be local coordinates of \( M \) at \( p \) and \( \psi^{-1} = v = (v^1, \ldots, v^n) \) local coordinates of \( N \) at \( g(p) \). We know that \( T_p g : T_p M \to T_{g(p)} N \) is linear by [10.5] and \( \left( \frac{\partial}{\partial u^i} \right)_p \) is a basis of \( T_p M \) and \( \left( \frac{\partial}{\partial v^j} \right)_{g(p)} \) is one of \( T_{g(p)} N \) by [10.8]. What is the matrix representation \( [T_p g] \) of \( T_p g \) with respect to these bases?
Let $\bar{g} := \psi^{-1} \circ g \circ \varphi$ be the chart representation of $g$. Since, according to the definition of $T_{p\bar{g}}$ and because of $\ref{10.4}$ and $\ref{10.6}$, the following diagram commutes

\[
\begin{array}{ccc}
\mathbb{R}^m & \xrightarrow{(g'(0)} & \mathbb{R}^n \\
\Phi \cong & \xrightarrow{T_{p\bar{g}}} & \Phi \cong \\
U \xrightarrow{\bar{g}} V & \xrightarrow{\text{Der} \circ (C^\infty(U, \mathbb{R}), \mathbb{R}))} & \text{Der} \circ (C^\infty(V, \mathbb{R}), \mathbb{R})) \\
\varphi \downarrow & \xrightarrow{\text{Der} \circ (C^\infty(M, \mathbb{R}), \mathbb{R}))} & \text{Der} \circ (C^\infty(N, \mathbb{R}), \mathbb{R})) \\
M \xrightarrow{g} N \end{array}
\]

So for the components $\xi^i$ of tangent vectors $\xi = \sum_i \xi^i \cdot \partial_i^\varphi \in T_p M$ we get the following:

\[
(T_{p\bar{g}})(\xi) = (T_{p\bar{g}})(\sum_i \xi^i \cdot \partial_i^\varphi) = \sum_i \xi^i \cdot (T_{p\bar{g}})(\partial_i^\varphi) = \sum_i \xi^i \cdot \partial_i \bar{g}^j(0) \cdot \partial_j^\psi
\]

The components $\eta^j$ of $\eta = \sum_j \eta^j \cdot \partial_j^\psi : = (T_{p\bar{g}})(\xi) \in T_{g(p)} N$ are therefore given by

$\eta^j = \sum_i \xi^i \cdot \partial_i \bar{g}^j(0)$,

or in matrix notation

\[
\begin{pmatrix}
\eta^1 \\
\vdots \\
\eta^n
\end{pmatrix} =
\begin{pmatrix}
\partial_1 \bar{g}^1(0) & \cdots & \partial_m \bar{g}^1(0) \\
\vdots & \ddots & \vdots \\
\partial_1 \bar{g}^n(0) & \cdots & \partial_m \bar{g}^n(0)
\end{pmatrix}
\begin{pmatrix}
\xi^1 \\
\vdots \\
\xi^m
\end{pmatrix},
\]

i.e. is just multiplication with the Jacobi matrix of the coordinate representation $\bar{g} = \psi^{-1} \circ g \circ \varphi$ of $g$.

In particular, if we choose $g = \text{id}_M$ and two charts $\varphi$ and $\psi$ centered at $p \in M$, then $\bar{g}$ is the chart change $\psi^{-1} \circ \varphi$ from coordinates $(u^1, \ldots, u^m) := \varphi^{-1}$ to coordinates $(v^1, \ldots, v^m) = \psi^{-1}$. If we consider the above formula $\partial_i^\varphi = (T_{p\bar{g}})(\partial_i^\varphi) = \sum_j \partial_i \bar{g}^j(0) \cdot \partial_j^\psi$ to be formally a multiplication of matrices, then

\[
\begin{pmatrix}
\partial_i^\varphi \\
\vdots \\
\partial_m^\varphi
\end{pmatrix} =
\begin{pmatrix}
\partial_1 \bar{g}^1(0) & \cdots & \partial_m \bar{g}^1(0) \\
\vdots & \ddots & \vdots \\
\partial_1 \bar{g}^m(0) & \cdots & \partial_m \bar{g}^m(0)
\end{pmatrix}
\begin{pmatrix}
\partial_i^\psi \\
\vdots \\
\partial_m^\psi
\end{pmatrix}
\]

Thus we get the basis $\langle \partial_i^\varphi \rangle$ formally from the basis $\langle \partial_i^\psi \rangle$ by multiplying it with the transposed Jacobian matrix of the inverse chart change $\psi^{-1} \circ \varphi = (\varphi^{-1} \circ \psi)^{-1}$ from $\varphi$ to $\psi$. 
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If we now use the notation \( \frac{\partial}{\partial u} := \partial_x, \frac{\partial}{\partial \nabla} := \partial_y \) and note that \( \partial^{
abla}(f)(p) = (\partial^x(f))_p(f) = \partial_t(f \circ \varphi)(\varphi^{-1}(p)) \) and thus
\[
\partial^i \partial_j \varphi(0) = \partial_i((\varphi^{-1} \circ g \circ \varphi)(\varphi^{-1}(p))) = \partial_i(v^j \circ g \circ \varphi)(\varphi^{-1}(p)) = \partial^i (v^j \circ g)(p),
\]
then the above formula for \( g = \text{id} \) states that
\[
\frac{\partial}{\partial u^i} = \partial^i = (T_p \text{id})(\partial^i) = \sum_j \partial^i g^j(0) \cdot \partial^i = \sum_j \sum_m \frac{\partial v^j}{\partial u^i} \cdot \frac{\partial}{\partial v^m}
\]
(note the memo-technical advantage of this notation) or in (formal) matrix notation:
\[
\begin{pmatrix}
\frac{\partial}{\partial u^1} \\
\vdots \\
\frac{\partial}{\partial u^m}
\end{pmatrix} = 
\begin{pmatrix}
\frac{\partial u^1}{\partial u^1} & \cdots & \frac{\partial u^m}{\partial u^1} \\
\vdots & \ddots & \vdots \\
\frac{\partial u^1}{\partial u^m} & \cdots & \frac{\partial u^m}{\partial u^m}
\end{pmatrix} 
\begin{pmatrix}
\frac{\partial}{\partial u^1} \\
\vdots \\
\frac{\partial}{\partial u^m}
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
\partial^i \\
\vdots \\
\partial^m
\end{pmatrix} = 
\begin{pmatrix}
\frac{\partial v^1}{\partial u^1} & \cdots & \frac{\partial v^m}{\partial u^1} \\
\vdots & \ddots & \vdots \\
\frac{\partial v^1}{\partial u^m} & \cdots & \frac{\partial v^m}{\partial u^m}
\end{pmatrix} 
\begin{pmatrix}
\xi^1 \\
\vdots \\
\xi^m
\end{pmatrix}.
\]

10.10 Example.

Be \( M = \mathbb{R}^3 \). We choose 3 different coordinate systems:

1. **Cartesian coordinates** \((x, y, z)\) with associated basis vectors \( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \).

2. **Cylinder coordinates** \((r, \varphi, z)\) with associated basis vectors \( \frac{\partial}{\partial r}, \frac{\partial}{\partial \varphi}, \frac{\partial}{\partial z} \).

3. **Spherical coordinates** \((R, \varphi, \vartheta)\) with associated basis vectors \( \frac{\partial}{\partial R}, \frac{\partial}{\partial \varphi}, \frac{\partial}{\partial \vartheta} \).

For the Jacobi matrices of the chart change \((2) \to (1)\) we get: \( x = r \cdot \cos \varphi, y = r \cdot \sin \varphi, z = z \)
\[
\begin{pmatrix}
\frac{\partial}{\partial u^1} & \frac{\partial}{\partial u^2} & \frac{\partial}{\partial u^3} \\
\frac{\partial}{\partial v^1} & \frac{\partial}{\partial v^2} & \frac{\partial}{\partial v^3}
\end{pmatrix} = 
\begin{pmatrix}
\cos \varphi & -r \cdot \sin \varphi & 0 \\
\sin \varphi & r \cdot \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

For \((3) \to (2)\) we have: \( r = R \cdot \cos \vartheta, z = R \cdot \sin \vartheta \)
\[
\begin{pmatrix}
\frac{\partial}{\partial u^1} & \frac{\partial}{\partial u^2} & \frac{\partial}{\partial u^3} \\
\frac{\partial}{\partial v^1} & \frac{\partial}{\partial v^2} & \frac{\partial}{\partial v^3}
\end{pmatrix} = 
\begin{pmatrix}
\cos \vartheta & 0 & -R \cdot \sin \vartheta \\
0 & 1 & 0 \\
\sin \vartheta & 0 & R \cdot \cos \vartheta
\end{pmatrix}.
\]

And finally for \((1) \to (3)\):
\( R = \sqrt{x^2 + y^2 + z^2}, \varphi = \arctan(y/x), \vartheta = \arctan(z/\sqrt{x^2 + y^2}) \). The calculation of the Jacobi matrix of this chart change is left to the reader as an exercise.

If we use new coordinates \( \bar{x} := x, \bar{y} := x + y \) on \( \mathbb{R}^2 \) instead of the Cartesian coordinates \( x, y \), then the respective first coordinates coincide, but not the corresponding derivations
\[
\frac{\partial}{\partial x} = \frac{\partial}{\partial \bar{x}} \cdot \frac{\partial}{\partial x} + \frac{\partial}{\partial \bar{y}} = \frac{\partial}{\partial \bar{x}} + \frac{\partial}{\partial \bar{y}} \neq \frac{\partial}{\partial x}.
\]

So \( \frac{\partial}{\partial u^i} \) depends not only on \( u^i \) but on \( u = (u^1, \ldots, u^m) \).

There is also the possibility of describing the tangent space of an abstract manifold more geometrically.
10. Tangent space and derivatives

10.11 Lemma (Tangent vectors via curves).
Let \( C^\infty_2(\mathbb{R}, M) := \{ c \in C^\infty(\mathbb{R}, M) : c(0) = x \} \) be the set of smooth curves through \( x \in M \). For such a smooth curve \( c \) and a smooth function \( f : M \to \mathbb{R} \) let \( \partial_c(f) := (f \circ c)'(0) \). Then \( c \mapsto \partial_c \) defines a surjective mapping

\[
\partial : C^\infty_2(\mathbb{R}, M) \to \text{Der}_x(C^\infty(M, \mathbb{R}), \mathbb{R}).
\]

So we can identify \( T_x M \) with \( C^\infty_2(\mathbb{R}, M) / \sim \), where \( \sim \) is the following equivalence relation on \( C^\infty_2(\mathbb{R}, M) : \)

\[
c_1 \sim c_2 :\iff \forall f \in C^\infty(M, \mathbb{R}) : (f \circ c_1)'(0) = (f \circ c_2)'(0).
\]

The tangent mapping of a smooth function \( g : M \to N \) looks like this in this description:

\[
(T_x g)(\partial_c) = \partial_{g \circ c}.
\]

This corresponds to the description of \( T_x M \) for submanifolds of \( \mathbb{R}^n \) in \[10.1.2\]. However, it has the disadvantage of being unable to recognize the vector space structure of \( T_x M \) and the linearity of \( T_x g \).

Proof. The following calculation shows that \( \partial_c \) is a derivation via \( x \):

\[
\partial_c(f + g) = \left( (f + g) \circ c \right)'(0) = \left( (f \circ c) + (g \circ c) \right)'(0) = (f \circ c)'(0) + (g \circ c)'(0) = \partial_c f + \partial_c g,
\]

\[
\partial_c(\lambda f) = \left( \lambda f \circ c \right)'(0) = \left( \lambda (f \circ c) \right)'(0) = \lambda (f \circ c)'(0) = \lambda \cdot \partial_c f,
\]

\[
\partial_c(f \cdot g) = \left( (f \cdot g) \circ c \right)'(0) = \left( (f \circ c) \cdot (g \circ c) \right)'(0) = (f \circ c)'(0) \cdot (g \circ c)(0) + (f \circ c)(0) \cdot (g \circ c)'(0) = (\partial_c f) \cdot g(x) + (\partial_c g) \cdot f(x).
\]

In order to show that assignment \( c \mapsto \partial_c \) is surjective, we choose local coordinates \( \varphi^{-1} = (u^1, \ldots, u^n) \) centered at \( x \in M \). Each element of \( T_x M = \text{Der}_x(C^\infty(M, \mathbb{R}), \mathbb{R}) \) then has the form \( \sum_{i=1}^m \xi^i \frac{\partial}{\partial u^i} \big|_x \). We now define a (local) curve \( c : \mathbb{R} \to M \) by \( c(t) := \varphi(t\xi^1, \ldots, t\xi^m) \), i.e. \( u^i(c(t)) := t\xi^i \) for \( i = 1, \ldots, m \), then for \( f \in C^\infty(M, \mathbb{R}) \):

\[
(f \circ c)'(0) = \left( (f \circ \varphi) \circ (\varphi^{-1} \circ c) \right)'(0) = (f \circ \varphi)'(0) \left( (\varphi^{-1} \circ c)'(0) \right)
\]

\[
= (f \circ \varphi)'(0)(\xi^1, \ldots, \xi^m) = \sum_{i=1}^m \partial_i(f \circ \varphi)(0)\xi^i
\]

\[
= \sum_{i=1}^m \frac{\partial}{\partial u^i} \big|_x (f)(\xi^i) = \sum_{i=1}^m \xi^i \frac{\partial}{\partial u^i} \big|_x (f).
\]

Thus, \( \partial_c \) is the given element of \( T_x M \), with the single flaw that \( c \) is only locally defined. However, since the above calculation depends only on the appearance of \( c \) near \( 0 \), we can reparameterize \( c \) so that nothing changes near \( 0 \), but \( c \) remains entirely in \( \text{dom}(\varphi) \).

The fact that \( T_x g \) has the given form is immediately apparent:

\[
\left((T_x g)(\partial_c)\right)(f) = \partial_c(f \circ g) = \left( (f \circ g) \circ c \right)'(0) = \left( f \circ (g \circ c) \right)'(0) = \partial_{g \circ c}(f).
\]

Especially among physicists the following description of the tangent space is common:
10.12 Lemma (Tangent vectors via coordinates).

Assume that for each local parameterization \( \varphi \) of \( M \) centered around \( x \), there are coordinates \( (\xi^i)_{i=1}^m \) of a vector \( \xi \in \mathbb{R}^m \) specified so that they transform correctly, i.e. \( \xi_{\varphi_2} = (\varphi_2^{-1} \circ \varphi_1)'(0) \cdot \xi_{\varphi_1} \) for any two charts \( \varphi_1 \) and \( \varphi_2 \) with chart change mapping \( \varphi_2^{-1} \circ \varphi_1 \), or in coordinates \( \xi_{\varphi_2}^i = \sum_{j=1}^m \partial_j (\varphi_2^{-1} \circ \varphi_1)'(0) \cdot \xi_{\varphi_1}^j \). Such a coordinate scheme corresponds to a unique tangent vector in \( T_x M \) and vice versa.

If \( g : M \to N \) is a smooth function, \( T_x g \) maps such a scheme \( \xi \in \mathbb{R}^m \) to the scheme \( \eta_0 \in \mathbb{R}^n \), with \( \eta_0 = (\psi^{-1} \circ g \circ \varphi)'(0) \cdot \xi \).

**Proof.** Let \( \xi \in \mathbb{R}^m \) be given for a local parameterization \( \varphi \) and let \( (u^1, \ldots, u^m) := \varphi^{-1} \) be the associated local coordinates. Then we define a derivation \( \partial \in T_x M \) by \( \partial := \sum_{i=1}^m \xi^i \frac{\partial}{\partial u^i} \). This definition makes sense, that is, is independent of the choice of the chart \( \varphi \), because the \( \xi \) transform in the same way as the coefficients of a derivation with respect to the basis \( \left( \frac{\partial}{\partial u^i} \right) \).

Conversely, the coefficients \( \xi^i \) of a derivation \( \partial \in T_x M \) with respect to the basis \( \left( \frac{\partial}{\partial u^i} \right) \) belonging to \( \varphi = (u^1, \ldots, u^m)^{-1} \), form exactly one correctly transforming coordinate scheme.

The fact that \( T_x g \) maps these schemes in the manner indicated follows immediately from the coordinate representation of \( T_x g \) with respect to bases \( \left( \frac{\partial}{\partial u^i} \right) \) and \( \left( \frac{\partial}{\partial v^j} \right) \) of \( T_x M \) and \( T_{g(x)} N \). \( \square \)

11. Immersions

In the remainder of this chapter, we will use the tangent mapping to study specific properties of smooth mappings. In particular, we are interested in the correct concept of “subobjects” and “quotient objects” of manifolds.

11.1 Definition (Immersions and submersions).

Let \( f \in C^\infty(M, N) \), where \( M, N \) are manifolds. Then

- \( f \) is **immersive** :\( \Leftrightarrow T_x f \) is injective \( \forall \ x \in M \);
- \( f \) is **submersive** :\( \Leftrightarrow T_x f \) is surjective \( \forall \ x \in M \);
- \( f \) is **regular** :\( \Leftrightarrow \ \text{rang}(T_x f) \) is maximal \( (= \min(\dim T_x M, \dim T_{f(x)} N)) \) \( \forall \ x \).

Note that a mapping is immersive if and only if it is regular and \( \dim M \leq \dim N \) holds. Likewise, it is submersive if and only if it is regular and \( \dim M \geq \dim N \) holds.

11.2 Rank-Theorem.

Let \( f \in C^\infty(M, N) \) and \( r \in \mathbb{N} \). Then \( \text{rank}(T_x f) = r \ \forall \ x \in M \) if and only if there is a chart \( \varphi \) centered at \( x \) for each \( x \in M \) and a chart \( \psi \) centered at \( f(x) \), s.t. the locally defined chart representation

\[
\psi^{-1} \circ f \circ \varphi : \mathbb{R}^r \times \mathbb{R}^{m-r} \to \mathbb{R}^r \times \mathbb{R}^{n-r}
\]

has the form \((x, y) \mapsto (x, 0)\).
Note that, w.l.o.g. we may assume (by restricting \( \varphi \) to \( \varphi^{-1}(f^{-1}(\text{im } \psi)) \)) that \( f(\text{im } \varphi) \subseteq \text{im } \psi \) and thus the following diagram commutes:

\[
\begin{array}{ccc}
M \supseteq \text{im } \varphi & \xrightarrow{f|_{\text{im } \varphi}} & \text{im } \psi \subseteq N \\
\varphi & \cong & \psi \\
\text{dom } \varphi & \xrightarrow{\psi^{-1} \circ f \circ \varphi} & \text{dom } \psi \subseteq \mathbb{R}^n
\end{array}
\]

By further shrinking \( \text{dom } \varphi \), we obtain the form \( \varphi = W_1 \times W_2 \subseteq \mathbb{R}^r \times \mathbb{R}^{n-r} \) and \( \text{dom } \psi \cap \mathbb{R}^r = W_1 \) (or even the form \( \psi = W_1 \times W_3 \subseteq \mathbb{R}^r \times \mathbb{R}^{n-r} \) using a compactness argument on \( W_1 \)).

**Proof.** (\( \Leftarrow \)) We have \( \text{rank } T_x f = \text{rank } T_0 (\psi^{-1} \circ f \circ \varphi) = \text{rank } ((x, y) \mapsto (x, 0)) = r \).

(\( \Rightarrow \)) Without loss of generality, let \( M = \mathbb{R}^m \), \( N = \mathbb{R}^n \), \( x = 0 \), and \( f(x) = 0 \). The idea of the proof is that \( f \) looks locally roughly like the derivative \( f'(0) \), and being a linear map of rank \( r \) this is up to change of basis of the form \( (x, y) \mapsto (x, 0) \):

Namely, let \( F_1 := \text{Bild}(f'(0)) \), \( F_2 := F_1^\perp \), \( F_2 := \text{Ker}(f'(0)) \), and \( E_1 := E_2^\perp \). Then \( r = \text{rank } (f'(0)) = \dim (F_1) \), and furthermore \( \dim (E_1) := m - \dim (E_2) = \dim (F_1) \) and the component representation of \( f'(0) : E_1 \oplus E_2 \to F_1 \oplus F_2 \) has the following form:

\[
f'(0) = \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix},
\]

with invertible \( A \in L(E_1, F_1) \) and, if we write \( f = (f_1, f_2) \), then \( A = \partial_1 f_1(0, 0) \).

We now try to use local diffeomorphisms to bring the map \( f \) to the desired shape.

For this we first consider a slightly modified variant of \( f \), namely the smooth map \( \varphi^{-1} : E_1 \oplus E_2 \to F_1 \oplus E_2 \) given by \( \varphi^{-1} : (x_1, x_2) \mapsto (f_1(x_1, x_2), x_2) \) (we will justify the notation as inverse). The Jacobi matrix of \( \varphi^{-1} \) in 0 looks like this:

\[
(\varphi^{-1})'(0) = \begin{pmatrix} \partial_1 f_1(0, 0) & \partial_2 f_1(0, 0) \\ 0 & \text{id} \end{pmatrix} = \begin{pmatrix} A & 0 \\ 0 & \text{id} \end{pmatrix}.
\]

So \( (\varphi^{-1})'(0) \) is invertible and because of the Inverse Function Theorem 2.2, \( \varphi^{-1} \) is a local diffeomorphism. If \( \varphi \) is the local diffeomorphism inverse to \( \varphi^{-1} \) and \( g := f \circ \varphi \), then \( g = (g_1, g_2) \) has the following form:

\[
g(y_1, y_2) = (y_1, g_2(y_1, 0)),
\]

because

\[
\begin{align*}
x &= (x_1, x_2) := \varphi(y_1, y_2) \\
y &= (y_1, y_2) = \varphi^{-1}(x_1, x_2) = (f_1(x_1, x_2), x_2) \\
y_1 &= f_1(x_1, x_2) = f_1(\varphi(y_1, y_2)) = g_1(y_1, y_2).
\end{align*}
\]

Furthermore, \( \text{Rang } g'(y) = \text{Rang } f'(\varphi(y)) = r \) holds, since \( \varphi \) is a local diffeomorphism. So in the component representation of \( g'(y) \)

\[
g'(y) = \begin{pmatrix} \text{id} & 0 \\ \partial_1 g_2(y) & \partial_2 g_2(y) \end{pmatrix}
\]

the bottom right corner has to be \( \partial_2 g_2(y) = 0 \) and thus \( g_2(y_1, y_2) = g_2(y_1, 0) \).

In order to make the second component of \( g \) zero, we use \( \psi^{-1} : F_1 \oplus F_2 \to F_1 \oplus F_2 \) (the notation as inverse will be also justified) defined by

\[
\psi^{-1}(y_1, y_2) := (y_1, y_2 - g_2(y_1, 0)).
\]
The component representation of $(\psi^{-1})'(x)$ is given by

\[
(\psi^{-1})'(y_1, y_2) = \begin{pmatrix}
\id & 0 \\
-\partial_1 g_2(y_1, 0) & \id
\end{pmatrix}
\]

and thus $\psi^{-1}$ is a local diffeomorphism, i.e. is really the inverse of some $\psi$. Furthermore

\[
(\psi^{-1} \circ f \circ \varphi)(y_1, y_2) = \psi^{-1}(y_1, g_2(y_1, 0)) = (y_1, g_2(y_1, 0) - g_2(y_1, 0)) = (y_1, 0).
\]

### 11.3 Corollary (Characterization of diffeomorphisms).

For smooth mappings $f$ the following holds:

\[ f \text{ is diffeomorphism } \iff f \text{ and } T_x f \text{ are bijective for all } x \in M. \]

**Proof.** $(\Rightarrow)$ The mapping $f$ is clearly bijective. That $T_x f$ is also bijective has already been shown in 10.4.

$(\Leftarrow)$ The mapping $g := f^{-1}$ is well-defined and continuous since $f$ is open as local diffeomorphism. By the Rank-Theorem 11.2 there are charts $\varphi$ at $x$ and $\psi$ at $f(x)$, such that $f(\text{im}(\varphi)) \subseteq \text{im}(\psi)$ and $\psi^{-1} \circ f \circ \varphi = \id$.

\[
\begin{array}{c}
\text{im } \varphi \\
\cong \varphi \\
\downarrow \varphi \\
\mathbb{R}^m \\
\end{array}
\xrightarrow{f} \quad \begin{array}{c}
\text{im } \psi \\
\cong \psi \\
\downarrow \psi \\
\mathbb{R}^m \\
\end{array}
\]

Without restriction of generality we can therefore assume $\text{dom } \psi = \text{dom } \varphi$. Thus $z \mapsto f^{-1}(z) = (\varphi \circ \psi^{-1})(z)$ is smooth on $\text{im } \psi$ and hence $f$ is a diffeomorphism since $\psi^{-1}$ restricted to $\text{im } \psi$ is one.

### 11.4 Characterization of Immersions.

We now want to try to find out which subsets $M$ of manifolds $N$ can be made into manifolds such that the inclusion $f := \text{incl} : M \rightarrow N$ is smooth and that the tangent spaces $T_x M$ of $M$ are mapped by $T_x f$ bijectively onto subspaces of $T_{f(x)} N$, i.e. $f$ is an immersion. For this we have to try to express the property that $f$ is an immersion by using charts from $N$.

By the Rank-Theorem 11.2 immersions look like inclusions incl : $\mathbb{R}^m \hookrightarrow \mathbb{R}^n$ with respect to suitable charts $\varphi$ centered at $x \in M$ and $\psi$ centered at $f(x) \in N$ with $f(\text{im } \varphi) \subseteq \text{im } \psi$ and $\text{dom } \psi \cap \mathbb{R}^m = \text{dom } \varphi$. So $f|_{\text{im } \varphi}$ is bijective from $\text{im } \varphi$ to its image

\[
\text{im}(f|_{\text{im } \varphi}) = f(\text{im } \varphi) = \psi(\text{incl}(\text{dom } \varphi)) = \psi(\text{dom } \psi \cap \mathbb{R}^m) = \psi(\mathbb{R}^m),
\]

and thus

\[
\varphi = f|_{\text{im } \varphi}^{-1} \circ f|_{\text{im } \varphi} \circ \varphi = f|_{\text{im } \varphi}^{-1} \circ \psi \circ \text{incl} = f|_{\text{im } \varphi}^{-1} \circ \psi|_{\mathbb{R}^m}.
\]
Thus by appropriate choices of neighborhoods $U_x := \text{im } \varphi$ of $x \in M$ and charts $\psi$ of $N$ centered at $f(x)$ we obtain an atlas $\varphi := f|_{U_x}^{-1} \circ \psi|_{\mathbb{R}^m}$ for $M$ and the chart representation of $f$ then looks like the inclusion $\mathbb{R}^m \hookrightarrow \mathbb{R}^n$. This shows the direction $\left(1 \Rightarrow 2\right)$ of the following

**Proposition.** Characterization of immersions.

For $f \in C^\infty(M, N)$ the following statements are equivalent:

1. $f$ is immersive;

2. $\forall x \in M \ \exists U_x$ open neighborhood of $x$ in $M$ and a chart $\psi$ centered at $f(x)$ in $N$, such that $f|_{U_x}^{-1} \circ \psi|_{\mathbb{R}^m} : \text{dom } \psi \cap \mathbb{R}^m \to U_x$ is a well-defined diffeomorphism (and thus a chart for $M$);

3. $f$ has locally a left-side inverse, that is $\forall x \in M \ \exists U_x$ open neighborhood of $x$ in $M$ and $\exists h : N \supseteq V_{f(x)} \to M$ smooth with $V_{f(x)} \supseteq f(U_x)$ open and $h \circ f = \text{id}_{U_x}$.

**Proof.** We just showed $\left(1 \Rightarrow 2\right)$.

(2 $\Rightarrow$ 3) Let $\varphi := f|_{U_x}^{-1} \circ \psi|_{\mathbb{R}^m} : \text{dom } \psi \cap \mathbb{R}^m \to U_x$ be the diffeomorphism with $U_x$ and $\psi$ as in (2). By shrinking the chart $\psi$ we can achieve that $\text{dom } \psi$ is of the form $W_1 \times W_2 \subseteq \mathbb{R}^m \times \mathbb{R}^{n-m}$. Now we put $V_{f(x)} := \text{im } \psi$ and $h := \varphi \circ \text{pr}_1 \circ \psi^{-1}$, where $\text{pr}_1 : \mathbb{R}^n = \mathbb{R}^m \times \mathbb{R}^{n-m} \ni W_1 \times W_2 \to W_1 \subseteq \mathbb{R}^m$ denotes the canonical projection onto the first factor. Then $h : V_{f(x)} \to U_x$ is smooth and

$$h \circ f \circ \varphi = \varphi \circ \text{pr}_1 \circ \psi^{-1} \circ f \circ \varphi = \varphi \circ \text{pr}_1 \circ \text{incl}_1 = \varphi = \text{id } \circ \varphi,$$

so $h \circ f = \text{id }$ on im $\varphi = U_x$.

(3 $\Rightarrow$ 1) Because of $h \circ f = \text{id}$ locally at $x$, the identity $\text{id } = T_x \text{id } = T_{f(x)} h \circ T_x f$ holds, so $T_x f$ is injective and thus $f$ is an immersion.

**11.5 Corollary.**

Let $f \in C^\infty(M, N)$ be an immersion and $g : P \to M$ be a continuous mapping with $f \circ g \in C^\infty(P, N)$. Then $g$ is smooth.
Proof. Let \( z \in P \) and \( x := g(z) \). There are \( U_x \) and \( h : f(U_x) \subseteq V_f(x) \rightarrow M \) as in 11.4.3. Since \( g \) is continuous, \( g^{-1}(U_x) \) is an open neighborhood of \( z \) on which \( g = (h \circ f) \circ g = h \circ (f \circ g) \) is smooth. \( \square \)

11.6 Remarks.

1. For 11.5, the continuity of \( g \) is essential: Let \( g : [-\pi, \pi] \rightarrow [-\pi, \pi] \) be defined by
   \[
   g : t \mapsto \begin{cases} 
   \pi - t & \text{for } t > 0 \\
   0 & \text{for } t = 0 \\
   -\pi - t & \text{for } t < 0 
   \end{cases}
   \]
   and the immersion \( f : (-\pi, \pi) \rightarrow \mathbb{R}^2 \) be defined by \( f(t) := (\sin t, -\sin 2t) \).

2. A manifold \( M \), whose underlying set is a subset of a manifold \( N \), is called an immersive submanifold, if the inclusion \( \text{incl} : M \rightarrow N \) is an immersion. An immersive submanifold is generally not a submanifold in the sense of 2.4, or more generally of 11.10: The mapping \( f : (-\pi, \pi) \rightarrow \mathbb{R}^2 \) from 1 is an injective immersion, but the immersive submanifold \( \text{im}(f) \cong (\pi, \pi) \) is not a submanifold of \( \mathbb{R}^2 \).

3. The manifold structure of an immersive submanifold is generally not determined by that of \( N \) as 1 shows: \( f \) and \( f \circ g \) induce two different manifold structures on \( M = \text{im}(f) \).

11.7 Definition (Initial and final mappings).

Let \( f \in C^\infty(M, N) \). The map \( f \) is called initial mapping \( \iff \) for each mapping \( g : P \rightarrow M \) with the property that \( f \circ g \) is smooth, \( g \) itself is smooth.

The mapping \( f \) is called final mapping \( \iff \) for each \( g : N \rightarrow P \) with the property that \( g \circ f \) is smooth, \( g \) itself is smooth.

11.8 Definition (Embedding).

It is \( f : M \rightarrow N \) smooth, then \( f \) is called embedding \( \iff \) \( f \) is an injective immersion and \( f : M \rightarrow f(M) \) is a homeomorphism onto its image \( f(M) \) supplied with the trace topology of \( N \).

11.9 Proposition (Characterization of embeddings).

For \( f \) in \( C^\infty(M, N) \), the following statements are equivalent:
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1. \( f \) is an embedding;
2. For each \( x \in M \), there is a chart \( \psi \) of \( N \) centered at \( f(x) \) so that \( f^{-1} \circ \psi|_{\mathbb{R}^m} : \text{dom} \ \psi \cap \mathbb{R}^m \to f^{-1}(\text{im} \ \psi) \) is a well-defined diffeomorphism (and thus a chart);
3. \( f \) has local left inverses in the following sense: \( \forall \ x \in M \ \exists \ h : V_{f(x)} \to M \) smooth on an open neighborhood \( V_{f(x)} \) from \( f(x) \) in \( N \) with \( h \circ f = \text{id} \) on \( f^{-1}(V_{f(x)}) \).

Note that the difference to the formulation of immersions in 11.4 is only that the image of the constructed charts \( \varphi \) is now all of \( f^{-1}(\text{im} \ \psi) \) and not just an open neighborhood \( U_x \) of \( x \), i.e. \( \text{im} \ \psi \cap \text{im} \ f \) may consist only of a part which looks like \( \mathbb{R}^m \subseteq \mathbb{R}^n \).

**Proof.**
- **(1 \( \Rightarrow \) 2)** Let \( f \) be an embedding. Since \( f \) is an immersion, there exists, for \( x \in M \) by 11.4, an open \( U_x \subseteq M \) and a chart \( \psi \) centered at \( f(x) \), s.t.

\[
f^{-1} \circ \psi|_{\mathbb{R}^m} : \text{dom} \ \psi \cap \mathbb{R}^m \to U_x
\]

is a well-defined diffeomorphism. We want to achieve \( U_x = f^{-1}(\text{im} \ \psi) \) by resizing \( \text{dom} \ \psi \). Since \( f \) is a homeomorphism onto its image, there exists an open \( W \subseteq \text{im} \ \psi \) with \( W \cap \text{im} \ f = f(U_x) \). Without loss of generality \( \text{im} \ \psi = W \), hence \( U_x = f^{-1}(\text{im} \ \psi) \), because

\[
U_x \xrightarrow{\text{def}} (f^{-1} \circ f)(U_x) = f^{-1}(W \cap \text{im} \ f) = f^{-1}(\text{im} \ \psi \cap \text{im} \ f) = f^{-1}(\text{im} \ \psi).
\]

- **(2 \( \Rightarrow \) 3)** The same definition of \( h \) as in the corresponding proof of 11.4 now provides a left inverse on \( U_x = f^{-1}(\text{im} \ \psi) \).

- **(3 \( \Rightarrow \) 1)** by 11.4 \( f \) is immersive.

Furthermore, \( f \) is injective, otherwise there are \( x_1 \neq x_2 \) with \( y := f(x_1) = f(x_2) \) and a local left-inverse \( h : V_y \to M \) as in 3. Then \( x_i \in f^{-1}(V_y) \) and thus \( x_i = (h \circ f)(x_i) = h(y) \) is independent of \( i \), a contradiction.
Finally, $f$ is a homeomorphism onto its image: Let $(x_i)_i$ be a net in $M$ for which $f(x_i)$ converges to an $f(x_\infty)$. Let $h : V \to M$ be a local left inverse as in [3] with an open neighborhood $V$ of $f(x_\infty)$. Then $f(x_i)$ is finally in $V$ and thus $x_i$ finally in $f^{-1}(V)$ and hence converges $x_i = (h \circ f)(x_i) = h(f(x_i)) \to h(f(x_\infty)) = x_\infty$.

11.10 Definition (Submanifold).
A subset $M$ of a manifold $N$, which itself is a manifold and for which the inclusion incl : $M \hookrightarrow N$ is an embedding (hence possesses the equivalent properties of 11.9) is called (regular) submanifold of $N$.

Any subset $M \subseteq N$ having for each point $x \in M$ a chart $\psi$ of $N$ centered at $x$ for which $M \cap \operatorname{im} \psi = \psi(\mathbb{R}^m)$ holds, is itself a manifold of dimension $m$ with the smooth atlas formed by these restrictions $\psi|_{\mathbb{R}^m}$ and, furthermore, the inclusion incl : $M \hookrightarrow N$ is by construction and by 11.9.2 an embedding. Thus $M$ is a regular submanifold of $N$.

This shows that the definition for regular submanifolds of $N = \mathbb{R}^n$ coincide with that given in 2.4 for submanifolds of $\mathbb{R}^n$, because charts $\psi$ of $N = \mathbb{R}^n$ as in 11.9.2 (i.e. with $M \cap \operatorname{im} \psi = \psi(\mathbb{R}^m)$) are just local trivializations in the sense of 2.4.4

The image $f(M)$ of each embedding $f : M \to N$ is obviously a regular submanifold of $N$ and the embedding induces a diffeomorphism $f : M \to f(M)$:

By 11.9.2 $f(M) \cap \operatorname{im} \psi = \psi(\mathbb{R}^m)$, i.e. $f(M)$ is a regular submanifold with $\psi|_{\mathbb{R}^m}$ as charts and $f^{-1}$ is (locally) smooth. So up to diffeomorphisms, embeddings are nothing else but the inclusion of regular submanifolds.

11.11 Whitney Embedding Theorem.
Let $M$ be a connected $\sigma$-compact (and thus paracompact) $C^\infty$ manifold of dimension $m$. Then $M$ can be embedded into some finite-dimensional vector space. Thus each “abstract” manifold can be realized as a submanifold of some $\mathbb{R}^n$.

Proof. Let $\left\{\psi_i : 0 \leq i \leq m\right\}$ be a finite atlas on 9.8 (for an elementary proof of 11.11 without using dimension theory, see for example [19, S.73]). Furthermore, let $f_i$ be a partition of unity subordinated to $\{\operatorname{im} \psi_i\}$ and let $f : M \to \prod_{i=0}^m(\mathbb{R} \times \mathbb{R}^m)$ be the smooth mapping

$$x \mapsto (f_i(x), f_i(x)\psi_i^{-1}(x))_{i=0}^m.$$

In order to apply 11.9, we show the existence of local left-inverses $g_i : (\mathbb{R} \times \mathbb{R}^m)^{m+1} \supseteq V_i \to M$ for an open covering $\{V_i : 0 \leq i \leq m\}$ of $f(M)$.

Let

$$V_i := \left\{(t, y) : t_0 > 0, \frac{1}{t_0} y_i \in \operatorname{dom} \psi_i\right\},$$

$$g_i : V_i \to M, \quad (t, y) \mapsto \psi_i(t_0^{-1} \cdot y_i)$$
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Then $g_i \circ f = \text{id}$ on $f^{-1}(V_i)$, because
\[ f^{-1}(V_i) \ni x \mapsto (g_i \circ f)(x) = \psi_i \left( \frac{f_i(x)\psi_i^{-1}(x)}{f_i(x)} \right) = \psi_i(\psi_i^{-1}(x)) = x. \square \]

11.12 Remarks.

1. By the proof of 11.11, $m$-dimensional manifolds can be embedded into $\mathbb{R}^{(m+1)^2}$. But this also works for lower dimensional $\mathbb{R}^n$’s. Namely, $M$ can be embedded in $\mathbb{R}^n$, where
   (i) for $n = 2m + 1$, the proof is relatively simple, see [65, S.55];
   (ii) for $n = 2m$ this is due to [153].

Conjecture: The minimum $n = 2m - \alpha(m) + 1$, where $\alpha(m)$ is the number of ones in the binary number development of $m$.

A related question is that about the minimum $n$ for the existence of an immersion $M \to \mathbb{R}^n$?
   (i) For $n = 2m$, the proof is relatively simple, see [65, S.24].
   (ii) For $n = 2m - 1$, it is due to [153].

The conjecture that the minimum is $n = 2m - \alpha(m)$ was finally be proved for compact manifolds in [30] and in general in [20].

2. The Rank-Theorem provides us in a simple way with more regular submanifolds:

Let $f \in C^\infty(M, N)$ with rank$(T_x f) = r \ \forall x \in M$. Then $f^{-1}(y)$ is a regular submanifold of $M$ for each $y$.

**Proof.** This is a local property, so without loss of generality we may assume that $M \subseteq \mathbb{R}^m$ and $N \subseteq \mathbb{R}^n$ are open. Then it follows from 11.2 that $f$ looks locally like $(x, y) \mapsto (x, 0)$, and thus the $f^{-1}(0)$ preimage looks like $\{0\} \times \mathbb{R}^{m-r}$. □

11.13 Corollary (Retracts are manifolds).

Let $f \in C^\infty(M, M)$ with $f \circ f = f$. Then $A := f(M)$ is regular submanifold, i.e. smooth retracts of manifolds are again manifolds.

**Proof.** Note that $x \in A := f(M)$ holds if and only if $f(x) = x$ holds: In fact $x = f(y) \Rightarrow f(x) = f(f(y)) = f(y) = x$, and vice versa $x = f(x) \in f(M)$.

Let $x_0 \in A$ and $\varphi : \mathbb{R}^m \supseteq U \to \varphi(U) \subseteq M$ be a chart centered at $x_0$. For all $y$ in the neighborhood $V := f^{-1}(\varphi(U)) \cap \varphi(U)$ of $x_0$ we have:

\[
\begin{align*}
y \in f(M) &\iff f(y) = y \\
&\iff (\varphi^{-1} \circ f \circ \varphi)(\varphi^{-1}(y)) = \varphi^{-1} \circ f)(y) = \varphi^{-1}(y) \\
&\iff (\text{id} - \bar{f})(\varphi^{-1}(y)) = 0,
\end{align*}
\]

where $\bar{f} := \varphi^{-1} \circ f \circ \varphi : U \supseteq f^{-1}(\varphi(U)) \to U \subseteq \mathbb{R}^m$ is the chart representation of $f$.

For $z \in f^{-1}(\varphi^{-1}(V))$ we have:
\[
(f \circ \bar{f})(z) = (\varphi^{-1} \circ f \circ \varphi \circ \varphi^{-1} \circ f \circ \varphi)(z) = (\varphi^{-1} \circ f^2 \circ \varphi)(z) = (\varphi^{-1} \circ f \circ \varphi)(z) = \bar{f}(z),
\]

i.e., without loss of generality, $0 \in U \subseteq \mathbb{R}^m$ is open and $f : U \to \mathbb{R}^m$ satisfies $f(0) = 0$ and $f \circ f = f$. We have to show that $\text{id} - \bar{f} = 0$ is a regular equation.
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11.16 Lemma.

Let $U \subseteq \mathbb{R}^m$ be open and $N \subseteq U$ a Lebesgue zero set. Furthermore, let $f : U \to \mathbb{R}^m$ be a $C^1$ map. Then $f(N)$ is also a Lebesgue zero set.
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11.17 Theorem of Fubini.

Let $N \subseteq \mathbb{R}^n$ be compact and $N \cap \{t\} \times \mathbb{R}^{n-1}$ a Lebesgue zero set in $\{t\} \times \mathbb{R}^{n-1}$ for all $t \in \mathbb{R}$. Then $N$ is a Lebesgue zero set in $\mathbb{R}^n$.

For a proof, see [19, S.59] or [82, 7.6.9].

Proof of the Theorem of Sard [11.15]. Note that if there is a neighborhood $U_x$ for each point $x$ in a set $X \subseteq \mathbb{R}^m$, s.t. $f(U_x \cap X)$ is a Lebesgue zero set, then $f(X) = \bigcup_{x \in X} f(U_x \cap X)$ is also a Lebesgue zero set, because countably many of the $U_x$ already cover $X$ (which is Lindelöf by the proof of [82, 7.2]). Hence it suffices to consider case $f : \mathbb{R}^m \supseteq U \to \mathbb{R}^n$. Let $D$ be the set of critical points. We make induction on $m$. For $m = 0$, this is trivial.

In the induction step we want to apply [11.17], however the set of critical values is not compact, but the critical points are a countable union of compact sets, because the set of points $x$, where the determinant of a fixed $r \times r$ submatrix of $f'(x)$ vanishes, is closed, i.e. is the countable union of their intersections with the compact balls $B_n(x)$ for $n \in \mathbb{N}$, and the set of critical values thus is a countable union of the compact images of all these compact sets (and hence [11.17] applies).

Let

$$D_k := \{x \in U : \frac{\partial^n}{\partial x^\alpha} f(x) = 0 \text{ for all } |\alpha| \leq k\}.$$

The $D_k$ are closed and $D \supseteq D_1 \supseteq D_2 \supseteq \ldots$

$f(D \setminus D_1)$ is a Lebesgue zero set:

Let $x \in D \setminus D_1$. Without loss of generality $\frac{\partial}{\partial x^r} f_1(x) \neq 0$. Then $h : U \to \mathbb{R}^m,$
\( (x^1, \ldots, x^m) \mapsto (f_1(x), x^2, \ldots, x^m) \) is a local diffeomorphism and \( g := f \circ h^{-1} \) has the form
\[
g : (f_1(x), x^2, \ldots) \mapsto (x^1, \ldots, x^n) \mapsto (f_1(x), \ldots, f_n(x))
\]
\[
g : (t, x^2, \ldots, x^m) \mapsto (t, g^2(t, x), \ldots, g^n(t, x)).
\]

The hyperplane \( \{t\} \times \mathbb{R}^{m-1} \cong \mathbb{R}^{n-1} \) by \( g \), and the restriction \( g_t(x) := (g^2(t, x), \ldots, g^n(t, x)) \) of \( g \) to it has \( x \) as a critical point if and only if \( (t, x) \) is a critical point of \( g \). By induction, the critical values of \( g_t \) are \( \text{Lebesgue zero set} \), and according to Fubini's theorem \([11,17]\), also those of \( g \), but these are the ones of \( f = g \circ h \) because \( h \) is a local diffeomorphism.

\( f(D_k \setminus D_{k+1}) \) is a \( \text{Lebesgue zero set} \):
Let \( x \in D_k \setminus D_{k+1} \). W.l.o.g. \( \frac{\partial^{k+1} f}{\partial x_1 \cdots \partial x_k}(x) \neq 0 \). Put \( w := \frac{\partial^k f}{\partial x_1 \cdots \partial x_k} \). Then \( w|_{D_k} = 0 \) and \( \frac{\partial w}{\partial x_i}(x) \neq 0 \). Let \( h(x) := (w(x), x_2, \ldots, x_m) \). Then \( h : U \to \mathbb{R}^m \) is a local diffeomorphism (say between \( U_x \) and \( h(U_x) \)) with \( h(D_k) \subseteq \{0\} \times \mathbb{R}^{m-1} \subseteq \mathbb{R}^m \). We consider the mapping \( g := f \circ h^{-1} : h(U_x) \to \mathbb{R}^n \) and its restriction \( g_0 := g|_{\{0\} \times \mathbb{R}^{m-1}} \). Since all partial derivatives of \( f \) of order \( \leq k \) vanish on \( D_k \) and thus, in particular, those of order \( 1 \) of \( g_0 = f \circ h^{-1}|_{\{0\} \times \mathbb{R}^{m-1}} \) vanish on \( h(U_x \cap D_k) \), we obtain that \( h(U_x \cap D_k) \) is contained in the set of critical points of \( g_0 \). By induction hypothesis \( f(U_x \cap D_k) = g_0(h(U_x \cap D_k)) \) is a \( \text{Lebesgue zero set} \) and hence \( f(D_k \setminus D_{k+1}) \) is also one.

\( f(D_k) \) is a \( \text{Lebesgue zero set} \) for each \( k > \frac{n}{a} - 1 \):
Let \( Q \) be a cube with side-length \( a \). By the Taylor formula we get
\[
\left| f(x + h) - f(x) \right| = \left| \int_0^1 \frac{(1 - t)^k}{k!} f^{(k+1)}(x + th)(h, \ldots, h) \, dt \right| \\
\leq \sup_{x \in Q} \| f^{(k+1)}(x) \| \int_0^1 \frac{(1 - t)^k}{k!} \, dt \, |h|^k \leq \tau |h|^k + 1
\]
for all \( x \in D_k \cap Q \). We decompose \( Q \) into \( N^m \) cubes with side-length \( \frac{a}{N} \). Let \( Q' \) be such a smaller cube containing a point \( x \in D_k \). Then each point in \( Q' \) is of the form \( x + h \) with \( |h| \leq \frac{a}{N} \) and thus \( f(Q') \) is contained in a cube of edge length \( 2 \tau \left( \frac{a}{N} \right)^{k+1} \). All these cubes together have a total volume of at most \( N^m \frac{(2 \tau a)^{k+1})^m}{N(k+1)^m} \) and for \( (k+1)n > m \) this term converges to zero for \( N \to \infty \).

11.18 Retraction Theorem.

There is no continuous retraction \( \mathbb{D}^n := \{ x \in \mathbb{R}^n : |x| \leq 1 \} \to S^{n-1} \).

A retraction \( f \) to a subset \( Y \subseteq X \) is a mapping \( f : X \to Y \) which fulfills \( f|_Y = \text{id} \), i.e. a left inverse to the inclusion \( Y \hookrightarrow X \). More intuitively, a deformation retract from \( Y \) to \( X \) is defined to be a continuous mapping \( F : [0,1] \times X \to X \) with the following properties:

- \( \forall t \in [0,1] \, \forall y \in Y : F(t, y) = y \).
- \( \forall x \in X : F(0, x) = x \).
- \( \forall x \in X : F(1, x) \in Y \).

If put \( F_t(x) := F(t, x) \) with \( F_t : X \to X \), then \( F_t|_Y = \text{id}_Y \), \( F_0 = \text{id}_X \), and \( F_1 : X \to Y \) is a retraction.

Conversely, we can extend any retraction \( f : \mathbb{D}^n \to S^{n-1} \subseteq \mathbb{D}^n \) to a deformation retract \( F(t, x) := (1-t) x + t f(x) \).
11. Immersions

Proof. Suppose there were a retraction $f$. We first want to show that w.l.o.g. $f$ is $C^\infty$:

Using $f$ we get a retraction $f_1 : \mathbb{R}^n \to S^{n-1}$ which is $C^\infty$ on a neighborhood of $S^{n-1}$, e.g.

$$f_1(x) := \begin{cases} f(x/|x|) = x/|x| & \text{for } 1/2 \leq |x| \\ f(2x) & \text{for } |x| \leq 1/2. \end{cases}$$

By Exercise [98, EX5] (or the Stone-Weierstrass Theorem) there exists a smooth function $f_2 : \mathbb{R}^n \to \mathbb{R}^n$ with $\|f_2 - f_1\|_\infty < 1$. Now let

$$h \in C^\infty(\mathbb{R}^m, [0, 1])$$

with $h(x) = \begin{cases} 1 & \text{for } |x| \leq 1/2 \\ 0 & \text{for } |x| \geq 1 \end{cases}$

and $f_3(x) := (1 - h(x)) f_1(x) + h(x) f_2(x)$. Then

$$|f_3(x) - f_1(x)| = h(x) \cdot |f_2(x) - f_1(x)| \leq |f_2(x) - f_1(x)| < 1 = |f_1(x)| \Rightarrow f_3(x) \neq 0$$

for all $x$ and $f_3(x) = f_1(x) = x/|x|$ for $|x| \geq 1$.

Finally, $f_4(x) := f_3(x)/|f_3(x)|$ is the sought-after $C^\infty$-retraction. We call this again $f$. By the Theorem of Sard [11.15], there exists a regular value $y \in S^{n-1}$ of $f$, and thus $M := f^{-1}(y)$ is a 1-dimensional submanifold of $\mathbb{R}^n$ (which intersects $S^{n-1}$ radially) and $y \in M \cap S^{n-1}$. Let $z \in M$ be another intersection point of the connected component of $y$ in $M$ with $S^{n-1}$ (It exists, since the connected component of $y$ is unbounded, hence homeomorphic to $\mathbb{R}$ (see [82, 7.6.12]) and thus must leave $\mathbb{D}^n$ again because $f^{-1}(y) \cap \mathbb{D}^n$ is compact). Then $f(z) = z \neq y$ gives a contradiction to $z \in f^{-1}(y)$. \hfill \Box

11.19 Brouwer’s fixed point theorem.

Every continuous $f : \mathbb{D}^n \to \mathbb{D}^n$ has at least one fixed point.

Proof.

Suppose $f : \mathbb{D}^n \to \mathbb{D}^n$ has no fixed point. Then a continuous retraction $r : \mathbb{D}^n \to S^{n-1}$ can be defined by mapping $x \in \mathbb{D}^n$ to the intersection point of the straight line from $f(x)$ to $x$ with $S^{n-1}$ which is closer to $x$. A contraction to [11.18]. \hfill \Box

Explicitly, $r$ is given by:

$$r(x) := x - \lambda(f(x) - x), \text{ where } \lambda \geq 0 \text{ and}$$

$$0 = |r(x)|^2 - 1 = \lambda^2 |f(x) - x|^2 - 2\lambda \langle f(x) - x \rangle + |x|^2 - 1,$$

that is

$$\lambda = \frac{|x| \langle f(x) - x \rangle + \sqrt{|x| \langle f(x) - x \rangle^2 + |f(x) - x|^2 (1 - |x|^2)}}{|f(x) - x|^2},$$
12. Submersions

12.1 Proposition (Characterization of submersions).

Let \( f \in C^\infty(M, N) \), then

\[
f \text{ is a submersion} \iff f \text{ has local sections.}
\]

(I.e., \( \forall x \in M \exists U_{f(x)} \subseteq N \exists g^x \in C^\infty(U_{f(x)}, M) : g^x(f(x)) = x \) and \( f \circ g^x = \text{id} \) on \( U_{f(x)} \). So locally there exists a right inverse.)

**Proof.** (\( \Rightarrow \)) By the Rank-Theorem \[11.2\], charts \( \varphi \) exist around \( x \) and \( \psi \) around \( f(x) \), so that the following diagram commutes:

\[
\begin{array}{ccc}
\mathbb{R}^n \times \mathbb{R}^{m-n} & \xrightarrow{f} & \text{im} \psi \\
\varphi \downarrow & & \psi \downarrow \\
\text{dom} \varphi & \xrightarrow{pr_1} & \text{dom} \psi \subseteq \mathbb{R}^n
\end{array}
\]

Here \( pr_1 : \mathbb{R}^m \to \mathbb{R}^n \) denotes the natural projection. If we now put \( U_{f(x)} := \text{im} (\psi) \) and \( g^x := \varphi \circ \text{incl}_1 \circ \psi^{-1} \), then \( g^x \) is smooth with \( g^x(f(x)) = x \) and

\[
f \circ g^x = f \circ \varphi \circ \text{incl}_1 \circ \psi^{-1} = \psi \circ \text{pr}_1 \circ \text{incl}_1 \circ \psi^{-1} = \text{id}_{U_{f(x)}}.
\]

(\( \Leftarrow \)) Let \( U_{f(x)} \) and \( g^x \) be as assumed, then

\[
T_{f(x)} \text{id} = \text{id}_{T_{f(x)}N} = T_{f(x)}(f \circ g^x) = T_x f \circ T_{f(x)} g^x \Rightarrow T_x f \text{ is surjective.} \]

12.2 Corollary (Submersions are open and final).

Each submersion \( f : M \to N \) is an open mapping. Each surjective submersion \( f \) is also final.

**Proof.** \( f \) is open: Let \( U \subseteq M \) be open and \( y \in f(U) \), i.e. \( y := f(x) \) for some \( x \in U \). By \[12.1\] there exists a \( y \)-neighborhood \( U_y \) and a smooth \( g^x : U_y \to M \) with \( g^x(y) = x \) and \( f \circ g^x = \text{id}_{U_y} \). Without loss of generality, \( U_y \subseteq (g^x)^{-1}(U) \).

Hence \( U_y = (f \circ g^x)(U_y) \subseteq f(U) \Rightarrow f(U) \) is open.

\( f \) is final: Let \( g : N \to P \) be such that \( g \circ f \) is smooth. Since \( f \) is surjective, there is an \( x \in M \) with \( f(x) = y \) for each \( y \in N \). As before, by \[12.1\] \( \exists g^x \in C^\infty(U_y, M) \).

Hence

\[
g|_{U_y} = g \circ (f \circ g^x) = (g \circ f) \circ g^x \text{ is smooth},
\]

so \( g \) is smooth everywhere.

13. Fiber bundles

By the Rank-Theorem \[11.2\] for submersive maps \( f : P \to M \) there are charts \( \varphi : \mathbb{R}^n \times \mathbb{R}^{m-n} \supseteq W_1 \times W_2 \to P \) and \( \psi : W_1 \to M \) so that the chart representation

\[
\begin{array}{ccc}
\mathbb{R}^n \times \mathbb{R}^{m-n} & \xrightarrow{\varphi} & P \\
\psi \downarrow & & \downarrow \\
W_1 \times W_2 & \xrightarrow{\psi} & M
\end{array}
\]
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of \( f \) is given by \( \text{pr}_1 : W_1 \times W_2 \to W_1 \). The composition \( \Psi := \varphi \circ (\psi^{-1} \times \text{id}) : \) \( \text{im} \psi \times W_2 \to W_1 \times W_2 \to \text{im} \varphi \) is then a diffeomorphism such that \( f \circ \Psi = \text{pr}_1 : \\

\begin{align*}
P & \xleftarrow{\text{im} \varphi} W_1 \times W_2 \xrightarrow{\sim \quad \varphi} \text{im} \psi \times W_2 \\
M & \xleftarrow{\text{im} \psi} W_1 \xrightarrow{\psi^{-1}} \text{im} \psi \\
\end{align*}

We will now get to know an even stronger property of mappings \( f \):

**13.1 Definition (Fiber bundle).**

A smooth map \( p : P \to M \) is called fiber bundle \( \iff \) \( p \) is locally trivial, i.e. \( \forall \ y \in M \) exists an open neighborhood \( U \subseteq M \) and a trivialization \( \Psi \) of \( p \) over \( U \), that is a diffeomorphism \( \Psi : U \times F \to p^{-1}(U) \) for some manifold \( F \), such that the following diagram commutes:

\begin{align*}
P & \xleftarrow{\text{im} \varphi} p^{-1}(U) \xrightarrow{\sim \quad \varphi} U \times F \\
M & \xleftarrow{\text{im} \psi} U \xrightarrow{\psi^{-1}} \text{im} \psi \\
\end{align*}

The manifold \( F \) is called typical fiber (On connected components of \( M \), all fibers are diffeomorphic).

A covering map is a fiber bundle \( p \) with discrete typical fiber \( F \). This is the smooth version of the definition we used in [86, 3.7] and in [91, 6.1].

**13.2 Examples of fiber bundles.**

1. For two manifolds \( M \) and \( F \), the canonical projection \( \text{pr}_1 : M \times F \to M \), \( (x, y) \mapsto x \) is a fiber bundle with typical \( F \) fiber. Such fiber bundles are called globally trivial (or just trivial, for short).

2. The projection Möb \( \to S^1 \) of the Möbius strip to its centerline is a fiber bundle with typical fiber \( (-1, 1) \cong \mathbb{R} \) and which is not globally trivial (i.e. not diffeomorphic to the cylinder). The restriction of this projection to the boundary of the (closed) Möbiusstrip is up to diffeomorphisms \( S^1 \to S^1, z \mapsto z^2 \), which is a 2-fold covering map but obviously not trivial, since the domain \( S^1 \) is connected, hence not diffeomorphic to \( S^1 \times \{-1, +1\} \).

3. The Hopf fibration: \( S^3 \to S^2 \) is a fiber bundle with typical fiber \( S^1 \), see [3.7].
Examples of covering maps are:

4. The map \( \mathbb{R} \to S^1 \) given by \( \varphi \mapsto (\cos \varphi, \sin \varphi) \) is a countable covering map.

\[
\begin{pmatrix}
\varphi \\
\varphi \\
\varphi \\
\varphi
\end{pmatrix}
\mapsto
\begin{pmatrix}
(1 + t \cos \varphi) \cos(2\varphi) \\
(1 + t \cos \varphi) \sin(2\varphi) \\
t \sin \varphi
\end{pmatrix}
\]

is a countable covering map. Its factors over the mapping

\[
\begin{array}{ccc}
\mathbb{R} \times (-1, 1) & \to & S^1 \times (-1, 1) \\
(\varphi, t) & \mapsto & (\cos \varphi, \sin \varphi, t)
\end{array}
\]

to a two-fold covering map of the Möbius strip by the cylinder \( S^1 \times (-1, 1) \):

\[
\begin{array}{ccc}
\mathbb{R} \times (-1, 1) & \to & \text{ Möbius strip} \\
(\varphi, t) & \mapsto & (1 + t \cos \varphi)(x^2 - y^2), (1 + t \cos \varphi)2xy, ty
\end{array}
\]

5. The following mapping \( \mathbb{R} \times (-1, 1) \to \text{ Möbius strip} \)

\[
\begin{pmatrix}
\varphi \\
\varphi \\
\varphi \\
\varphi
\end{pmatrix}
\mapsto
\begin{pmatrix}
(1 + t \cos \varphi) \cos(2\varphi) \\
(1 + t \cos \varphi) \sin(2\varphi) \\
t \sin \varphi
\end{pmatrix}
\]

is a countable covering map. Its factors over the mapping

\[
\begin{array}{ccc}
\mathbb{R} \times (-1, 1) & \to & S^1 \times (-1, 1) \\
(\varphi, t) & \mapsto & (\cos \varphi, \sin \varphi, t)
\end{array}
\]

to a two-fold covering map of the Möbius strip by the cylinder \( S^1 \times (-1, 1) \):

\[
\begin{array}{ccc}
\mathbb{R} \times (-1, 1) & \to & \text{ Möbius strip} \\
(\varphi, t) & \mapsto & (1 + t \cos \varphi)(x^2 - y^2), (1 + t \cos \varphi)2xy, ty
\end{array}
\]

6. \( S^n \to \mathbb{P}^n, x \mapsto \mathbb{R} \cdot x \) is a two-fold covering map, see Exercise [86, 72.53].

7. \( S^3 \to SO(3) \) and \( S^3 \times S^3 \to SO(4) \) are two-fold covering maps, see Exercise [86, 72.66] and [86, 72.67].
IV. Vector fields

Ordinary differential equations are described on manifolds by vector fields. In order to be able to speak of the smoothness of these, we need the tangent bundle as a manifold, or better as a vector bundle, and we provide these two things in the first two sections. The next two are devoted to the differential equations and their solutions, the local flows. It then treats the Lie bracket as an obstruction to the commutativity of the local flows of two vector fields. Finally, we generalize flows to integral manifolds of subbundles and prove the Theorem of Frobenius on their existence.

14. Tangent bundle

14.1 Motivation.

We want to treat ordinary differential equations of 1st order on manifolds. For this we first consider the classical case: If a differential equation
\[ x' (t) = f (x(t)) \]
where \( f : U \to \mathbb{R}^n \) with open \( U \subseteq \mathbb{R}^n \), then there exists a locally defined differentiable curve \( x : (a, b) \to U \) being a solution with initial condition \( x(0) = x_0 \).

Our aim is to replace \( U \) by a manifold \( M \). As solution curve \( x : (a, b) \to M \) we should get a differentiable curve in the manifold. Its derivative \( x' (t) \) at \( t \) is a tangent vector in \( T_{x(t)} M \). The function \( f \) constituting the differential equation must therefore map points \( x \in M \) to tangent vectors at these points:

\[ f : M \ni p \mapsto f (p) \in T_p M, \quad \text{i.e. } f : M \to \bigcup_{p \in M} T_p M, \]

where \( \bigcup_{p \in M} T_p M \) denotes the disjoint union of all \( T_p M \) with \( p \in M \).

14.2 Definition (Tangent bundle).

If \( M \) is a manifold, then the tangent space of \( M \) is defined by:

\[ T M := \bigsqcup_{p \in M} T_p M := \bigsqcup_{p \in M} \{ p \} \times T_p M. \]

On \( T M \), \( \pi_M : \{ p \} \times T_p M \ni (p, v) \mapsto p \in M \) defines the so-called foot-point mapping. Each smooth \( f : M \to N \) induces a mapping \( T f : T M \to T N \), the so-called tangent map of \( f \), defined by \( (T f)(p, v) := (f(p), T_p f(v)) \) using the tangent maps \( T_p f : T_p M \to T_{f(p)} N \) of \( f \) at \( p \). Thus

\[ T f \big|_{T_p M} = T_p f : T_p M \cong \{ p \} \times T_p M \xrightarrow{T \pi} \{ f(p) \} \times T_{f(p)} N \cong T_{f(p)} N \]

is linear on the fibers \( \pi^{-1}(p) = \{ p \} \times T_p M \cong T_p M \) of \( \pi \).

If \( f : M \to N \) and \( g : N \to P \) are smooth, then the chain rule from 10.4 takes the very simple form

\[ T(g \circ f) = Tg \circ Tf, \]
as the following calculation shows:

\[(T(g \circ f))(x, v) = \left((g \circ f)(x), T_x(g \circ f)(v)\right)\]

Furthermore, \(T \text{id}_M = \text{id}_{TM}\) and \((Tf)^{-1} = T(f^{-1})\) for diffeomorphisms \(f\).

### 14.3 Remarks.

In order to request reasonable properties (in particular differentiability) of \(f : M \to TM\), we need a smooth manifold structure on \(TM = \bigcup_{p \in M} T_pM\).

For the moment, let \(M = U \subseteq \mathbb{R}^m\) be open. Then \(T_pM = \mathbb{R}^m\) (more precisely, \(T_pM \cong \mathbb{R}^m\)) and thus

\[TM = \bigcup_{p \in M} \{p\} \times \mathbb{R}^m = M \times \mathbb{R}^m.\]

For a smooth mapping \(f : \mathbb{R}^m \supseteq U \to V \subseteq \mathbb{R}^n\) the tangent mapping is \(Tf : U \times \mathbb{R}^m \to V \times \mathbb{R}^n\) given by

\[(Tf)(x, v) = (f(x), f'(x)(v)).\]

Let next \(M\) be a submanifold of \(\mathbb{R}^n\) and let \(\varphi : \mathbb{R}^m \supseteq U \to W \cap M\) be a local parameterization. Then

\[TM = \bigcup_{p \in M} \{p\} \times T_pM \subseteq M \times \mathbb{R}^n \subseteq \mathbb{R}^m \times \mathbb{R}^n = \mathbb{R}^{2n}.\]

and \(T\varphi : \mathbb{R}^{2m} \supseteq U \times \mathbb{R}^m = TU \to TM\), \((x, v) \mapsto (\varphi(x), \varphi'(x)(v))\) is a local parameterization of \(TM\): It is defined on the open subset \(TU\) of \(\mathbb{R}^{2m}\) and there clearly \(C^\infty\). Furthermore, its derivative at a point \((x, v) \in TU = U \times \mathbb{R}^m\) in direction \((w, h) \in \mathbb{R}^m \times \mathbb{R}^m\) is given by

\[(T\varphi)(x,v)(w,h) = (\varphi'(x)(w) + 0, \varphi''(x)(w,v) + \varphi'(x)(h)).\]

The Jacobi matrix of \(T\varphi\) at \((x, v)\) thus is:

\[
\begin{pmatrix}
\varphi'(x) & 0 \\
\varphi''(x)(w, v) & \varphi'(x)
\end{pmatrix}.
\]

Since \(\varphi\) is regular, \(\varphi'(x)\) is injective and thus the same is true for the Jacobi matrix of \(T\varphi\), i.e. \(T\varphi\) is regular.

Let \(f : M \to N\) smooth and \(\varphi : \mathbb{R}^m \to M\) and \(\psi : \mathbb{R}^n \to N\) be local parameterizations and, by what we have just shown, \(T\varphi\) and \(T\psi\) are local parameterizations of \(TM\) and \(TN\). The local representation of \(Tf\) with respect to these parameterizations is:

\[(T\psi)^{-1} \circ Tf \circ T\varphi = T(\psi^{-1}) \circ Tf \circ T\varphi = T(\psi^{-1} \circ f \circ \varphi).\]

Since the local representation \(\psi^{-1} \circ f \circ \varphi\) of \(f\) is smooth, the same holds for \(Tf\).

Finally, if \(M\) is an abstract manifold then we should be able to define a smooth atlas \(\{T\varphi : TU = U \times \mathbb{R}^m \to TM\}\) of \(TM\) using the charts \(\varphi : \mathbb{R}^m \supseteq U \to M\) of \(M\). In fact, the same calculation as just before but for \(f = \text{id}_M\) shows that the chart change \((T\psi)^{-1} \circ T\varphi = T(\psi^{-1} \circ \varphi)\) is smooth.

### 14.4 Lemma (Tangent bundle as fiber bundle).

...
For each manifold $M$, the tangent bundle $TM \to M$ is a fiber bundle.

**Proof.** We need to find local trivializations of $TM \to M$. Let $\varphi : U \to M$ a chart for $M$. Then $\varphi : U \to \varphi(U) \subseteq M$ is a diffeomorphism to an open subset of $M$, and $T\varphi : U \times \mathbb{R}^m \to TM$ is a chart for $TM$ by 14.3. The image of $T\varphi$ is

$$\text{im}(T\varphi) = \{(x,v) \in TM : x \in \text{im } \varphi =: V, v \in T_x M\} = \{(x,v) \in TM : x \in V\} = \pi^{-1}_M(V).$$

A trivialization $\Psi := T\varphi \circ (\varphi^{-1} \times \mathbb{R}^m)$ of $\pi$ over $V$ is now given by the following diagram:

**Remark.**

We have an additional structure on $TM$ because the fibers $T_x M = \pi^{-1}(x)$ are vector spaces and $T_0 \varphi : \mathbb{R}^m \to T_0 \mathbb{R}^m \to T_x M$ is linear.

**14.5 Definition (Vector bundle).**

A fiber bundle $p : E \to M$ is called a **vector bundle** (VB, for short) if all the fibers $p^{-1}(x) =: E_x$ are vector spaces and for each $x_0 \in M$ there is an open neighborhood $U \subseteq M$ and a local trivialization $\Psi,$

$$p^{-1}(U) \leftarrow \cong \ U \times \mathbb{R}^k \rightarrow \cong \ U \quad \Psi \quad \cong \ U \times \mathbb{R}^k \rightarrow \cong \ U \times \mathbb{R}^k \rightarrow \cong \ U \times \mathbb{R}^k$$

which is fiber-linear, i.e. $\Psi_x := \Psi(x,.) : \mathbb{R}^k \to E_x$ is linear for each $x \in U$. Such a local trivialization is called vector bundle chart.

A vector bundle $E \to M$ can be conceived as a family $\{E_x : x \in M\}$ of vector spaces, which is parameterized in a certain sense smoothly by $M$.

**14.6 Proposition (The tangent bundle as vector bundle).**

The tangent bundle $TM \to M$ of each manifold $M$ is a vector bundle.

**Proof.** Let $\varphi : \mathbb{R}^m \supset U \to V \subseteq M$ be a local parameterization of $M$. Then, by 14.4, we get a local trivialization $\Psi$ for $TM$ as the top arrow in the following commutative diagram:
14. TANGENT BUNDLE

14.7 Remarks.

1. For vector bundle charts $\psi_U : U \times \mathbb{R}^k \to p^{-1}(U)$ and $\psi_V : V \times \mathbb{R}^k \to p^{-1}(V)$ the vector bundle chart change

   $\psi_V^{-1} \circ \psi_U : (U \cap V) \times \mathbb{R}^k \to (U \cap V) \times \mathbb{R}^k$

   is of the form

   $$(x, v) \mapsto \left( \left( \psi_V^{-1} \circ \psi_U(x, v), \left( \left( \psi_V^{-1} \circ \psi_U(x, v) \right) \right) \right) \right).$$

   The essential component $\left( \psi_V^{-1} \circ \psi_U \right) : (U \cap V) \times \mathbb{R}^k \to \mathbb{R}^k$ is described by $\psi_{UV} := \left( \psi_V^{-1} \circ \psi_U \right) : U \cap V \to L(k, k)$ (note that $\psi_V^{-1} \circ \psi_U$ is fiber-linear). This mapping $\psi_{UV}$ is called transition function. It has values in $GL(k) \subseteq L(k, k)$ because the inverse to $\psi_{UV}(x)$ is $\psi_{UV}(x)$.

2. In the case of the tangent bundle $TM \to M$, we obtain the transition functions as follows:

   $$\psi_i(x, v) := (x, T_{\varphi_i^{-1}(x)} \varphi_i \cdot v) \Rightarrow$$

   $$\psi_i^{-1}(x, w) := (x, T_{\varphi_i^{-1}(x)} \varphi_i \cdot w) \Rightarrow$$

   $$(x, \psi_{i,j}(x))^{-1}(x, v)) := \psi_i^{-1} \circ \psi_j(x, v) = \psi_i^{-1} \left( x, T_{\varphi_i^{-1}(x)} \varphi_j \cdot v \right)$$

   $$= \left( x, T_{\varphi_i^{-1}(x)} \varphi_i^{-1} \cdot T_{\varphi_j^{-1}(x)} \varphi_j \cdot v \right)$$

   $$= \left( x, \varphi_j^{-1}(\varphi_i^{-1} \circ \varphi_j) \cdot v \right) \Rightarrow$$

   $$\psi_{i,j}(x) = T_{\varphi_i^{-1}(x)}(\varphi_i^{-1} \circ \varphi_j) = (\varphi_i^{-1} \circ \varphi_j)(\varphi^{-1}(x)) \Rightarrow$$

   $$\psi_{i,j} = (\varphi_i^{-1} \circ \varphi_j) \mathcal{V}(x) \cdot v.$$

So these transition functions are essentially the derivatives of the chart changes $\varphi_i^{-1} \circ \varphi_j$ for $M$.

3. The transition functions of vector bundles satisfy the covery equations:

   $\psi_{U_i \cap U_2}(x) \circ \psi_{U_2 \cap U_1}(x) = \psi_{U_1 \cap U_2}(x)$ for all $x \in U_1 \cap U_2 \cap U_3$

   $\psi_{UV}(x) = \text{id}_{\mathbb{R}^n}$ for all $x \in U$

4. By construction, the mapping $\hat{\psi}_{UV} : (U \cap V) \times \mathbb{R}^k \to \mathbb{R}^k$, $\hat{\psi}_{UV} : (x, v) \mapsto \psi_{UV}(x) \cdot v$, is smooth. We now claim that its smoothness is equivalent to $\psi_{UV} : U \cap V \to GL(k) \subseteq L(k, k)$ being smooth. To prove this, we use the smooth (bilinear) evaluation map $\text{ev} : L(k, k) \times \mathbb{R}^k \to \mathbb{R}^k$, $(A, v) \mapsto A \cdot v$.

   $\Rightarrow \psi_{UV} : U \cap V \to L(k, k)$ is $C^\infty$, provided $\text{ev} \circ \psi_{UV}$ is smooth $\forall y \in \mathbb{R}^k$, where $\text{ev}_y : L(k, k) \to \mathbb{R}^k$ is the mapping $T \mapsto T(y)$: This is the case, since

   $$\left( \text{ev}_y \circ \psi_{UV} \right)(x) = \psi_{UV}(x) \cdot y = \hat{\psi}_{UV}(x, y).$$
5. Now let $M$ be a manifold and $p : E \to M$ a map defined on a set $E$ such that a family of fiber-preserving (i.e., $p \circ \psi_U = \text{pr}_1$) bijective mappings $\psi_U : U \times \mathbb{R}^k \to p^{-1}(U)$ exists, where the corresponding $U$ form an open covering of $M$ and the associated transition functions $\psi_{UV} : U \cap V \to GL(k)$ are well-defined and smooth.

Then we can supply $E$ with a unique manifold structure, such that $p : E \to M$ becomes a vector bundle with vector bundle charts $\psi_U$.

As parameterizations of $E$ we can use $\psi_U \circ (\varphi \times \mathbb{R}^k)$, where the $\psi_U$ are the given fiber-preserving mappings and $\varphi$ are the charts of $M$.

$$
\begin{array}{cccc}
E & \xrightarrow{\psi_U} & U \times \mathbb{R}^k & \xleftarrow{\varphi \times \mathbb{R}^k} W \times \mathbb{R}^k & \xrightarrow{\text{R}^m \times \mathbb{R}^k} \\
| & | & pr_1 & | & | & | & | & | & | & | & \text{pr}_1 \\
M & \xrightarrow{p} & U & \xleftarrow{\varphi} & W & \xrightarrow{\text{R}^m} \\
\end{array}
$$

The chart change mapping of $E$ are then

$$(\psi_V \circ (\varphi_2 \times \mathbb{R}^k))^{-1} \circ (\psi_U \circ (\varphi_1 \times \mathbb{R}^k)) = (\varphi_2^{-1} \circ \varphi_1, \psi_{UV} \circ (\varphi_1 \times \mathbb{R}^k)).$$

By construction, the $\psi_U$ are fiber bundle charts and we can turn the fibers $E_x$ into vector spaces by making the $\psi_U$ fiber-linear.

6. From [6.7] we know that any manifold can be recovered from their chart changes. For transition functions of a VB, we have a similar situation: Let $U$ be an open covering of $M$. A coherent family of transition functions, i.e. a family of smooth functions $\psi_{UV} : U \cap V \to GL(k)$ for $U, V \in U$ that satisfies the coyzkel equations (3) defines a vector bundle being unique to isomorphisms. In order to prove that, we define $E_x := \{(U, w) : x \in U, w \in \mathbb{R}^k\}$, where

$$(U, w) \sim (V, w') \Leftrightarrow w' = \psi_{UV}(x) \cdot w.$$  

Then $E_x$ is a vector space with $\psi_U(x) : w \mapsto [(U, w)]$ being a vector space isomorphism $\mathbb{R}^k \to E_x$. The disjoint union

$$E := \bigcup_{x \in M} E_x := \bigcup_{x \in M} \{(x) \times E_x\}$$

is a vector bundle over $M$ with the foot-point map $p : E \ni (x, v) \mapsto x \in M$, because $E|_U := p^{-1}(U) = \bigcup_{x \in U} E_x \cong U \times \mathbb{R}^k$ via the trivialization $\psi_U$ defined by $\psi_U(x, w) := (x, [(U, w)])$. For the chart changing we have:

$$(\psi_V^{-1} \circ \psi_U)(x, w) = (x, w') \Leftrightarrow (x, [(V, w')]) = \psi_V(x, w') = \psi_U(x, w) = (x, [(U, w)]),$$

hence $w' = \psi_{UV}(x) \cdot w$.

14.8 Definition (Vector bundle homomorphisms).

If $p : V \to M$ and $q : W \to N$ are vector bundles, then a smooth function $\bar{f}$ is called a VECTOR BUNDLE HOMOMORPHISM over a smooth function $f : M \to N$, if the following diagram commutes and $f_x : V_x \to W_{f(x)}$ is linear $\forall x \in M$.

$$
\begin{array}{ccc}
V & \xrightarrow{f} & W \\
p \downarrow & & \downarrow q \\
M & \xrightarrow{f} & N
\end{array}
$$

14.9 Definition (Vector subbundle).
14. Tangent bundle

Let $p : E \to M, q : F \to M$ be two vector bundles, so that $F_x$ is linear subspace of $E_x \forall x \in M$. Then, $q : F \to M$ is called a vector subbundle of $p : E \to M$ if there is a VB atlas $\{\psi_U : U \times \mathbb{R}^k \to p^{-1}(U)\}$ for $E$, which maps $U \times \mathbb{R}^l \subseteq U \times \mathbb{R}^k$ onto $F|_U$ for some $l \leq k$, i.e. $\psi_U : U \times \mathbb{R}^k \cong E|_U = p^{-1}(U)$ and $\psi_{|(U \times \mathbb{R})^l} : U \times \mathbb{R}^l \cong F|_U = q^{-1}(U)$.

This means that $\psi_U(x)$ maps the “constant” subspace $\mathbb{R}^l$ precisely onto $F_x$.

15. Vector fields

15.1 Definition (Sections of bundles).

A section $\sigma$ of a vector bundle (or fiber bundle) $E \xrightarrow{p} M$ is a mapping $\sigma : M \to E$ that satisfies $p \circ \sigma = \text{id}_M$. The sections of the tangent bundle $TM \to M$ are called vector fields (VF, for short) on the manifold $M$.

The space of all smooth sections is denoted

$$C^\infty(M, E) := \{\sigma \in C^\infty(M, E) : p \circ \sigma = \text{id}\}$$

and also $\Gamma(E \xrightarrow{p} M)$ or $\Gamma(E)$ for short, if the base space $M$ and $p$ is clear.

The set of all smooth vector fields on $M$ is also denoted

$$\mathfrak{X}(M) := C^\infty(M, \pi_{TM})$$

Sections can be added pointwise and they can be multiplied pointwise by real-valued functions $f$ on $M$. Thus, $C^\infty(M, \pi_{TM})$ is a vector space and even a module over $C^\infty(M, \mathbb{R})$, that is a “vector space” over the ring $C^\infty(M, \mathbb{R})$ (instead of over a field), i.e.:

$$(f + g)\xi = f\xi + g\xi, \quad f(\xi + \eta) = f\xi + f\eta,$$
$$(f \cdot g)\xi = f(g \cdot \xi), \quad 1 \cdot \xi = \xi$$

We want to do calculations with vector fields or more generally with sections of vector bundles. For this we need local representations.

15.2 Local description of sections.
Locally, a section $s$ is given by a map $\bar{s} = (s^1, \ldots, s^k) : M \to \mathbb{R}^k$ of the basis $M$ into the typical fiber $\mathbb{R}^k$.

$$s(x) \xleftarrow{\psi_U^{-1}(s(x))} (x, \bar{s}(x))$$

In particular, for the tangent bundle we get: The vector fields $\xi$ correspond locally to maps $(\xi_x^m)_{i=1}^n : M \to \mathbb{R}^m$ whose form depends on the choice of the chart $\varphi$:

$$TM|_\text{im} \varphi \xleftarrow{T\varphi \circ (\varphi^{-1} \times \mathbb{R}^m)} \text{im} \varphi \times \mathbb{R}^m$$

We have seen in [10.8] that for local coordinates $(u^1, \ldots, u^n) = \varphi^{-1}$ on $M$ the derivations $(\frac{\partial}{\partial u^i})_p = \frac{\partial}{\partial u^i}|_p, \ldots, \frac{\partial}{\partial u^n})_p = \frac{\partial}{\partial u^n}|_p$ form a basis of $T_pM$ for each $p$ in the domain of definition of the chart $\varphi$ and the isomorphism $T\varphi : (\varphi^{-1} \times \mathbb{R}^m)$ maps the standard basis $(x, e_i)$ to $\frac{\partial}{\partial u^i}|_x$. Each vector field $\xi$ can thus be written on $U$ as $\xi = \sum_{i=1}^n \xi^i \frac{\partial}{\partial u^i}$, where $\frac{\partial}{\partial u^i}$ are the vector fields $p \mapsto \frac{\partial}{\partial u^i}|_p = \frac{\partial}{\partial u^i}|_p$. The subscript $\varphi$ of the components $\xi_x^i$ of $\xi$ with respect to the basis $\frac{\partial}{\partial u^i}$ indicates the dependence of these components on the basis, which in turn depends on $\varphi$. In most cases, however, we will omit this index as is commonly done. We can calculate the components $\xi^i$ by applying $\xi = \sum_i \xi^i \frac{\partial}{\partial u^i}$ to the local coordinate function $u^i$: $\xi(u^i) = (\sum_i \xi^i \frac{\partial}{\partial u^i})(u^i) = \sum_i \xi^i \delta^i_{u^i} = \xi$. So $\xi = \sum_i \xi^i \frac{\partial}{\partial u^i}$.

15.3 Corollary.
A vector field $\xi$ is smooth if and only if all components $\xi^i_x$ are smooth.

Proof. This follows immediately from the fact that the local sections $\frac{\partial}{\partial u^i}$ are smooth, which in turn follows from the diagram

$$TM|_U \xleftarrow{T\varphi \circ (\varphi^{-1} \times \mathbb{R}^m)} V \times \mathbb{R}^m \xleftarrow{\text{id} \times \varphi} U \times \mathbb{R}^m$$

because the section $\frac{\partial}{\partial u^i}$ on the far left corresponds to the constant section $x \mapsto (x, e_i)$ on the right.

15.4 Examples of globally (none-)trivial vector bundles.
1. The tangent bundle of $S^n \subseteq \mathbb{R}^{n+1}$ as a sub bundle of $T\mathbb{R}^{n+1}|_{S^n} = S^n \times \mathbb{R}^{n+1}$ is given by $TS^n = \{(x, v) \in S^n \times \mathbb{R}^{n+1} : (x, v) = 0\}$. In particular, $TS^1 = \{(x, y, u) : x^2 + y^2 = 1, xu + yv = 0\}$, i.e. $TS^1 \cong S^1 \times \mathbb{R}$ using $(x, y, t) \mapsto$
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15.8  \((x, y, -ty, tx)\). Thus, the tangent bundle of the \(S^1\) is trivial, and indeed it is the cylinder.

2. The projection of the Möbius strip onto its center line \(S^1\) is a VB whose fiber is \((-1, 1) \cong \mathbb{R}\).

However, this VB is not trivial, otherwise we would have a global trivialization \(\psi:\)

\[
\begin{array}{ccc}
S^1 \times \mathbb{R} & \overset{\psi}{\longrightarrow} & M\ddot{o}b \\
\downarrow \cong & & \downarrow \\
S^1 & & S^1
\end{array}
\]

with \(\psi(S^1, 1) \cap S^1 := \psi(S^1, 1) \cap \psi(S^1, 0) = \emptyset\). But there is no such mapping.

3. The tangent bundle \(TS^2\) of the sphere. In order to answer the question of whether it is also trivial, let us assume that there is a trivialization of \(\psi: S^2 \times \mathbb{R}^2 \rightarrow TS^2\). With \(\psi(-, e_1)\), one would have a continuous mapping which maps each \(x \in S^2\) to a nonvanishing tangent vector, but such a map does not exist (by the Hairy Ball Theorem \[29.11\]).

4. Since \(S^3\) carries a smooth group structure, \(TS^3 \cong S^3 \times \mathbb{R}^3\) is a trivial vector bundle via the tangent map of the left multiplication, see \[15.9.3\].

15.5 Definition (Linear independent vector fields).

A family of vector fields \(\{\xi_1, \ldots, \xi_k\}\) on \(M\) is said to be linearly independent (everywhere) if \(\{\xi_i|_p : 1 \leq i \leq k\}\) is linearly independent in \(T_p M\) for each \(p \in M\).

15.6 Remark (Parallelizable manifolds).

A manifold \(M\) is called parallelizable if its tangent bundle is trivial. This is the case iff it has \(m := \dim M\) linearly independent vector fields everywhere: In fact, if \(TM\) is trivial, that is

\[
\begin{array}{ccc}
TM & \overset{\cong}{\sim} & M \times \mathbb{R}^m \\
\downarrow \pi_M & & \downarrow \text{pr}_1 \\
M & & \end{array}
\]

then the \(\xi_i : x \mapsto \psi(x, e_i)\) for \(1 \leq i \leq m\) are linear independent vector fields. Conversely, \(\psi(x, (v^i)_{i=1}^m) := \sum v^i \xi_i(x)\) defines a trivialization of \(TM\) if \(\{\xi_i\}_{i=1}^m\) is linearly independent.

For example, \(S^1\) has a linearly independent vector field because its tangent bundle is trivial. The following theorem provides information on how many linearly independent vector fields exist on the higher-dimensional spheres (“how trivial their tangent bundle is”).

15.7 Theorem (Linear independent vector fields on the spheres).

On \(S^n\), \(m\) linearly independent vector fields can be choosen if and only if \(n + 1 = 2^{a+b} \cdot c\) with \(a \in \mathbb{N}_0, b \in \{0, 1, 2, 3\}\), odd \(c\), and \(m + 1 \leq 8 \cdot a + 2^b\).

Without proof. The result was obtained by \[36\], \[68\] and \[1\].

The number of linearly independent vector fields on the spheres is related to the structure of certain algebras:

15.8 Proposition.

Let \(b : \mathbb{R}^{k+1} \times \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}\) be a bilinear mapping, such that
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1. \( b(v, x) = 0 \) implies \( v = 0 \) or \( x = 0 \) (zero divisor free).

2. \( \exists v_0 \in \mathbb{R}^{k+1} \), such that \( b(v_0, x) = x \; \forall \; x \in \mathbb{R}^{n+1} \) (left unit).

Then \( k \) linearly independent vector fields exist on the \( S^n \).

**Proof.** If \( v \in \mathbb{R}^{k+1} \), then the mapping \( \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1} \), given by \( x \mapsto b(v, x) \), is linear. Using the radial projection \( \rho : \mathbb{R}^{n+1} \setminus \{0\} \rightarrow S^n \) and the canonical inclusion \( \text{incl} : S^n \rightarrow TS^n \), a smooth vector field \( \xi_v : S^n \rightarrow TS^n \) can be defined as follows: \( \xi_v = T\rho \circ b(v,) \circ \text{incl} \). If \( \{v_0, v_1, \ldots, v_k\} \) are linearly independent in \( \mathbb{R}^{k+1} \), then \( \{\xi_{v_1}, \ldots, \xi_{v_k}\} \) are linearly independent everywhere: Let

\[
0 = \sum_{i=1}^{k} \lambda_i \xi_{v_i}|_x = \sum_{i=1}^{k} \lambda_i T_x \rho(b(v_i, x)) = T_x \rho\left( \sum_{i=1}^{k} \lambda_i b(v_i, x) \right)
\]

The kernel of \( T_x \rho \) is the line created by \( x \) in \( \mathbb{R}^{n+1} \) \( \Rightarrow \)

\[
\Rightarrow \sum_{i=1}^{k} \lambda_i b(v_i, x) = -\lambda_0 x = -\lambda_0 b(v_0, x) \text{ for some } \lambda_0 \in \mathbb{R}
\]

\[
\Rightarrow b\left( \sum_{i=0}^{k} \lambda_i v_i, x \right) = 0 \quad \text{or} \quad \sum_{i=0}^{k} \lambda_i v_i = 0 \quad \forall \ i \quad \Rightarrow \lambda_i = 0 \quad \forall \ i. \quad \square
\]

15.9 Corollary.

1. The spheres \( S^1 \), \( S^3 \), and \( S^7 \) are parallelizable:
   As bilinear functions \( b : \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1} \), which fulfill the properties (i), (ii) of \ref{15.8}, the following \( \mathbb{R} \)-algebra multiplications can be used:
   \[
   n = 1 : \quad \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}
   \]
   \[
   n = 3 : \quad \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{H}
   \]
   \[
   n = 7 : \quad \mathbb{O} \times \mathbb{O} \rightarrow \mathbb{O}, \text{ where } \mathbb{O} \cong \mathbb{R}^8 \text{ are the Cayley numbers (also called octaves or octonions).}
   \]

By \ref{15.7} these are the only parallelizable spheres, because \( 2^{4n+b} \cdot c = 8a + 2^b \) implies \( c = 1 \) and furtheron \( a = 0 \), i.e. \( n = 2^b - 1 \) for \( b \in \{0, 1, 2, 3\} \).

2. If \( n \) is odd then \( S^n \) has a non-vanishing vector field. For \( b : \mathbb{R}^2 \times \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1} \), where \( n + 1 = 2k \) is for \( k \in \mathbb{N} \), scalar multiplication with complex numbers can be used:

\[
\mathbb{C} \times \mathbb{C}^k \rightarrow \mathbb{C}^k, \quad (\lambda; \lambda^1, \ldots, \lambda^k) \mapsto (\lambda \cdot \lambda^1, \ldots, \lambda \cdot \lambda^k)
\]

3. If \( G \) is a Lie group with neutral element \( e \in G \), then \( TG \cong G \times T_e G \) via the isomorphism given by

\[
\xi \mapsto (\pi(\xi), TL\pi(\xi)^{-1} \cdot \xi) = (\pi(\xi), T\mu(0\pi(x_0)^{-1}, \xi)),
\]

for details see \ref{86, 67.2}.

16. Ordinary differential equations of first order

16.1 Definition (Integral curve).

Let \( \xi \in \mathcal{X}(M) \) and \( I \) be an open interval with \( 0 \in I \). Then \( c : I \rightarrow M \) is called \textbf{integral curve} (or solution curve) of the vector field \( \xi \) through \( p : \Leftrightarrow \)

\[
c(0) = p \quad \text{and} \quad c'(t) = \xi_{c(t)} \quad \text{for} \ t \in I.
\]
16. Ordinary differential equations of first order

We will use the following classical existence and uniqueness theorem for the solution of ordinary differential equations in vector spaces.

16.2 Theorem on ordinary differential equations.

Let \( E \) be a Euclidean vector space (or more generally a Banach space) and let \( f : \mathbb{R} \times E \to E \) be a smooth function. Then an open interval \( I \subseteq \mathbb{R} \) exists around 0 and an open ball \( U \) around 0 in \( E \), such that for all \( x \in U \) there is a unique solution \( c_x : I \to E \) of the ordinary differential equation

\[
c_x(t) = f(t, c_x(t)) \quad \text{with} \quad c_x(0) = x.
\]

Furthermore, \( (t, x) \mapsto c_x(t) \) is smooth as mapping \( I \times U \to E \).

Without proof. See, e.g. [81, 6.2.15] or [35, 10.8.1 and 10.8.2].

Now we can prove the following global version for manifolds.

16.3 Theorem about ordinary differential equations on manifolds.

If \( \xi \in \mathfrak{X}(M) \), then:

1. For each \( p \in M \), there exists a uniquely determined maximum integral curve \( c_p : (t_0^-, t_0^+) \to M \) to \( \xi \) through \( p \) (i.e. any other integral curve is a restriction of \( c_p \)).

2. If \( t_0^+ < \infty \), then \( \lim_{t \to t_0^+} c(t) = \infty \) follows, i.e. for any compact set of \( K \subseteq M \), \( c(t) \) is not in \( K \) for all \( t \) sufficiently close to \( t_0^+ \).

3. The set \( U = \{ (t, p) ; t_0^- < t < t_0^+ \} \subseteq \mathbb{R} \times M \) is an open neighborhood of \( \{0\} \times M \). The map \( \text{Fl}^\xi : U \to M \), defined by \( \text{Fl}^\xi(t, p) := c_p(t) \), is \( C^\infty \) and is called the local flow of the vector field. If \( q := \text{Fl}^\xi(s, p) \) exists, then \( \text{Fl}^\xi(t+s, p) \) exists and only if \( \text{Fl}^\xi(t, q) \) exists, and the two coincide. This equation is also called “one-parameter subgroup property”, because for globally defined \( \text{Fl}^\xi \) it says: \( (\text{Fl}^\xi)^t : \mathbb{R} \to \text{Diff}(M) \) is a group homomorphism.

Proof. (1) Local existence and uniqueness: Without loss of generality, \( U \subseteq \mathbb{R}^m \) is open and \( \xi : U \to \mathbb{R}^m \) is smooth. We are searching for a \( c \) with \( c'(t) = \xi_{\xi(t)} \) and \( c(0) = x \). This is an ordinary differential equation whose local solutions exists by 16.2 and are unique because \( \xi \) is locally Lipschitz. It is \( C^\infty \), since \( \xi \) is smooth.

Global existence and uniqueness: Let \( c_1, c_2 \) be two integral curves. The set \( \{ t \geq 0 : c_1(t) = c_2(t) \} \) is a closed subset of \( \text{dom} c_1 \cap \text{dom} c_2 \). Suppose it is not the whole set, then there is a \( t \) in the difference. Put \( t_0 := \inf \{ 0 < t \in \text{dom} c_1 \cap \text{dom} c_2 ; c_1(t) \neq c_2(t) \} \). Clearly \( c_1(t_0) = c_2(t_0) \). Now, however, \( t \mapsto c_1(t_0 + t) \) and \( t \mapsto c_2(t_0 + t) \) are integral curves through \( c_1(t_0) = c_2(t_0) \) and thus coincide locally. This is a contradiction to the property of the infimum. Thus, \( c_p := \bigcup \{ c : c \text{ is integral curve through } p \} \) is the well-defined uniquely determined maximal integral curve through \( p \). We put \( (t_0^-, t_0^+) := \text{dom} c_p \).

(3) Because of (1) \( \{0\} \times M \subseteq U \) and \( \text{Fl}^\xi(0, p) = c_p(0) = p \).

One-parameter subgroup property: Let \( q := \text{Fl}(s, p) \) exist, i.e. \( t_0^0 < s < t_0^2 \), since the maximal integral curve \( r \mapsto \text{Fl}(r, p) \) with initial value \( p \) is defined for \( t_0^- < r < t_0^+ \). The maximal integral curve \( t \mapsto \text{Fl}(t, \text{Fl}(s, p)) \) with initial value \( q \) is defined for \( t_0^0 < t < t_0^+ \). For \( t \) with \( t_0^0 < t + s < t_0^+ \), also \( t \mapsto \text{Fl}(t+s, p) \) is a solution with initial value \( q = \text{Fl}(s, p) \). So because of the maximality and uniqueness of \( t \mapsto \text{Fl}(t, q) \) we get equality and \( t_0^0 \leq t_0^1 - s < -s < t_0^2 - s \leq t_0^4 \). In particular, \( \text{Fl}(-s, q) \) exists and agrees with \( \text{Fl}(-s+s, p) = p \). For symmetry reasons, it follows
that $t^n_p \leq t^n_+ + s$ and $t^n_+ + s \leq t^n_+$. Together this results in $t^n_+ = t^n_+ + s$ and thus $\Phi(t + s, p)$ exists exactly when $\Phi(t, q)$ exists and the two coincide.

We now show that $U \subseteq \mathbb{R} \times M$ is open and $\Phi$ is $C^\infty$ on it: For $p \in M$ let

$$I := \{t' \in [0, t^n_+) : \Phi \text{ is locally around } [0, t'] \times \{p\} \text{ defined and smooth}\}.$$ 

We indirectly show that $I = [0, t^n_+)$ (and analogous for $t^n_-$):

Suppose $I \subset [0, t^n_+)$ Let $t_0 := \inf([0, t^n_+) \setminus I)$ and $q := \Phi(t_0, p)$. For $p \in M$ there is by $\textbf{[16.2]}$ an open neighborhood of $(0, p) \in \mathbb{R} \times M$ on which the flow $\Phi$ is defined and smooth, thus $t_0 > 0$.

Furthermore, $\Phi$ is smooth on a neighborhood $(-\varepsilon, \varepsilon) \times W$ of $(0, q)$, and because of the continuity of $t \mapsto \Phi(t, p)$ at $t_0$, a $0 < \delta < \varepsilon$ exists such that $\Phi(t_0 - \delta, p)$ is contained in $W$. By construction of $t_0$ the flow $\Phi$ is smooth on a neighborhood of $[0, t_0 - \delta] \times \{p\}$. Thus, $x \mapsto \Phi(t_0 - \delta, x)$ maps a neighborhood of $p$ smoothly into $W$, and hence the composition $(s, x) \mapsto \Phi(s, \Phi(t_0 - \delta, x))$ is smooth on a neighborhood of $[0, \delta] \times \{p\}$. Because of the one-parameter subgroup property, $\Phi(s, \Phi(t_0 - \delta, x)) = \Phi(s + t_0 - \delta, x)$, i.e. $\Phi$ is smooth locally around $[t_0 - \delta, t_0] \times \{p\}$.

Overall, $\Phi$ is smooth on a neighborhood of $([0, t_0 - \delta] \cup [t_0 - \delta, t_0]) \times \{p\} = [0, t_0] \times \{p\}$, and thus containing a neighborhood of $t_0$ in $I$, a contradiction to the assumption.

\[\textbf{[16.2]}\] Let $K \subseteq M$ compact. Suppose $t_n \to t^n_+ < \infty$ exist, such that $p_n := c_p(t_n) \in K$ for all $n$. Without loss of generality $p_n \to p_\infty \in K$ holds (because $K$ is compact).

By $\textbf{[16.3]}$ a $\delta > 0$ exists such that the flow $\Phi(t, q)$ is well-defined for $|t| \leq \delta$ and $q$ near $p_\infty$. For sufficiently large $n$ let $p_n$ be such values for $q$, i.e. $\Phi(t, p_n)$ is well-defined for $|t| < \delta$. On the other hand:

$$\Phi(t, p_n) = \Phi(t, c_p(t_n)) = \Phi(t, \Phi(t_n, p)) = \Phi(t + t_n, p) = c_p(t + t_n).$$

So $c_p(s)$ is well-defined not only for $0 \leq s < t^n_+$ but also for $s = t + t_n$ with $|t| < \delta$ and $n$ sufficiently large, that is $t_n - \delta < s < t_n + \delta$. Let $n$ be so large that $t_n > t^n_+ - \delta$. Then $c_p$ is well-defined on $[0, t^n_+] \cup (t_n - \delta, t_n + \delta) \supseteq [0, t^n_+]$, a contradiction to the assumption that the solution curves are defined only up to $t^n_+$.

\[\square\]

\section*{16.4 Example (Exponential mapping).}
16. Ordinary differential equations of first order

For $T \in L(n,n)$, matrix multiplication $T : S \rightarrow T \circ S$ with $T$ from left defines a vector field on $L(n,n)$. We are searching for the solution curve $c : \mathbb{R} \rightarrow L(n,n)$, which satisfies $c'(t) = T \circ c(t)$ with given $c(0) = S \in L(n,n)$. Define

$$\exp(T) := \sum_{k=0}^{\infty} \frac{T^k}{k!}$$

and show that the series is absolutely convergent. The solution of the above differential equation with initial value $S$ is then $c(t) = \exp(tT) \circ S$, and the global flow is $\text{Fl}(t,S) = \exp(tT) \circ S$, see Exercise [86, 72.50].

16.5 Definition (Complete vector fields).

A vector field $\xi \in \mathfrak{X}(M)$ is called complete if $\text{Fl}^\xi$ is defined globally (i.e. on $\mathbb{R} \times M$).

16.6 Remarks.

1. From [16.3.2] follows directly:
   If $M$ is compact, then each vector field is complete.

2. If $M$ has a non-compact connected component, then there are incomplete vector fields, for example: $M := \mathbb{R}$, $\xi(x) := 1 + x^2$, i.e. $c'(t) = 1 + c(t)^2$. For the initial value $c(0) = 0$, the solution $c(t) = \tan(t)$ is then defined only for $t \in (-\pi/2, \pi/2)$.

3. Let $M := \mathbb{R}^2$, $\xi(x,y) := y \frac{\partial}{\partial x}$ and $\eta(x,y) := (x^2/2) \frac{\partial}{\partial y}$. We claim that $\xi$ and $\eta$ are complete:

$$\text{Fl}^\xi(t;x,y) = (x + ty, y),$$

$$\text{Fl}^\eta(t;x,y) = (x, y + tx^2/2),$$

because

$$\frac{d}{dt} \text{Fl}^\xi(t;x,y) = (y,0) = y \cdot \frac{\partial}{\partial x} + 0 \cdot \frac{\partial}{\partial y} = \xi(\text{Fl}(t;x,y))$$

and analog for $\eta$.

But $\xi + \eta$ is not complete: Let $c(t) = (x(t), y(t))$ be a solution curve of $(\xi + \eta)(x,y) = y \frac{\partial}{\partial x} + x^2 \frac{\partial}{\partial y}$. Then

$$x'(t) = y(t) \quad \text{and} \quad y'(t) = x(t)^2/2,$$

hence

$$\frac{d}{dt} x'(t)^2 = 2x'(t)x''(t) = 2x'(t)y'(t) = x'(t)x(t)^2 = \frac{d}{dt} x(t)^3/3 \Rightarrow x'(t)^2 = x(t)^3/3 + C.$$

Solving the differential equation by separation of variables for the initial value $y_0 = x_0/3$ with $x_0 > 0$ gives $C = 0$ and hence $x(t) = \text{pr}_1(\text{Fl}^{\xi+\eta}(t;x_0,y_0)) = \frac{x_0}{\sqrt{4x_0^2 + x_0^3}}$ is not globally defined.

4. Let $\text{Fl}^\xi_t(p) := \text{Fl}^\xi(t,p)$. Because for small $t$ the flow $\text{Fl}^\xi_t$ exists in an open neighborhood of $p$ and $\text{Fl}^\xi_t$ exists in an open neighborhood of $\text{Fl}^\xi_t(p)$, we get by the 1-parameter subgroup property that locally $(\text{Fl}^\xi_t)^{-1} = \text{Fl}^{-\xi}_{-t}$ for all small $t$. So the flow $\text{Fl}^\xi_t$ is a local diffeomorphism.

17. Lie bracket

In [10.6] we saw that we identified $T_pM$ with $\text{Der}_p(C^\infty(M,\mathbb{R}),\mathbb{R})$. Namely, for local coordinates $(u^1, \ldots, u^n)$, the action of a tangent vector $v = \sum v^i \frac{\partial}{\partial u^i} \big|_p \in T_pM$ on
17. Lie bracket

17.1 Proposition (Vector fields as derivations).

There is a bilinear mapping

\[ v(f) = \left( \sum_i v^i \frac{\partial}{\partial x^i}|_p \right)(f) = \sum_i v^i \cdot \frac{\partial}{\partial x^i}|_p(f) \] and in particular

\[ v(u') = \sum_i v^i \cdot \frac{\partial}{\partial x^i}|_p(u') = v^i, \quad \text{because} \]

\[ \frac{\partial}{\partial x^i}|_p(u') = \delta_i(u' \circ \varphi)(\varphi^{-1}(p)) = \delta_i(\rho_{f})(\varphi^{-1}(p)) = \delta_i^f. \]

We now want to see what happens when we vary the point \( p \), hence we consider the following mappings:

**17.1 Proposition (Vector fields as derivations).**

There is a bilinear mapping

\[ \mathfrak{X}(M) \times C^\infty(M, \mathbb{R}) \to C^\infty(M, \mathbb{R}), \]

\[ (\xi, f) \mapsto \xi \cdot f = \xi(f) \left( : p \mapsto \xi_p(f) \in \mathbb{R} \right). \]

This bilinear mapping induces an \( \mathbb{R} \) linear isomorphism of \( \mathfrak{X}(M) \)

\[ \text{Der}(C^\infty(M, \mathbb{R})) := \left\{ \partial \in L(C^\infty(M, \mathbb{R})) : \partial(f \cdot g) = \partial(f) \cdot g + f \cdot \partial(g) \right\}. \]

In addition: \( (f \cdot \xi) \cdot g = f \cdot (\xi \cdot g) \), i.e. this isomorphism is even \( C^\infty(M, \mathbb{R}) \)-linear, where \( \text{Der}(C^\infty(M, \mathbb{R})) \) is made into a module over the commutative algebra \( C^\infty(M, \mathbb{R}) \) by \( (f \cdot \partial)(g) := f \cdot \partial(g) \). Note that \( \xi \cdot f \in C^\infty(M, \mathbb{R}) \) whereas \( f \cdot \xi \) is the pointwise product in \( \mathfrak{X}(M) \).

**Proof.** We define:

\[ \xi(f)(x) = (\xi(f))(x) := \xi(x)(f) = (T_x f)(\xi(x)) = (\rho_{2 \circ T f \circ \xi})(x). \]

So \( \xi(f) = \rho_{2 \circ T f \circ \xi} \in C^\infty(M, \mathbb{R}). \)

The assignment \( (\xi, f) \mapsto \xi(f) \) is linear in \( \xi \) because \( T_x f \) is linear. It is linear in \( f \) since \( \xi(x) \in \text{Der}_x \) is linear.

The induced mapping \( f \mapsto \xi(f) \) is a derivation because

\[ \xi((fg)(x)) = \xi(x)(fg) = \xi(x)(f \cdot g(x)) + f(x) \cdot \xi(x)(g) \]

\[ = \xi(f)(x) \cdot g(x) + f(x) \cdot \xi(g)(x) \]

\[ = (\xi(f) \cdot g)(x) + (f \cdot \xi(g))(x) \]

\[ = (\xi(f) + f \cdot \xi(g))(x). \]

The induced mapping \( \mathfrak{X}(M) \to \text{Der}(C^\infty(M, \mathbb{R})) \) is surjective:

Let \( \partial \in \text{Der}(C^\infty(M, \mathbb{R})) \) be given. We are looking for a vector field \( \xi \in \mathfrak{X}(M) \), which fulfills \( \xi(x)(f) = \partial(f)(x) \). So

\[ \xi(x) := \text{ev}_x \circ \partial \in \text{Der}_x(C^\infty(M, \mathbb{R}), \mathbb{R}) = T_x M. \]

Remains to show that \( \xi \) is smooth. Note that \( \partial \) is a local operator, i.e. \( f|_U = 0 \Rightarrow \partial f|_U \) for each open subset \( U \subseteq M \): For \( x \in U \) choose \( \rho \in C^\infty(M, \mathbb{R}) \) with \( \rho(x) = 1 \) and \( \text{supp } \rho \subseteq U \). Then \( 0 = \partial(0)(x) = \partial(\rho)(x) = \partial(\rho(x) \cdot 0 + 1 \cdot \partial(f)(x) = \partial(f)(x) \).

Let now \( (u^1, \ldots, u^m) \) be local coordinates. Then \( \xi(x) = \sum_i \xi(x)^i \frac{\partial}{\partial x^i}|_x \), and the components

\[ \xi^i(x) = \xi(x)^i = (\text{ev}_x \circ \partial)^i = (\text{ev}_x \circ \partial)(u^i) = \partial(u^i)(x) \]
are smooth in \( x \). Thus \( \xi \in \mathfrak{X}(M) \). That the two mappings \( \xi \mapsto \partial \) are inverse to each other, is clear, because
\[
\begin{align*}
\xi^i(x) &= (ev_x \circ \partial)(u^i) = \partial(u^i)(x) = \xi_x(u^i) = \xi^i(x) \\
\partial(f)(x) &= \xi(x)(f) = (ev_x \circ \partial)(f) = \partial(f)(x).
\end{align*}
\]
Finally, we show the \( C^\infty(M, \mathbb{R}) \) linearity:
\[
(f \cdot \xi)(g)_p = (f \cdot \xi)_p \cdot g = (f_p \cdot \xi_p) \cdot g = f(p) \cdot (\xi_p \cdot g) = f(p) \cdot (\xi(g)(p)) = (f \cdot \xi(g))_p.
\]

### 17.2 Corollary (Space of vector fields as Lie algebra).
The assignment:
\[
\begin{align*}
\mathfrak{X}(M) \times \mathfrak{X}(M) &\to \mathfrak{X}(M), \\
(\xi, \eta) &\mapsto [\xi, \eta] := f \mapsto \xi(\eta(f)) - \eta(\xi(f)),
\end{align*}
\]
defines a bilinear mapping that turns \( \mathfrak{X}(M) \) into a Lie algebra, i.e. the following equations hold:

1. skew-symmetry: \( [\xi, \eta] + [\eta, \xi] = 0 \);
2. “Jacobi Identity”: \( [\xi, [\eta, \chi]] + [\eta, [\chi, \xi]] + [\chi, [\xi, \eta]] = 0 \);
3. Additionally we have: \( [f\xi, g\eta] = f\xi \cdot [\xi, \eta] + f\xi(\eta \cdot g) - g\eta(f \cdot \xi) \).

#### Proof.
We prove this for the space \( \text{Der}(A) \) of the derivations of an arbitrary associative algebra \( A \) instead of \( C^\infty(M, \mathbb{R}) \). For this we define the Lie bracket of \( \xi, \eta \in \text{Der}(A) \) by \( [\xi, \eta] := \xi \circ \eta - \eta \circ \xi \).

Then \( [\xi, \eta] \in \text{Der}(A) \) holds, because obviously \( [\xi, \eta] \) is linear and for \( f, g \in A \):
\[
\begin{align*}
[\xi, \eta](f \cdot g) &= \xi(\eta(f \cdot g)) - \eta(\xi(f \cdot g)) \\
&= \xi(f \cdot \eta(g)) + \xi(\eta(f) \cdot g) - \eta(f \cdot \xi(g)) - \eta(\xi(f) \cdot g) \\
&= f \cdot \xi(\eta(g)) + \xi(f)\eta(g) + \eta(f)\xi(g) + \xi(\eta(f)) \cdot g \\
&\quad - f \cdot \eta(\xi(g)) - \eta(f)\xi(g) - \eta(\xi(f)) \cdot g \\
&= f \cdot [\xi, \eta](g) + [\xi, \eta](f \cdot g).
\end{align*}
\]
The mapping \( (\xi, \eta) \mapsto [\xi, \eta] \) is bilinear because the composition in \( L(A, A) \) is bilinear and the subtraction in \( L(A, A) \) is linear.

It is skew-symmetric because
\[
[\xi, \eta] = \xi \circ \eta - \eta \circ \xi = -(\eta \circ \xi - \xi \circ \eta) = -[\eta, \xi]
\]
and it satisfies the Jacobi equation because
\[
\begin{align*}
[\xi, [\eta, \chi]] + [\eta, [\chi, \xi]] + [\chi, [\xi, \eta]] &= [\xi, \eta \circ \chi - \chi \circ \eta] + [\eta, \chi \circ \xi - \xi \circ \eta] + [\chi, \xi \circ \eta - \eta \circ \xi] \\
&= \xi \circ (\eta \circ \chi - \chi \circ \eta) - (\eta \circ \chi - \chi \circ \eta) \circ \xi \\
&\quad + \eta \circ (\chi \circ \xi - \xi \circ \eta) - (\chi \circ \xi - \xi \circ \eta) \circ \eta \\
&\quad + \chi \circ (\xi \circ \eta - \eta \circ \xi) - (\xi \circ \eta - \eta \circ \xi) \circ \chi \\
&= 0.
\end{align*}
\]
Finally we show point (3):

\[
(f \cdot \xi, g \cdot \eta)(h) = \left( (f \cdot \xi) \circ (g \cdot \eta) - (g \cdot \eta) \circ (f \cdot \xi) \right)(h) = \\
= (f \cdot \xi)((g \cdot \eta)(h)) - (g \cdot \eta)((f \cdot \xi)(h)) \\
= (f \cdot \xi)(g \cdot \eta(h)) + f \cdot g \cdot \xi(\eta(h)) \\
- g \cdot \eta(f \cdot \xi)(h) - g \cdot f \cdot \eta(\xi(h)) \\
= \left( f \cdot g \cdot [\xi, \eta] + f \cdot \xi(g \cdot \eta - g \cdot \eta(f \cdot \xi)) \right)(h). \quad \Box
\]

**Remark.**

The VB chart representation of \([\xi, \eta]\) looks as follows:

\[
[\xi, \eta] = \left[ \sum_i \xi^i \frac{\partial}{\partial u^i}, \sum_k \eta^k \frac{\partial}{\partial u^k} \right] \xrightarrow{\text{bilinearity}} \sum_{i,k} \left[ \xi^i \frac{\partial}{\partial u^i} \cdot \eta^k \frac{\partial}{\partial u^k} \right] \\
= \sum_{i,k} \left( \xi^i \frac{\partial}{\partial u^i} \cdot \eta^k \frac{\partial}{\partial u^k} \right) = \sum_k \eta^k \frac{\partial}{\partial u^k} \xi^i \frac{\partial}{\partial u^i}, \quad \text{since } \left[ \frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^k} \right] = 0,
\]

in fact:

\[
\frac{\partial}{\partial u^i} \frac{\partial}{\partial u^k} f = \frac{\partial}{\partial u^i} (\partial_k (f \circ \varphi) \circ \varphi^{-1}) = \partial_i (\partial_k (f \circ \varphi) \circ \varphi^{-1} \circ \varphi) = \partial_i \partial_k (f \circ \varphi) \circ \varphi^{-1}.
\]

So the coefficient of \([\xi, \eta]\) with respect to \(\frac{\partial}{\partial u^i}\) is

\[
[\xi, \eta]^k_i = \sum_i \left( \xi^i \frac{\partial h^k}{\partial u^i} - \eta^i \frac{\partial \xi^k}{\partial u^i} \right).
\]

Conversely, this local formula can be used to define the Lie bracket. But we have to check compatibility with chart changes. This is done as follows:

\[
\sum_{i,j} \left( \xi^i \frac{\partial \eta^j}{\partial u^i} - \eta^i \frac{\partial \xi^j}{\partial u^i} \right) \frac{\partial}{\partial u^j} = \sum_{i,j} \left( \xi^i \frac{\partial}{\partial u^i} \frac{\partial}{\partial u^j} \left( \sum_j \frac{\partial \tilde{w}^j}{\partial u^j} \eta^j \right) - \sum_j \eta^j \frac{\partial}{\partial u^j} \frac{\partial}{\partial u^i} \left( \sum_j \frac{\partial \tilde{w}^j}{\partial u^j} \xi^j \right) \right) \frac{\partial}{\partial \tilde{w}^j} \\
= \sum_j \left( \sum_i \xi^i \frac{\partial}{\partial u^i} \left( \sum_j \frac{\partial \tilde{w}^j}{\partial u^j} \eta^j \right) - \sum_i \eta^i \frac{\partial}{\partial u^i} \left( \sum_j \frac{\partial \tilde{w}^j}{\partial u^j} \xi^j \right) \right) \frac{\partial}{\partial \tilde{w}^j} \\
= \sum_j \left( \sum_i \xi^i \sum_j \left( \frac{\partial^2 \tilde{w}^j}{\partial u^i \partial u^j} \eta^j + \frac{\partial \tilde{w}^j}{\partial u^i} \frac{\partial \eta^j}{\partial u^j} \right) - \sum_i \eta^i \sum_j \left( \frac{\partial^2 \tilde{w}^j}{\partial u^i \partial u^j} \xi^j + \frac{\partial \tilde{w}^j}{\partial u^i} \frac{\partial \xi^j}{\partial u^j} \right) \right) \frac{\partial}{\partial \tilde{w}^j} \\
= \sum_i \left( \xi^i \frac{\partial \eta^j}{\partial u^i} - \eta^i \frac{\partial \xi^j}{\partial u^i} \right) \frac{\partial}{\partial u^j}
\]
17.5 Lemma (Pull-back of vector fields).

Let \( f : M \to N \) be an immersion, \( \eta \in \mathfrak{X}(N) \) and \( \eta_{f(p)} \in \text{im}(T_p f) \) for all \( p \in M \), then \( \exists ! \xi := f^* \eta \in \mathfrak{X}(M) \), s.t. \( \xi \) is \( f \)-related to \( \eta \).

**Proof.** Since \( T_p f \) is injective, to each \( \eta_{f(p)} \) in \( \text{im}(T_p f) \) there is a unique preimage \( \xi_p \in T_p M \). It remains to show that this vector field \( \xi : M \to TM \) is smooth. Since \( f \) is an immersion, according to [11.4] charts \( \varphi \) and \( \psi \) exist centered at \( p \) and \( f(p) \),
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respectively, so that $\psi^{-1} \circ f \circ \varphi = \text{incl}_{\mathbb{R}^m \to \mathbb{R}^n}$. Let $\xi = \sum \xi_p^i \partial^i$. It suffices to show that the $\xi_p^i : M \to \mathbb{R}$ are smooth. Since
\[
(\xi_p^i)_p = \xi_p^i (\text{pr}_1 \circ \varphi^{-1}) = \xi_p^i (\text{pr}_1 \circ \psi^{-1} \circ f) = (Tf \circ \xi_p^i) (\text{pr}_1 \circ \psi^{-1}) \\
= \eta_{f(p)} (\text{pr}_1 \circ \psi^{-1}) = \eta_p^i (\eta \circ f)_p \text{ is smooth in } p,
\]
it follows that $\xi_p^i$ is smooth locally around $p$. The $f$-relatedness follows directly from the construction of $\xi$.

17.6 Remark.

We have shown that vector fields can be transported using diffeomorphisms $f$:
\[
\begin{array}{ccc}
TM & \xrightarrow{Tf} & TN \\
\xi & \xmapsto{f_*} & f_* \xi & \xmapsto{f^* \eta} & \eta \\
M & \xrightarrow{f} & N & \xrightarrow{f} & N
\end{array}
\]
Here, $f^* \eta := Tf^{-1} \circ \eta \circ f$ by [17.5] and $f_* \xi := Tf \circ \xi \circ f^{-1}$ by [17.4]. Then the following holds:
\[
f_* (f^* \eta) = Tf \circ (f^* \eta) \circ f^{-1} = Tf \circ Tf^{-1} \circ \eta \circ f \circ f^{-1} = \eta
\]
and analog $f^* (f_* \xi) = \xi$, i.e. $f^* : \mathfrak{X}(N) \to \mathfrak{X}(M)$ and $f_* : \mathfrak{X}(M) \to \mathfrak{X}(N)$ are inverse to each other for diffeomorphisms $f$.

17.7 Proposition.

Let vector fields $\xi_i$ be $f$-related to $\eta_i$ for $i = 1, 2$. Then:

1. $\xi_1 + \xi_2$ is $f$-related to $\eta_1 + \eta_2$.
2. $[\xi_1, \xi_2]$ is $f$-related to $[\eta_1, \eta_2]$.
3. $(g \circ f) \cdot \xi$ is $f$-related to $g \cdot \eta$, where $g : N \to \mathbb{R}$ is smooth.

Proof.

1 follows from the linearity of $T_p f$.

3 follows analogously, because of
\[
(Tf \circ ((g \circ f) \cdot \xi) \circ f = Tf(g(f(p)) \cdot \xi_p) = g(f(p)) \cdot (T_p f) \xi_p \\
= g(f(p)) \cdot \eta_{f(p)} = ((g \cdot \eta) \circ f)(p).
\]

2 follows because
\[
[\xi_1, \xi_2] (g \circ f) = \xi_1 (\xi_2 (g \circ f)) - \xi_2 (\xi_1 (g \circ f))
\]

17.8 Lemma.

Let $f \in C^\infty(M, N)$, $\xi \in \mathfrak{X}(M)$, and $\eta \in \mathfrak{X}(N)$.

Then $\xi$ is $f$-related to $\eta$ $\iff$ $f \circ \xi^f = F^f \circ (\text{id} \times f)$ locally at $\{0\} \times M$.

Proof.
17. **Lie bracket**

17.10 Proposition (Descriptions of the Lie derivative).

The following theorem shows that we already know the Lie derivative of functions \( f \) and of vector fields.

\[
\begin{align*}
\frac{d}{dt}|_{t=0}f(Fl^t_{\xi}(t,p)) &= T_f(Fl^t_{\xi}(\cdot,p))(0) = T_f(\xi_p) \\
\frac{d}{dt}|_{t=0}Fl^t_{\xi}(t,f(p)) &= \eta(Fl^t_0(0,f(p))) = \eta(f(p)).
\end{align*}
\]

\((\Rightarrow)\) The curve \( Fl^t_{\xi}(\cdot,f(p)) \) is the unique integral curve to \( \eta \) with start value \( f(p) \).

On the other hand, \( f \circ Fl^t_{\xi}(\cdot,p) \) has value \( f(p) \) at \( t = 0 \) and by differentiating we obtain:

\[
(f \circ Fl^t_{\xi}(\cdot,p))'(t) = T_f(Fl^t_{\xi}(\cdot,p))(t) = (T_f \circ \xi)(Fl^t_{\xi}(t,p)) = \eta(\xi_p).
\]

The equality of the two terms now follows from the uniqueness of the integral curves of \( \eta \).

\(\square\)

### 17.9 Definition (Lie derivative).

1. For \( \xi \in \mathfrak{X}(M) \) the Lie derivative \( L_{\xi} : C^\infty(M, \mathbb{R}) \to C^\infty(M, \mathbb{R}) \) in direction \( \xi \) on functions \( f \in C^\infty(M, \mathbb{R}) \) is defined by

\[
f \mapsto \left( p \mapsto \frac{d}{dt}|_{t=0}(Fl^t_{\xi})^*f(p) = \frac{d}{dt}|_{t=0}(f \circ Fl^t_{\xi})(t,p) \right).
\]

2. For \( \xi \in \mathfrak{X}(M) \) the Lie derivative \( L_{\xi} : \mathfrak{X}(M) \to \mathfrak{X}(M) \) in direction \( \xi \) on vector fields \( \eta \in \mathfrak{X}(M) \) is defined by

\[
\eta \mapsto \left( p \mapsto \frac{d}{dt}|_{t=0}(Fl^t_{\xi})^*\eta(p) = \frac{d}{dt}|_{t=0}(T Fl^t_{\xi,\eta} \circ \eta)(p) \right).
\]

Note that \( T Fl^t_{\xi,\eta} \circ \eta \circ Fl^t_{\xi} : M \to TM \) is locally a section for all \( t \) near 0, and thus \( t \mapsto (T Fl^t_{\xi,\eta} \circ \eta \circ Fl^t_{\xi})(p) \) is a locally defined curve in the vector space \( T_pM \) for each \( p \) (whereas \( t \mapsto (T Fl^t_{\xi} \circ \eta \circ Fl^t_{\xi}) \) is not a well-defined curve in \( \mathfrak{X}(M) \)) and thus the derivative \( \frac{d}{dt}|_{t=0}(T Fl^t_{\xi,\eta} \circ \eta \circ Fl^t_{\xi})(p) \) is also in \( T_pM \).

The following theorem shows that we already know the Lie derivative of functions and of vector fields.

17.10 Proposition (Descriptions of the Lie derivative).

1. For \( \xi \in \mathfrak{X}(M) \) and \( f \in C^\infty(M, \mathbb{R}) \):

\[
L_{\xi}f = \xi f.
\]

2. For \( \xi, \eta \in \mathfrak{X}(M) \):

\[
L_{\xi}(\eta) = [\xi, \eta].
\]

**Proof.**

1. Since \( \xi_p = c_p'(0) \) with \( c_p := Fl^1_{\xi}(\cdot,p) \) we get

\[
(L_{\xi}f)_p = \frac{d}{dt}|_{t=0}(Fl^t_{\xi})^*f(p) = (f \circ Fl^t_{\xi})(0) = (f \circ c_p)'(0) = \xi_p(f) = (\xi f)_p.
\]

2. Let \( \alpha : \mathbb{R}^2 \to \mathbb{R} \) be locally defined by

\[
\alpha(t,s) := (\eta|_{Fl^t_{\xi}(t,p)})(f \circ Fl^s_{\xi}) = T Fl^s_{\xi,\eta}(Fl^t_{\xi})(f) = (T Fl^s_{\xi} \circ \eta \circ Fl^t_{\xi})(f).
\]

Then

\[
\alpha(t,0) = \eta_{Fl^t_{\xi}(t,p)} f = (\eta f)(Fl^t_{\xi}(t,p))
\]

\[
\alpha(0,s) = \eta_p(f \circ Fl^s_{\xi})
\]

\( \Rightarrow \)

\[
\partial_1\alpha|_{(0,0)} = \frac{d}{dt}|_{t=0}(\eta f)(Fl^t_{\xi}(t,p)) = \xi_p(\eta f)
\]

\[
\partial_2\alpha|_{(0,0)} = \frac{d}{dt}|_{t=0}(\eta_p(f \circ Fl^t_{\xi}(t,.))) = \eta_p(\xi f).
\]

\(\square\)
because $\eta_p$ is linear. Thus
\[
\left. \frac{d}{dt} \right|_{t=0} \alpha(t, -t) = \partial_1 \alpha(0, 0) - \partial_2 \alpha(0, 0) = \xi_p(\eta f) - \eta_p(\xi f) = [\xi, \eta]_p f
\]
and $\left. \frac{d}{dt} \right|_{t=0} (T \text{Fl}^\xi_t \circ \eta \circ \text{Fl}^\xi_t)_p f = \mathcal{L}_\xi(\eta)_p f$.

\subsection{17.11 Proposition}

The Lie bracket is an obstruction to the commutativity of the flows. More precisely, this means:

1. We have $[\xi, \eta] = 0 \iff \text{Fl}^\xi_t \circ \text{Fl}^\eta_s = \text{Fl}^\eta_s \circ \text{Fl}^\xi_t$ (These mappings are defined locally for small $t$ and $s$).

2. Let $c : \mathbb{R} \to M$ be defined locally by $c(t) := (\text{Fl}^\eta_s \circ \text{Fl}^\xi_t \circ \text{Fl}^\eta_s \circ \text{Fl}^\xi_t)_p$. Then: $c(0) = p, \ c'(0) = 0, \ c''(0) \in T_p M$ is well defined and $c''(0) = 2[\xi, \eta]_p$.

\textbf{Proof.}

\[(1) \ (\Leftarrow) \] We have
\[
\text{Fl}^\xi_t(\text{Fl}^\eta(s, p)) = (\text{Fl}^\xi_t \circ \text{Fl}^\eta)(p) = (\text{Fl}^\eta \circ \text{Fl}^\xi_t)(p) = \text{Fl}^\eta(s, \text{Fl}^\xi_t(p)),
\]
that is $\text{Fl}^\xi_t \circ \text{Fl}^\eta = \text{Fl}^\eta \circ (1 \times \text{Fl}^\xi_t)$

\[
\eta \text{ is Fl}^\xi_t\text{-related to } \eta, \ i.e. \ T \text{Fl}^\xi_t \circ \eta = \eta \circ \text{Fl}^\xi_t.
\]

\[
\Rightarrow \ \eta = T \text{Fl}^\xi_t \circ \eta \circ \text{Fl}^\xi_t \text{ because } (\text{Fl}^\xi_t)^{-1} = \text{Fl}^\xi_{-t} \text{ is a local diffeomorphism}
\]

\[
\Rightarrow \ 0 = \left. \frac{d}{dt} \right|_{t=0} \eta = \left. \frac{d}{dt} \right|_{t=0} T \text{Fl}^\xi_{-t} \circ \eta \circ \text{Fl}^\xi_t = [\xi, \eta].
\]
(⇒) From $[\xi, \eta] = 0$ we get:

$$\frac{d}{ds}(TF^{\xi}_{-t} \circ \eta \circ F^{\xi}_{t})(p) = \frac{d}{ds}|_{s=0}(TF^{\xi}_{-t} \circ \eta \circ F^{\xi}_{t+s})(p)$$

$$= \frac{d}{ds}|_{s=0} (TF^{\xi}_{-t} \circ TF^{\xi}_{-s} \circ \eta \circ F^{\xi}_{t+s})(p)$$

$$= TF^{\xi}_{-t} \left( \frac{d}{ds}|_{s=0} (TF^{\xi}_{-t} \circ \eta \circ F^{\xi}_{t})(p) \right)$$

$$= \underbrace{T^{17.10.2}}_{\xi,\eta} (TF^{\xi}_{-t} \circ [\xi, \eta] \circ F^{\xi}_{t})(p) = 0$$

So $TF^{\xi}_{-t} \circ \eta \circ F^{\xi}_{t} = TF^{\xi}_{0} \circ \eta \circ F^{\xi}_{t} = \eta$ is constant in $t$, that is $\eta \circ F^{\xi}_{t} = TF^{\xi}_{t} \circ \eta$. Thus, $\eta$ is $F^{\xi}_{t}$-related to $\eta$. By (17.8) we finally obtain $F^{\xi}_{t} \circ \eta \circ F^{\xi}_{t} = F^{\xi}_{t} \circ F^{\xi}_{t}$.

\[2\] Let $c : \mathbb{R} \rightarrow M$ be locally defined and $C^{\infty}$. Then $c' : \mathbb{R} \rightarrow TM$ is the canonical lift of $c$. The curve $c'' : \mathbb{R} \rightarrow T(TM)$ can also be understood as a lift of $c$.

$$c = \pi_{TM} \circ c' \quad \Rightarrow \quad c = \pi_{TM} \circ \pi_{TM} \circ c''$$

If $c'(0) = 0$, then $c''(0)$ can also be understood as the derivation $f \mapsto c''(0)f := (f \circ c)'(0)$.

This is linear and

$$c''(0)(fg) = ((fg) \circ c)'(0) = ((f \circ c)(g \circ c))'(0)$$

$$= (f \circ c)'(0)(g \circ c)(0) + 2(f \circ c)'(0)(g \circ c)'(0) + (f \circ c)(0)(g \circ c)''(0)$$

$$= (c''(0)f)g(c(0)) + f(c(0))\left(c''(0)g\right).$$

So $c''(0)$ acts as a derivation over $c(0) = p$, that is $c''(0) \in T_{p}M$.

Let $\alpha_{0}(t, s) := (F^{\xi}_{t} \circ F^{\xi}_{s})(p)$

$$\alpha_{1}(t, s) := (F^{\xi}_{-t} \circ F^{\xi}_{s} \circ F^{\xi}_{t})(p)$$

$$\alpha_{2}(t, s) := (F^{\xi}_{t} \circ F^{\xi}_{-s} \circ F^{\xi}_{t} \circ F^{\xi}_{s})(p).$$

Then $c(t) = \alpha_{2}(t, t)$

$$\alpha_{2}(0, s) = \alpha_{1}(s, s)$$

$$\alpha_{1}(0, s) = \alpha_{0}(0, s).$$

If $f \in C^{\infty}(M, \mathbb{R})$, then:

$$\partial_{1}(f \circ \alpha_{0}) = (\eta f) \circ \alpha_{0}$$

$$\partial_{1}(f \circ \alpha_{1}) = -(\xi f) \circ \alpha_{1}$$

$$\partial_{1}(f \circ \alpha_{2}) = -(\eta f) \circ \alpha_{2}$$

$$\partial_{2}(f \circ \alpha_{0})(0, s) = (\xi f)(\alpha_{0}(0, s))$$

$$\partial_{2}(f \circ \alpha_{1})(0, s) = \partial_{1}(f \circ \alpha_{0})(s, s) + \partial_{2}(f \circ \alpha_{0})(s, s)$$

$$\partial_{2}(f \circ \alpha_{2})(0, s) = \partial_{1}(f \circ \alpha_{1})(s, s) + \partial_{2}(f \circ \alpha_{1})(s, s)$$
\[ c'(0) = (f \circ c)'(0) = \frac{d}{d\varepsilon}|_{\varepsilon=0} (f \circ \alpha_2)(t, t) \]
\[ = \partial_1 (f \circ \alpha_2)(0, 0) + \partial_2 (f \circ \alpha_2)(0, 0) \]
\[ = -((\eta f)_p + \partial_1 (f \circ \alpha_1)(0, 0) + \partial_2 (f \circ \alpha_1)(0, 0) \]
\[ = -((\eta f)_p - (\xi f)_p + \partial_1 (f \circ \alpha_0)(0, 0) + \partial_2 (f \circ \alpha_0)(0, 0)) = 0 \]
\[ c''(0) := (f \circ c)''(0) = (\frac{d^2}{dt^2})|_{t=0} (f \circ \alpha_2)(t, t) \]
\[ = \partial_2^2 (f \circ \alpha_2)(0, 0) + 2\partial_2 \partial_1 (f \circ \alpha_2)(0, 0) + \partial_2^2 (f \circ \alpha_2)(0, 0) \]

\[ \partial_2^2 (f \circ \alpha_2)(0, 0) = \partial_1 ((-\eta f) \circ \alpha_2)(0, 0) = (-\eta((-\eta f)) \circ \alpha_2)(0, 0) = (\eta (\eta f))_p \]
\[ \partial_2 \partial_1 (f \circ \alpha_2)(0, 0) = \partial_2((-\eta f) \circ \alpha_2)(0, 0) \]
\[ = \partial_1 ((-\eta f) \circ \alpha_1)(0, 0) + \partial_2 ((-\eta f) \circ \alpha_1)(0, 0) \]
\[ = (\xi (\eta f))_p + (\xi (\eta f))_p = (\eta (\eta f) - (\xi (\eta f))_p \]

By collecting the results we finally obtain:
\[ c''(0) = \eta f - 2\eta f + \xi f - 2\eta f - 2\xi f + \eta f + 2\xi f + \xi \]
\[ = 2(\xi f - \eta f) = 2[\xi, \eta] f. \]

**17.12 Proposition (Commuting flows are coming from charts).**

Let \( \{\xi_i\}_{i=1}^k \) be linear independent vector fields on \( M \) with \( [\xi_i, \xi_j] = 0 \ \forall \ i, j \). Then there is a chart \( \varphi \), so that locally \( \xi_i = \partial_i^\varphi \) for \( i = 1 \ldots k \).

**Proof.** Without loss of generality, \( M \subseteq \mathbb{R}^n \) is open, \( p = 0 \) and \( \xi_i(0) = e_i \) for \( i = 1, \ldots, k \). Let
\[ \varphi(t_1, \ldots, t_n) := Fl_{t_1}^{\xi_1} \left( t_1, Fl_{t_2}^{\xi_2}(t_2, \ldots, Fl_{t_k}^{\xi_k}(t_k; 0, \ldots, 0, t_{k+1}, \ldots, t_n)) \right) \]
\[ = (Fl_{t_{i_1}}^{\xi_{i_1}} \circ \ldots \circ Fl_{t_k}^{\xi_k})(0, \ldots, 0, t_{k+1}, \ldots, t_n). \]
17.1 Remarks.

1. The reverse holds as well: If \( \varphi \) is a chart then the Lie brackets of the basis vector fields \( \partial_i^\varphi \) vanish and thus their flows commute pairwise.

2. Let \( \xi \in \mathfrak{X}(M) \) with \( \xi_p \neq 0 \). Then there is a chart \( \varphi \) with \( \xi = \partial_i^\varphi \) for \( k = 1 \) by 17.12. Since \( \partial_i \) is obviously \( \varphi \)-related to \( \partial_i^\varphi \), we have \( \varphi(\text{Fl}^i(t,x)) = \text{Fl}^\xi(t,\varphi(x)) \) by 17.8 and thus

\[
\text{Fl}^\xi(t,p) = \varphi(\text{Fl}^i(t,\varphi^{-1}(p))) = \varphi(\varphi^{-1}(p) + te_1).
\]

The flow of each non-stationary vector field is thus given up to diffeomorphisms \( \varphi \) by the translation \( x \mapsto x + te_1 \) with constant velocity \( e_1 \).

3. Let \( \xi_p = 0 \) (i.e., \( p \) is a zero of the vector field) and thus \( \text{Fl}^\xi(t,p) = p \), i.e., \( p \) be a fixed point (stationary point) of the local flow. Without loss of generality, \( U \subseteq \mathbb{R}^m \) is open and \( \xi : U \rightarrow \mathbb{R}^m \) with \( \xi(0) = 0 \). Then \( \xi'(0) : \mathbb{R}^m \rightarrow \mathbb{R}^m \) is linear, and the Eigenvalues of \( \xi'(0) \) generically determine the local behavior of the flow (see books on dynamical systems).

17.14 Proposition.

Let \( M \subseteq \mathbb{R}^3 \) be a surface and \( X_1, X_2 \) pointwise linear independent vector fields on \( M \). Then there is a local parameterization \( \varphi \) of \( M \) with \( \partial_i \varphi(u) \) parallel to \( X_i(\varphi(u)) \) for \( i \in \{1,2\} \).

For hypersurfaces in \( \mathbb{R}^n \) with \( n > 3 \) the analogue proposition is wrong!

**Direct proof.** Let \( \psi \) be a local parameterization of \( M \) and \( Y_i := \psi^{-1}(X_i) \) the local vector fields on \( \mathbb{R}^2 \) with \( T_v \psi \cdot Y_i(v) = X_i(\psi(v)) \). We are looking for a local diffeomorphism \( h : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), \( (v^1, v^2) \mapsto (u^1, u^2) \) with \( \varphi := \psi \circ h^{-1} \) as desired.
that integral curves of vector fields are not always globally for
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More abstractly this means:

so \( h'(v) \cdot Y(v) \) is proportional to \( e_i \), because \( (h^{-1})'(u) \cdot e_i = h'(h^{-1}(u))^{-1} \cdot e_i \) is parallel to \( Y(h^{-1}(u)) \). The above partial differential equations of the form

are solvable because if \( t \mapsto v(t) \) is an integral curve of vector field \( Y \), then

for each solution \( u \) of the partial differential equation, i.e. \( u \circ v \) constant. Hence \( u(FL^Y(t, v)) = u(v) \). Thus, if we specify \( u \) on a curve normal to \( Y \), then \( u \) is locally defined and satisfies this partial differential equation.

Proof by means of commutating vector fields. Compare this to \[17.12\]. Let \( X_1, X_2 \) pointwise linearly independent. Then local functions exist with \( a_i > 0 \)

and thus by \[17.12\] for \( k = 2 \) a chart \( \varphi \) with \( \partial_i \varphi = a_i X_i \) for \( i = 1, 2 \): We have \( [X_1, X_2] = b_1 X_1 + b_2 X_2 \) with smooth coefficients functions \( b_1 \) and \( b_2 \) and therefore we have to solve only the partial differential equation of first order \( \frac{X_1(a_2)}{a_2} = b_2 \) and analogously \( \frac{X_2(a_1)}{a_1} = -b_1 \), which is obviously possible, since by \[17.12\] for \( k = 1 \) we find a chart \( \varphi \) with \( X_1 = \partial_i^\varphi \) and then \( \frac{X_1(a_2)}{a_2} = b_2 \) is an ordinary differential equation with additional parameter.

18. Integral manifolds

18.1 Remark.

We have seen in \[16.6\] that integral curves of vector fields are not always globally defined. Intuitively speaking, they are not defined for all \( t \in \mathbb{R} \) because they escape to “infinity” in finite time. Thus the solution curves are “too fast”, i.e. their velocity vectors are too large. But we could make the flow global by reducing its speed.

More abstractly this means:

i. Instead of vector fields we consider one-dimensional subspaces \( E_p \subseteq T_p M \ \forall \ p \in M \), i.e. vector subbundles.

ii. Instead of solution curves, we consider integral manifolds, i.e. 1-dimensional submanifolds \( N \) of \( M \), for which \( T_p N = E_p \) holds. We can also consider these concepts in the higher-dimensional case:
18.2 Definition (Integral manifold).

Let $E$ be a vector subbundle of $\pi : TM \to M$ (referred to as distribution in the (older) literature). Then we understand by an integral manifold $N$ of $E$ a connected manifold structure on a subset $N \subseteq M$ such that the inclusion $\text{incl} : N \to M$ is an immersion and $T_p\text{incl} : T_pN \to E_p$ is a bijection for each $p \in N$.

18.3 Examples.

1. For one-dimensional vector subbundles, which are spanned locally by a vector field, integral curves always exist for this vector field, and thus also integral manifolds of the bundle.

   For example: If a “constant” vector field at the torus has an irrational slope, then each of its integral manifolds lies dense in the torus.

2. Note however, that the vector subbundles $E$ is generally not spanned globally by a VF. An example is the subbundle $E$ of the tangent bundle of Möbius strip $M$ consisting of all velocity vectors of curves in the fibers of $M \to S^1$.

3. In the multidimensional case, it is generally not true that each vector subbundle has integral manifolds. Consider the following example:

   $M = \mathbb{R}^3$ with $E_{xyz} = \langle \frac{\partial}{\partial x} + y \frac{\partial}{\partial z}, \frac{\partial}{\partial y} \rangle = \{(\lambda, \mu, \lambda y) : \lambda, \mu \in \mathbb{R} \} \subseteq T_{(x,y,z)}\mathbb{R}^3$. 
Suppose there exists an integral manifold $N$ through $(0,0,0)$.

Since $E_{(0,y,z)} \cap \{(0) \times \mathbb{R}^2\} = \mathbb{R} \cdot e_2$ the intersection $N \cap \{(0) \times \mathbb{R}^2\}$ is locally the $y$-axes $\mathbb{R} \cdot e_2$.

Since $E_{(x,y_0,z)} \cap (\mathbb{R} \times \{0\} \times \mathbb{R}) = \mathbb{R} \cdot (1,0,y_0)$ the intersection $N \cap (\mathbb{R} \times \{y_0\} \times \mathbb{R})$ for fixed $y_0$ is locally near $(0,y_0,0)$ the line $(0,y_0,0) + \mathbb{R} \cdot (1,0,y_0) = \{(x,y_0,xy_0) : x \in \mathbb{R}\}$, thus $N$ locally at 0 contains $\{(x,y) : x,y \in \mathbb{R}\}$ and hence its tangent space $T_{(x,y)}N$ contains $(0,1,x)$ which lies in $E_{(x,y)} = \{(\lambda,\mu,\lambda y) : \lambda,\mu \in \mathbb{R}\}$ only for $x = 0$. Therefore an integral manifold through 0 does not exist.

18.4 Remark. Finding necessary conditions for integrability.

Suppose $E$ is a subbundle of $TM$ that has an integral manifold through each point. Let $p \in M$ and let $N$ be such an integral manifold through $p$. Furthermore, let $\xi$ and $\eta$ be vector fields on $M$ with $\xi_0, \eta_0 \in E_x$ for all $x$. Because of lemma 17.5 vector fields $\xi$ and $\eta$ exist on $N$, such that $\xi, \eta$ are related to $\xi, \eta$ with respect to incl. Then $[\xi, \eta]$ is a vector field on $N$ which is incl-related to $[\xi, \eta]$ by 17.7.2. Thus we get $[\xi, \eta]_p = T_{\text{incl}} [\xi, \eta]_p \in E_p$.

18.5 Definition (Integrable subbundle).

A vector subbundle $E$ of $TM$ is called integrable $\iff$ for every two smooth vector fields $\xi, \eta$ on $M$: $\xi_p, \eta_p \in E_p \forall p \Rightarrow [\xi, \eta]_p \in E_p \forall p$.

Exercise: Show that the subset of 18.3.3 is not integrable. Hint: Consider the two generating vector fields.

18.6 Local Integrability Theorem of Frobenius.

Let $E$ be a vector subbundle of $\pi : TM \to M$. Then $E$ is integrable if and only if for each $p \in M$ there exists an integral manifold through $p$ (moreover, there is a chart $\varphi$ centered at $p$, such that $\varphi(\mathbb{R}^k \times \{a\})$ is an integral manifold for each $a$).

The images $\varphi(\mathbb{R}^k \times \{a\})$ are called plaques.

Proof. $(\Leftarrow)$ We already showed that in 18.4.

$(\Rightarrow)$ Without loss of generality, $M \subseteq \mathbb{R}^m$ is open and $\psi : M \times \mathbb{R}^m \to M \times \mathbb{R}^m$ is a VB chart trivializing $E \subseteq M \times \mathbb{R}^m$, that is $\psi_z := \psi(z, \cdot) : \mathbb{R}^k \times \{0\} \to E_z$ is an isomorphism for each $z \in M$. By applying a rotation to $M$ and hence to $T_0M$ we may assume that $E_0 = \mathbb{R}^k \times \{0\}$, and by composing $\psi$ with $\text{id} \times \psi^{−1}_0$ we may further assume that $\psi_0 = \text{id}$, in particular, $\text{pr}_k \circ \psi_0 \circ \text{incl}_k = \text{id} \in GL(k)$. Thus, $\text{pr}_k \circ \psi_z \circ \text{incl}_k \in GL(k)$ for all $z$ close to 0.

We now want to represent each of the subspaces $E_z$ as a graph of a linear mapping $f_z : \mathbb{R}^k \to \mathbb{R}^{m-k}$. Because of graph of $f_z := \{(v, f(z)v) : v \in \mathbb{R}^k\}$ and $E_z = \{v_2^z(w,0), v_2^z(w,0) : w \in \mathbb{R}^k\}$ we need $f_z(v) = v_2^z(w,0)$ with $v_2^z(w,0) = v$ for a (uniquely determined) $v \in \mathbb{R}^k$, i.e. $f : M \to L(k, m-k)$ must be given by:

$$f_z := f(z) = v_2^z \circ (\varphi_z^1|_{\mathbb{R}^k})^{-1} = \text{pr}_{m-k} \circ \psi_z \circ \text{incl}_k \circ (\text{pr}_k \circ \psi_z \circ \text{incl}_k)^{-1},$$
18. INTEGRAL MANIFOLDS

What tells us integrability in this context?

For \( \xi \in \mathfrak{X}(M) \) we have: \( \xi_p \in E_p \iff \xi_p \in \text{graph } f(p) \iff \xi_p = (\xi_1|\rho, \xi_2|\rho), \) with \( f(p)(\xi_1|\rho) = (\xi_2|\rho). \) Let \( \xi, \eta : \mathbb{R}^m \to \mathbb{R}^m = \mathbb{R}^{m-k} \times \mathbb{R}^k \) with \( \xi_p, \eta_p \in E_p. \) By assumption \([\xi, \eta]|_p \in E_p,\) thus

\[
[x, y](p) = (x(\eta_1) - x(\eta_1)(p)) \quad \text{and on the other hand}
\]

\[
x(\eta_1)p = x'(\eta(p)) - x'(\eta(p)) \]

\[
= \left( \eta'(\eta) - \eta'(\eta)(p) + f'(\eta)(p) \right) \]

\[
= \left( \eta'(\eta)(p) - \eta'(\eta)(p) + f'(\eta)(p) \right) \]

\[
= \left( [x, y](p), f'(\eta)(p) \right)
\]

For \( v_1 := \xi_1(p) \) and \( v_2 := \eta_1(p) \) with \( v_1, v_2 \in \mathbb{R}^k \) we get:

\[
f'(p)(v_1, f(p)v_2) = f'(p)(v_2, f(p)v_1)\quad \text{and}
\]

We want to find a \( \varphi : \mathbb{R}^m \to \mathbb{R}^m \) such that \( \varphi(\mathbb{R}^k \times \{a\}) \) is an integrable manifold for all \( a, \) i.e. \( \partial v(\varphi)(z) : \mathbb{R}^k \to E_{\varphi(z)} \) should be an isomorphism. Without loss of generality (as will be seen), we further restrict the appearance of \( \varphi \) by the following condition:

\[
\varphi(0, y) = (0, y), \quad (\partial y\varphi)(z) \cdot v = (v, f(\varphi)(z)).
\]

If \( \varphi(x, y) =: (\varphi_1(x, y), \varphi_2(x, y)), \) then

\[
(\partial x\varphi)(z) \cdot v, \partial y\varphi(z) \cdot v = (v, f(\varphi(z)) \cdot v)
\]

\[
\Rightarrow \varphi_1(x, y) = \varphi_1(0, y) + x = x \Rightarrow \varphi(x, y) = (x, \varphi_2(x, y)) =: (x, g_y(x)),
\]

where \( g_y(0) = y \) and \( g'_y(x) = f(x, g_y(x)) \) has to hold.

Now everything follows from the following proposition.

**18.7 Theorem of Frobenius for total differential equations.**

Let \( f : \mathbb{R}^m = \mathbb{R}^k \times \mathbb{R}^n \to L(k, n) \) be locally \( C^\infty. \) Then for each \((x_0, y_0) \in \mathbb{R}^m \) there is a local \( C^\infty \) mapping \( g_{x_0,y_0} : \mathbb{R}^k \to \mathbb{R}^n \) with \( g'_{x_0,y_0}(x)v = f(x, g_{x_0,y_0}(x))v \) and \( g_{x_0, y_0}(x_0) = y_0 \) if and only if \( f'(z)(v_1, f(z)v_1)v_2 \) is symmetric in \( v_1, v_2. \)

Further, the mapping \((x_0, y_0, x) \mapsto g_{x_0,y_0}(x)\) is \( C^\infty.\)

**Remark.**

Let \( \{e_1, \ldots, e_k\} \) be a basis for \( \mathbb{R}^k \) and put \( f_i(z) := f(z)e_i. \) Then \( f(z)v = \sum_{i=1}^{k} f_i(z)v_i \) and \( \partial g(x) = f_1(x, g(x)) \) with \( 1 \leq i \leq k \) is a system of partial differential equations.

We will prove [18.7] in a basis-free way. (A proof in coordinates can be found, for example, in [186, Vol.1, S.254].)

**Proof of 18.7.** See [81, 6.5.1]. Let \( E = \mathbb{R}^k \) and \( F = \mathbb{R}^{m-k}.\)
For \( z_0 = (x_0, y_0) \in E \times F \) let \( g \) be a local solution of the above differential equation with initial condition \( g(x_0) = y_0 \). Then \( g' = f \circ (id,g) \) and by the chain rule

\[
\frac{d}{dt} g(t,v) = (g'(x_0)(v_1)(v_2) = ev_{v_2} \left( (g'(x_0)(v_1) \right) = ev_{v_2} \left( (f \circ (id,g))(x_0)(v_1) \right)
\]

From this we should get a solution \( \bar{g} \) with initial value \( \bar{g}(0) = y_0 \). Since \( g'' \) is symmetric by the Theorem of Schwarz, thus the same hold for the right side.

Let \( (x_0, y_0) \in E \times F \). We try to reduce the total differential equation to an ordinary one by first examining what happens at \( x_0 \) in the direction of \( v \in E \)

For the moment we assume that a local solution \( \bar{g} \) of the total differential equation with initial value \( \bar{g}(x_0) = y_0 \) exists and put \( \bar{g}(t) := g(x_0 + tv) \). Then

\[
\frac{\partial}{\partial t} \bar{g}(t,v) = g'(x_0, tv) \cdot v = f(x_0 + tv, g(x_0 + tv)) \cdot v = f(x_0 + tv, \bar{g}(t,v)) \cdot v,
\]

\[
\bar{g}(0,v) = g(x_0) = y_0.
\]

This is an ordinary differential equation for \( \bar{g} \) which thus locally (i.e. for \( |t| \leq \varepsilon \), \( \|v\| \leq \varepsilon \) with a certain \( \varepsilon > 0 \) has a unique solution \( \bar{g} \), which depends smoothly on \( t, g(x_0), y_0 \).

Then we get \( k(0) = \partial_2 \bar{g}(0)(v) = f(x_0 + 0v, \bar{g}(0, v)) = 0 \) and, after applying the chain rule, - where we omit for the sake of clarity the argument \( t, v \) of \( \bar{g} \) and of its derivatives as well as the argument \( x_0 + tv, \bar{g}(t,v) \) of \( f \) and its derivatives -

\[
\frac{d}{dt} k(t) = \frac{\partial}{\partial t} \left( \partial_2 \bar{g}(t,v)(w) - f(x_0 + tv, \bar{g}(t,v)(tw)) \right)
\]

\[
= \partial_2 \left( \frac{\partial}{\partial t} \left( \bar{g}(t,v)(w) - f(x_0 + tv, \bar{g}(t,v)(tw)) \right) \right)
\]

\[
= \partial_2 \left( \partial_1 f \cdot tv \cdot w + \partial_2 f \cdot \frac{\partial}{\partial t} \bar{g} \cdot tw + f \cdot w \right)
\]

\[
= \left( \partial_1 f \cdot tv \cdot w + \partial_2 f \cdot (\partial_2 g \cdot w) \cdot v + f \cdot w \right) - \left( f'(v, f \cdot v) \cdot tw + f \cdot w \right)
\]

\[
= \partial_2 f \cdot (\partial_2 g \cdot w - f \cdot tw) \cdot v = f'(t, f \cdot v) \cdot tw + f \cdot v
\]

Since this is a linear differential equation (with non-constant coefficients) and \( k(0) = 0 \) we conclude \( k = 0 \). Thus, for \( g(x) := \bar{g}(t,v) \) with \( t := \varepsilon \) and \( v := \frac{x-x_0}{\varepsilon} \) we have

\[
g'(x)(w) = \partial_2 g(\varepsilon, \frac{x-x_0}{\varepsilon}) \left( \frac{1}{\varepsilon} w \right) = \partial_2 g(t,v) \left( \frac{1}{\varepsilon} w \right) = f(x_0 + tv, \bar{g}(t,v)) \left( \frac{1}{\varepsilon} w \right)
\]

\[
= f \left( x, \bar{g}(\varepsilon, \frac{x-x_0}{\varepsilon}) \right) (w) = f(x, g(x))(w).
\]
18.9 Integrability Theorem of Frobenius, global version.

If $E$ is an integrable subbundle of $TM$, then:

1. There is a manifold structure $M_E$ on $M$ such that the inclusion $\text{incl} : M_E \to M$ is an immersion with $T\text{incl}(TM_E) = E$, i.e. $T\text{incl} : TM_E \to E \subseteq TM$ is bijective.

2. Let $f : N \to M$ be smooth with $Tf(TN) \subseteq E$. Then $f : N \to M_E$ is smooth.

3. Each connected component of $M_E$ is an initial submanifold of $M$, and is paracompact if $M$ is it.

4. If $N$ is a connected integral manifold, then $N$ is an open submanifold of a connected component of $M_E$ (hence the later ones are called maximal integral manifolds).

In this situation, one speaks of the foliation $M_E$ induced by $E$ on $M$. The maximal integral manifolds are called leaves of the foliation (Attention: This is something different than the leaves of a covering).

Proof. By 18.6 there are charts $\varphi$, such that $\varphi(\mathbb{R}^k \times \{a\})$ is an integral manifold for each $a$, i.e. $Tz\varphi(\mathbb{R}^k \times \{0\}) = E_{\varphi(z)}$ for all $z \in \text{dom} \varphi$.

Let $f : N \to M$ be smooth with $\text{im}(Tf) \subseteq E$ and $f(p) \in \text{im} \varphi$, then $f$ is locally in some plaque $\varphi(\mathbb{R}^k \times \{a\})$: In fact, for $\tilde{f} := \varphi^{-1} \circ f$ we have

$$\text{im}(T_x\tilde{f}) = T_{f(z)}\varphi^{-1}(\text{im}(T_xf)) \subseteq T_{f(z)}\varphi^{-1}(E_{f(z)}) = \mathbb{R}^k \times \{0\} \quad \exists \, a \, : \, f(p) \in \mathbb{R}^k \times \{a\} \Rightarrow \text{im} \tilde{f} \subseteq \mathbb{R}^k \times \{a\}.$$  

$\{\varphi|_{(\mathbb{R}^k \times \{a\})}, \varphi \text{ is trivializing for } E \text{ as in } 18.6, a \in \mathbb{R}^{m-k}\}$.
is an atlas on the set $M$: For this we have to show that the chart changes are smooth maps defined on open sets: Consider $\varphi_1, \varphi_2$: $a_1, a_2$ and $p \in \varphi_1(\mathbb{R}^k \times \{a_1\}) \cap \varphi_2(\mathbb{R}^k \times \{a_2\})$. Since $\varphi_1(\mathbb{R}^k \times \{a_1\}): \mathbb{R}^k \times \{a_1\} \to M$ is an integral manifold, the image $\text{im}(\varphi_1(\mathbb{R}^k \times \{a_1\}))$ is contained locally in $\varphi_2(\mathbb{R}^k \times \{a_2\})$. So

$$
\left(\varphi_2(\mathbb{R}^k \times \{a_2\})\right)^{-1} \circ \left(\varphi_1(\mathbb{R}^k \times \{a_1\})\right)
$$

is well-defined locally and smooth as a restriction of $\varphi_2^{-1} \circ \varphi_1$.

We denote the so obtained manifold by $M_E$. The inclusion $M_E \hookrightarrow M$ is an immersion because the inclusion $\mathbb{R}^k \times \{a\} \hookrightarrow \mathbb{R}^m$ is its chart representation. Moreover, $T\text{incl}(M_E) = E$ since $T\varphi(\mathbb{R}^k \times \{0\}) = E_{\varphi(a)}$ for all $a \in \text{dom} \varphi$.

[2] Let $f: N \to M$ be smooth and $\text{im}(Tf) \subseteq E$. Then $f$ lies locally in a plaque $\varphi(\mathbb{R}^k \times \{a\})$ and thus $(\varphi|_{\mathbb{R}^k \times \{a\}})^{-1} \circ f$ is locally well-defined and smooth, i.e. $f: N \to M_E$ is smooth.

[3] With $M$ also $M_E$ is paracompact: Without restricting generality, $M$ is connected and let $C$ be a connected component of $M_E$. By [9.3] it suffices to show that $C$ is covered by countable many chart images $\varphi(\mathbb{R}^k \times \{a\})$, hence is $\sigma$-compact.

Let $\mathcal{A}$ be a countable family of $E$-trivializing charts which covers $M$ and let $p_0 \in C$ be fixed and $p \in C$ arbitrary. Since a curve exists in $C$ connecting $p_0$ and $p$, there are finitely many charts $\varphi_1, \ldots, \varphi_n \in \mathcal{A}$ and some $a_1, \ldots, a_n$, such that:

For given $\varphi_1, \varphi_{i+1}, a_i$, there are at most countably many $a_{i+1}$ with

$$
\varphi_1(\mathbb{R}^k \times \{a_1\}) \cap \varphi_{i+1}(\mathbb{R}^k \times \{a_{i+1}\}) \neq \emptyset,
$$

because otherwise there would be a covering of $\varphi_1(\mathbb{R}^k \times \{a_1\}) \cap \text{im} \varphi_{i+1}$ by uncountable many disjoint and (in the topology induced by $(\varphi|_{\mathbb{R}^k \times \{a\}})^{-1}(\text{im} \varphi_{i+1}) \subseteq \mathbb{R}^k$) open sets $\varphi_{i+1}(\mathbb{R}^k \times \{a\})$, which would give a contradiction to the Lindelöf property.

Thus there are only countably many finite sequences $(\varphi_i, a_i)$ that satisfy the condition $\varphi_1(\mathbb{R}^k \times \{a_1\}) \cap \varphi_{i+1}(\mathbb{R}^k \times \{a_{i+1}\}) \neq \emptyset$. Each $p \in C$ is reached by an appropriate sequence. So $C$ is covered by countably many chart images $\varphi(\mathbb{R}^k \times \{a\})$.

The connected component $C$ is an initial submanifold: Let $f: N \to C \subseteq M$ be smooth. Locally $f$ has values in $\text{im} \varphi$ and globally also in $C$. However, since $C$ (as a countable union of plaques) meets at most countably many plaques of $\varphi$, $f$ lies locally in one plaque (different plaques are not connected in $\text{im} \varphi$ with each other). Thus $\text{im}(Tf) \subseteq T(\varphi(\mathbb{R}^k \times \{a\})) = E_{\varphi(a)}$, hence $f: N \to M_E$ is smooth by [2]

[4] Let $N \to M$ be a connected integral manifold, then incl $: N \to M_E$ is smooth by [2] Furthermore, incl $: N \to M_E$ is injective and immersive (since
incl : \( N \to M \) is so) and submersive (since \( T \text{incl} : T_p N \to E_p \) is bijective), hence a local diffeomorphism. Thus, incl : \( N \hookrightarrow M_E \) is a diffeomorphism onto an open subset of \( M_E \).

18.10 Proposition.
Let \( f : M \to N \) be smooth and \( x \mapsto T_x f \) have constant rank \( r \). Then, \( \ker(T f) := \bigcup_{x \in M} \ker(T_x f) \) is an integrable vector subbundle of \( TM \), and the connected components of the level sets \( f^{-1}(q) \) are the maximal integral manifolds for \( \ker(T f) \).

18.11 Definition (Riemannian manifold).
A Riemannian metric on a manifold \( M \) is a function \( g \) which associates to each point \( x \in M \) a positive definite symmetric bilinear form \( g_x : T_x M \times T_x M \to \mathbb{R} \) such that for any vector fields \( \xi, \eta \in \mathfrak{X}(M) \) the mapping \( x \mapsto g_x(\xi_x, \eta_x) \) from \( M \) to \( \mathbb{R} \) is smooth.

A Riemannian manifold is a manifold \( M \) together with a specified Riemannian metric \( g \).

If the metric is specified only up to multiples with smooth positive functions, then one speaks of a conformal manifold.

Substituting the condition of positive definiteness by that of non-degeneracy, that is, \( v \mapsto \langle v, \cdot \rangle \) and \( v \mapsto \langle \cdot, v \rangle \) are injective as mappings \( \mathbb{R}^m \to (\mathbb{R}^m)^* \), one obtains the notion of a pseudo-Riemannian metric and the corresponding manifolds are called pseudo-Riemannian manifolds. If the signature is -1, then one speaks of a Lorentzian manifold.

If one considers complex manifolds and replaces the condition “bilinear form” by “Hermitian form”, one speaks of Hermitian manifolds. The real part of the Hermitian form is a Riemannian metric.

18.12 Definition (Length and distance).
Let \( (M, g) \) be a Riemannian manifold, then we can define the length of tangent vectors \( \xi_x \in T_x M \) as \( |\xi_x| := \sqrt{g_x(\xi_x, \xi_x)} \).

If \( c : [0, 1] \to M \) is a smooth curve in \( M \), let the length of \( c \) is defined by

\[
L(c) := \int_0^1 \sqrt{g_{c(t)}(c'(t), c'(t))} \, dt.
\]

As one easily convinces oneself, we also have a metric \( d_g : M \times M \to \mathbb{R}^+ \) in the sense of topology for connected Riemannian manifolds \( (M, g) \):

\[
d_g(p, q) := \inf \left\{ L(c) : c \in C^\infty(\mathbb{R}, M); \, c(0) = p, \, c(1) = q \right\}.
\]

For each smooth immersive \( f : N \to M \) the mapping \( (v, w) \mapsto g_{f(x)}(T_x f \cdot v, T_x f \cdot w) \) for \( v, w \in T_x N \) defines a Riemannian metric \( f^* g \) on \( N \) and it satisfies:

\[
L_{f^* g}(c) = L_g(f \circ c) \text{ and thus}
\]

\[
d_g(f(x), f(y)) = \inf \left\{ L_g(c) : c \text{ connects } f(x) \text{ to } f(y) \right\}
\]

\[
\leq \inf \left\{ L_g(f \circ c) : c \text{ connects } x \text{ to } y \right\}
\]

\[
= \inf \left\{ L_{f^* g}(c) : c \text{ connects } x \text{ to } y \right\}
\]

\[
d_{f^* g}(x, y), \text{ hence}
\]

\[
f \left( \left\{ x : d_{f^* g}(x, x_0) < r \right\} \right) \subseteq \left\{ y : d_g(y, f(x_0)) < r \right\}
\]
We now show that the metric $d_g$ generates the topology.

To see that the identity from the manifold $M$ to the metric space $(M, d_g)$ is continuous, we use that for the chart representation $\varphi^*g$ with respect to a chart $\varphi : \mathbb{R}^m \supseteq U \to \varphi(U) \subseteq M$ and for all $x$ in a compact subset of $U$ we have the inequalities

$$M_1^2 : |v|^2 \leq (\varphi^*g)_x(v, v) \leq M_2^2 : |v|^2$$

with some constants $M_1, M_2 > 0$, hence

$$\varphi\left(\left\{ x : |x - x_0| \leq \frac{\varepsilon}{M_2}\right\}\right) \subseteq \varphi\left(\left\{ x : d_{\varphi^*g}(x, x_0) \leq \varepsilon\right\}\right) \subseteq \left\{ y : d_g(y, \varphi(x_0)) \leq \varepsilon\right\}$$

and $d_g : M \times M \to \mathbb{R}$ is continuous.

In fact: On the one hand $\{((\varphi^*g)_x(w, w) : |w| \leq 1, x \text{ in a compact set}\}$ is compact, so bounded by some $M_2^2$ and thus $(\varphi^*g)_x(v, v) = |v|^2 (\varphi^*g)_x(v, w) \leq M_2^2 |v|^2$ with $v =: |v| w$. On the other hand,

$$M_1^2 := \inf\{(\varphi^*g)_x(v, v)/|v|^2 : v \neq 0, x \text{ in a compact set}\} > 0,$$

otherwise, $x_n$ and $v_n \neq 0$ exist with

$$(\varphi^*g)_{x_n}(w_n, w_n) = (\varphi^*g)_{x_n}(v_n, v_n)/|v_n|^2 \to 0 \text{ for } w_n := v_n/|v_n|.$$

and for accumulation points $x_\infty$ of $x_n$ and $w_\infty$ of $w_n$ we have $|w_\infty| = 1$ but $(\varphi^*g)_{x_\infty}(w_\infty, w_\infty) = 0$.

Conversely, let $\varphi : U \to M$ be a chart centered at $y_0$ and $V$ a relatively compact open neighborhood of $0$ with $\overline{V} \subseteq U$. According to the above, there is an $M_1 > 0$ with $M_1^2 : |v|^2 \leq (\varphi^*g)_x(v, v)$ for all $x \in \overline{V}$. Let $\varepsilon > 0$ with $\{ x : M_1|x| \leq \varepsilon \} \subseteq V$ and $\bar{\varphi} := \varphi|_V$. Then $d_{\bar{\varphi}^*g}(x, 0) \geq M_1|x|$ for all $x \in \overline{V}$, because

$$L_{\bar{\varphi}^*g}(c) = \int_{0}^{1} \sqrt{(\bar{\varphi}^*g)_{c(t)}(c'(t), c'(t))} \, dt \geq M_1 \int_{0}^{1} |c'(t)| \, dt \geq M_1 |c(1) - c(0)|$$

for each smooth curve $c : [0, 1] \to V$. Finally,

$$\left\{ y : d_g(y, y_0) < \varepsilon\right\} \subseteq \varphi\left(\left\{ x \in V : d_{\bar{\varphi}^*g}(x, 0) < \varepsilon\right\}\right) \subseteq \bar{\varphi}\left(\left\{ x \in V : M_1|x| < \varepsilon\right\}\right) \subseteq \varphi(U).$$

Otherwise, there is a smooth curve $c : [0, 1] \to M$ with $c(0) = y_0$ and $L_g(c) < \varepsilon$, but $y = c(1)$ is not in the open set $\bar{\varphi}\left(\left\{ x \in V : d_{\bar{\varphi}^*g}(x, 0) < \varepsilon\right\}\right)$. Now choose $t_\infty$ minimal with $c(t_\infty) \notin \bar{\varphi}\left(\left\{ x \in V : d_{\bar{\varphi}^*g}(x, 0) < \varepsilon\right\}\right)$. Then $c(t) \notin \bar{\varphi}\left(\left\{ x \in V : d_{\bar{\varphi}^*g}(x, 0) < \varepsilon\right\}\right)$ for all $t < t_\infty$ and has an accumulation point $x_\infty$ in the compact set $\{ x \in V : d_{\bar{\varphi}^*g}(x, 0) \leq \varepsilon\} \subseteq \overline{V} \subseteq U$ for $t \to t_\infty$. Thus, $c(t_\infty) = \bar{\varphi}(x_\infty) \in \varphi(U)$ and hence $\varphi^{-1} \circ c|_{[0, t_\infty)}$ is a well-defined smooth curve in $V$ with

$$L_{\bar{\varphi}^*g}(\varphi^{-1} \circ c|_{[0, t_\infty)}) = L_g(\bar{\varphi} \circ \varphi^{-1} \circ c|_{[0, t_\infty)}) = L_g(c|_{[0, t_\infty)}) < \varepsilon,$$

i.e. $d_{\bar{\varphi}^*g}(\varphi^{-1} \circ c|_{[0, t_\infty)}(t_\infty), 0) < \varepsilon$, a contradiction.

It is interesting to actually find a shortest connection between two points. This is a variation problem which we will address in paragraph [86, 57].
VI. Differential Forms

In this chapter, we start with 1-forms and the necessary cotangent spaces. Then we generalize these forms to differential forms of higher degree (in short: \(n\) forms). After a motivational section, we put together the necessary multilinear algebra and glue the tensor spaces constructed from the tangential and cotangent spaces to form tensor bundles. As sections of the bundles of alternating tensors we obtain the differential forms. We treat the most important operations on them: The outer derivative, the Lie derivative, and the insertion homomorphism. In particular, we will take a closer look at this for Riemannian manifolds. As an application we introduce the De Rham cohomology.

19. Constructions and 1-forms

19.1 Motivation.

For path integrals in \(\mathbb{R}^m\), the notion of 1-form is important because these are the objects that can be integrated along curves (see \([86, 3.10]\) or \([81, 6.5.6]\)). We now want to extend this concept to manifolds. Recall that a 1-form \(\omega\) on an open subset \(M \subseteq \mathbb{R}^m\) is a map \(\omega : M \to L(\mathbb{R}^m, \mathbb{R})\). The path integral of \(\omega\) along a curve \(c : \mathbb{R} \to M\) is then defined as the usual Riemann integral of \(t \mapsto \omega(c(t)) (c'(t))\). On a general manifold \(M\) the velocity vector \(c'(t)\) is in \(T_{c(t)}M\) and thus \(\omega(x)\) should be in \(L(T_x M, \mathbb{R}) = (T_x M)^*\) for each \(x \in M\).

19.2 Definition (1-forms).

By a 1-form on a manifold \(M\) we understand a mapping \(\omega\) which associates to each point \(x \in M\) a linear functional \(\omega(x) \in (T_x M)^*\).

Let \(f : M \to \mathbb{R}\) be a smooth function. Then we have a 1-form, the total differential \(df\) of \(f\), given by \(df(x)(v) := v(f) \in \mathbb{R}\) for all \(v \in T_x M = \text{Der}_x(\mathcal{C}^\infty(M, \mathbb{R}), \mathbb{R})\).

We now want to describe 1-forms in local coordinates. For this we need coordinates in \((T_x M)^*\). If \(E\) is a \(m\)-dimensional vector space and \((g_i)_{i=1}^m\) is a basis in \(E\), one obtains a basis \((g^i)_{i=1}^m\) for \(E^*\), the so-called dual basis, by specifying the functionals \(g^i\) on the basis \((g_j)_{j=1}^m\) by \(g^i(g_j) := \delta^i_j\), where \(\delta^i_j\) is the Kronecker delta symbol, i.e. \(\delta^i_i := 1\) and \(\delta^i_j := 0\) for \(i \neq j\).

Now let \((u^1, \ldots, u^m)\) be local coordinates on \(M\). Then \((\frac{\partial}{\partial u^i}|_x)_{i=1}^m\) is a basis of \(T_x M\). If we now calculate the total differential \(du^i\) of the \(i\)-th coordinate functions \(u^i\), we obtain:

\[
du^i |_x (\frac{\partial}{\partial u^i}|_x) = \frac{\partial}{\partial u^j}|_x (u^i) = \partial_j(u^i \circ \varphi)(\varphi^{-1}(x)) = \partial_j(\text{pr}_i)(\varphi^{-1}(x)) = \delta^i_j.
\]

So \((du^i|_x)_{i=1}^m\) is precisely the dual basis to the basis \((\frac{\partial}{\partial u^i}|_x)_{i=1}^m\) of \(T_x M\) and \(du^i|_x(\xi_x) = \xi^j_x\) for \(\xi_x = \sum_i \xi^j_x \frac{\partial}{\partial u^i}|_x \in T_x M\). For the total differential \(df\) of a function \(f : M \to \mathbb{R}\)
we get
\[ df = \sum_i \frac{\partial f}{\partial u_i} \cdot du^i, \]
because \( df(x)(\xi_x) = \xi_x(f) = \left( \sum_i \xi_x^i \frac{\partial}{\partial u_i} \right)(f) = \sum_i du^i(\xi_x) \frac{\partial f}{\partial u_i} = \left( \sum_i \frac{\partial f}{\partial u_i} \cdot du^i \right)(\xi_x). \)

19.3 Transformation behavior of vectors.

(Compare this with [86, 1.1] and [10.9]) In the following, let \( E \) be a finite-dimensional vector space, \( \mathcal{G} := (g_i)_{i=1}^m \) be a basis in \( E \), and \( x^i \) the components (coordinates) of a point \( x \) in \( E \) with respect to \( \mathcal{G} \), i.e. \( x = \sum_{i=1}^m x^i g_i \). Let \( \mathcal{G} := (\bar{g}_j) \) be a second basis and \( \bar{x}^j \) the coordinates of \( x \) with respect to \( \mathcal{G} \). Let \( A \) be the isomorphism of \( E \), which maps the \( g_i \) to \( \bar{g}_j \). If one represents the vectors \( \bar{g}_j \) with respect to the basis \( \mathcal{G} \), i.e. \( \bar{g}_j = \sum_{i=1}^m a_{j,i} g_i \), then \( [A] := (a_{j,i})_{i,j} \) (where the upper index \( i \) numbers the rows and the lower \( j \) the columns of the matrix) is

- the matrix representation \([A]_{\mathcal{G},\mathcal{G}}\) of \( A \) with respect to the basis \( \mathcal{G} \) for \( \text{dom}(A) = E \) and for \( \text{im}(A) = E \),
- and the matrix representation \([\text{id}]_{\mathcal{G},\mathcal{G}}\) of the identity with respect to the basis \( \mathcal{G} \) for \( \text{dom}([\text{id}]) = E \) and the basis \( \mathcal{G} \) for \( \text{im}([\text{id}]) = E \),
- and also the matrix representation \([A]_{\mathcal{G},\mathcal{G}}\) with respect to the basis \( \mathcal{G} \) for \( \text{dom}(A) = E \) and for \( \text{im}(A) = E \).

In fact, the first two representations follow from [86, 1.1], according to which the \( j \)-th column of the matrix representation of a linear mapping are the coefficients of the image of the \( j \)-th basis vector with respect to the basis in the range space. On the other hand, \([A]_{\mathcal{G},\mathcal{G}} = 1\), because \( A(g_i) = \bar{g}_i \) hence \([A(g_i)]_{\mathcal{G}} = (\delta^i_j)\), and thus \([A]_{\mathcal{G},\mathcal{G}} = [A \circ \text{id}]_{\mathcal{G},\mathcal{G}} = [A]_{\mathcal{G},\mathcal{G}} \cdot [\text{id}]_{\mathcal{G},\mathcal{G}} = 1 \cdot [A]_{\mathcal{G},\mathcal{G}} = [A]_{\mathcal{G},\mathcal{G}} = 1\).

Summarized: \([A] = [A]_{\mathcal{G},\mathcal{G}} = [A]_{\mathcal{G},\mathcal{G}} = [\text{id}]_{\mathcal{G},\mathcal{G}} \) and \([A]_{\mathcal{G},\mathcal{G}} = 1\).

For the transformation behavior of the components, we thus obtain:
\[
[x]_{\mathcal{G}} = 1 \cdot [x]_{\mathcal{G}} = [A]_{\mathcal{G},\mathcal{G}} \cdot [x]_{\mathcal{G}} = [A(x)]_{\mathcal{G}} = [A]_{\mathcal{G},\mathcal{G}} : [x]_{\mathcal{G}} = [A] : [x]_{\mathcal{G}}
\]
Conversely, \( A^{-1} : E \to E \) is given by \( A^{-1} : \bar{g}_j \mapsto g_j \) with matrix representation \([A^{-1}] = [A]^{-1} := (b^j_i)_{i,j}\).

Let \( E^* := L(E, \mathbb{R}) \) denote the dual space to \( E \) and let \( \mathcal{G}^* := (g^i)_{i=1}^m \) be the dual basis to \( \mathcal{G} = (g_i)_{i=1}^m \) defined by \( g^i(g_j) := \delta^i_j \). Each vector \( x^* \in E^* \) can then be written in the form \( x^* = \sum_{i=1}^m x_i g^i \), with coefficients \( x_i = x^*(g_i) \in \mathbb{R} \).

How do these coordinates transform now?

The matrix representation \([T^*]_{\mathcal{G},\mathcal{G}^*}\) of the adjoint of a linear mapping \( T \) is the transpose of the matrix representation \((t^i_k)_{k,i} := [T]_{\mathcal{G},\mathcal{G}}\) of \( T \), i.e. \([T^*]_{\mathcal{G}^*,\mathcal{G}^*} = [T]_{\mathcal{G},\mathcal{G}}^t\), because
\[
T^*(g^j)(g_i) := \bar{g}^j(T(g_i)) = \bar{g}^j \left( \sum_k t^i_k g_k \right) = \sum_k t^i_k \bar{g}^j(k) = t^j_i = \sum_k t^i_k \bar{g}^k(g_j).
\]
By applying this to the basis-transformation map \( A : g_i \mapsto \bar{g}_j \), we get
\[
[A^*]_{\mathcal{G}^*,\mathcal{G}^*} = [A]_{\mathcal{G},\mathcal{G}}^t = 1^t = 1, \text{ i.e. } A^*(\bar{g}^j) = g^j.
\]
Comparing the transformation formulas, we conclude that the components \( x_i \) of the dual vectors \( x^* \in E^* \) transform like the basis vectors \( g_i \) of the original space:

\[
\bar{x}_i = \sum_{i,j} a^j_i x_j, \quad \bar{g}_j = \sum_{i,j} b^i_j g_i; \quad x_i = \sum_{i,j} b^i_j \bar{x}_j, \quad g_i = \sum_{i,j} b^i_j \bar{g}_j.
\]

On the other hand, the components \( x^i \) of a vector \( x \in E \) transform like the vectors of the dual basis \( g^i \):

\[
\bar{x}^j = \sum_{i} b^i_j x^i, \quad \bar{g}^i = \sum_{i} b^i_j g^j; \quad x^i = \sum_{i} a^i_j \bar{x}^j, \quad g^i = \sum_{i} a^i_j \bar{g}^j.
\]

This fact also motivates the use of “upper” and “lower” indices: The component vectors of dual vectors transform like the basis in the original space (they transform covariantly), the dual basis and the component vectors in the original space transform contravariantly.

However, compare that with the following

19.4 Definition (Co/Contra-variant functor).

By a functor \( F \) on a category is meant an assignment which associates to each space \( M \) another space \( F(M) \) and associates to each morphism \( f : M \to N \) a corresponding morphism \( F(f) \) between \( F(M) \) and \( F(N) \), such that \( F(id_M) = id_{F(M)} \) and \( F \) applied to the composition of two morphisms is the composition of the associated morphisms.

One calls a functor \( F \) covariant if \( F(f) \) runs in the same direction as \( f \), that is \( F(f) : F(M) \to F(N) \) for \( f : M \to N \). It is called contravariant if \( F(f) \) runs in the opposite direction, that is \( F(f) : F(N) \to F(M) \) for \( f : M \to N \). In particular, the dual-space functor \( (f : E \to F) \mapsto (f^* : F^* \to E^*) \) is contravariant.

19.5 Transformation behavior of 1-forms.

Let \( \varphi^{-1} = (u^1, \ldots, u^n) \) and \( \psi^{-1} = (v^1, \ldots, v^m) \) be charts of a manifold \( M \), and let \( \partial^\varphi_i = \frac{\partial}{\partial u^i} \) and \( \partial^\psi_i = \frac{\partial}{\partial v^i} \) be the (local) basis vector fields of the tangent bundle. These are related according to [10.9] as follows:

\[
\partial^\psi_j | x = \sum_{i=1}^m \partial_j^\psi \varphi^{-1} | x \partial^\varphi_i | x \quad \text{or more classically} \quad \frac{\partial}{\partial v^j} = \sum_{i=1}^m \frac{\partial v^i}{\partial u^i} \frac{\partial}{\partial u^i}
\]

\[
\partial^\varphi_j | x = \sum_{i=1}^m \partial_j^\varphi \psi^{-1} | x \partial^\psi_i | x \quad \text{or more classically} \quad \frac{\partial}{\partial u^j} = \sum_{i=1}^m \frac{\partial u^i}{\partial v^i} \frac{\partial}{\partial v^i}
\]

If \( a^i_j := \frac{\partial u^i}{\partial v^j} \) and \( b^j_i := \frac{\partial v^j}{\partial u^i} \) are the coefficients of the Jakobi-matrix of the chart changes and the vector field \( \xi \) has the representations \( \xi = \sum_i \xi^i \frac{\partial}{\partial u^i} = \sum_j \eta^j \frac{\partial}{\partial v^j} \), then

\[
\xi = \sum_j \eta^j \sum_i \frac{\partial u^i}{\partial v^j} \frac{\partial}{\partial u^i} = \sum_i \left( \sum_j \eta^j \left( \frac{\partial u^i}{\partial v^j} \right) \frac{\partial}{\partial u^i} \right) \frac{\partial}{\partial u^i}
\]

\[
\Rightarrow \xi^i = \sum_j \partial_j^\psi \eta^j = \sum_j a^j_i \eta^j
\]

and analogously \( \eta^j = \sum_i b^i_j \xi^i \) holds.
For cotangent vectors we get the following transformation formulas because of 19.3.
\[
du^i = \sum_j \frac{\partial u^i}{\partial v^j} dv^j = \sum_j a_j^i dv^j
\]
\[
dv^i = \sum_j \frac{\partial v^i}{\partial u^j} du^j = \sum_j b_j^i du^j.
\]
Therefore, the components of the cotangent vectors transform covariantly, so sections in the cotangent bundle (i.e., 1-forms) are also called covariant vector fields.

19.6 Construction of the dual bundle.
In order to be able to talk about the smoothness of 1-forms, we have to turn the disjoint union \( T^*M := (TM)^* := \bigsqcup_{p \in M} (T_p M)^* \) into a smooth manifold, or better, a vector bundle. More generally, for an arbitrary vector bundle \( E \xrightarrow{\phi} M \), we want to make the disjoint union \( E^* := \bigsqcup_{x \in M} (E_x)^* \) into a vector bundle. Let trivializations \( \varphi : U \times \mathbb{R}^k \xrightarrow{\cong} E|_U \) of \( E \) over open sets \( U \subseteq M \) be given. We need to construct trivializations
\[
\varphi^* : \bigsqcup_{x \in U} (\mathbb{R}^k)^* = U \times (\mathbb{R}^k)^* \xrightarrow{\cong} E^*|_U = \bigsqcup_{x \in U} (E_x)^*
\]
Fiber-wise, we may define \( \varphi^* \) as \( (\varphi^*)_x := ((\varphi_x)^*)^{-1} = ((\varphi_x)^{-1})^* : (\mathbb{R}^k)^* \to (E_x)^* \), where \( (\varphi_x)^*: (E_x)^* \to (\mathbb{R}^k)^* \) denotes the adjoint mapping to the isomorphism \( \varphi_x : \mathbb{R}^k \to E_x \).

Let \( \psi : U \cap V \to GL(\mathbb{R}^k) \) be the transition function for two vector bundle charts of \( E \). The transition functions \( \psi^* \) belonging to the trivializations \( \varphi^* \) are then given by
\[
\psi^*(x) := (\psi(x))^*^{-1} \in GL((\mathbb{R}^k)^*) \cong GL(\mathbb{R}^k),
\]
where \( \psi(x)^* \) denotes the adjoint mapping to the linear isomorphism \( \psi(x) : \mathbb{R}^k \to \mathbb{R}^k \). Since \( A \mapsto A^* \), \( L(\mathbb{R}^k, \mathbb{R}^l) \to L((\mathbb{R}^k)^*, (\mathbb{R}^l)^*) \), is linear, inversion \( A \mapsto A^{-1} \) of \( GL(\mathbb{R}^k) \to GL(\mathbb{R}^k) \) is smooth, and \( \psi : U \cap V \to GL(\mathbb{R}^k) \) is also smooth as a transition function of vector bundle \( E \), the same holds for the composition \( \psi^* \)

Thus, the \( \psi^* \) form a cocycle of transition functions for a smooth vector bundle \( E^* \to M \) and the \( \varphi^* \) are the associated vector bundle charts. This vector bundle \( E^* \to M \) is called the dual bundle of \( E \to M \).

In the special case, where \( E \to M \) is the tangent bundle \( TM \to M \), the dual bundle \( T^*M := (TM)^* \to M \) is called the cotangent bundle of \( M \).

The space \( C^\infty(M \leftarrow T^*M) \) of the smooth sections of the cotangent bundle (i.e., 1-forms) is denoted \( \Omega^1(M) \).

19.7 Smooth 1-Forms.
How to check whether a 1-form $\omega$ is smooth? Well, this is the case locally around a point $x \in \mathcal{M}$ if and only if its representation with respect to a trivialization $T^*\mathcal{M}\big|_U \cong U \times \mathbb{R}^m$ with $x \in U \subseteq \mathcal{M}$ is smooth. By \textbf{19.6}, the trivializations of $T^*\mathcal{M}$ are obtained by dualizing those of $T\mathcal{M}$. To a chart $\varphi : \mathbb{R}^m \supseteq U \rightarrow \varphi(U) \subseteq \mathcal{M}$ with associated local coordinates $(u^1, \ldots, u^m) = \varphi^{-1}$, the corresponding local trivialization of $T\mathcal{M} \rightarrow \mathcal{M}$ in \textbf{14.4} was given by

$$TM \supseteq T(\varphi(U) \times \mathbb{R}^m : \varphi(U) \times \mathbb{R}^m \mapsto U \times \mathbb{R}^m$$

The standard basis $(e_i)$ in $\{x\} \times \mathbb{R}^m$ corresponds to the basis $(\dfrac{\partial}{\partial u^j}|_x)$ in $T_x\mathcal{M}$ of the directional derivatives. The dual mapping to $T^{-1}_x(\varphi)\varphi : \mathbb{R}^m \rightarrow T_x\mathcal{M}$ thus maps the dual basis $(du^i)$ of $(T_x\mathcal{M}^*)$ to the dual basis $(e^i)$ of $(\mathbb{R}^m)^* \cong \mathbb{R}^m$. The local trivialization of $T^*\mathcal{M}$ hence maps $e^i$ to $du^i$, and a 1-form $\omega$ is smooth if and only if all of its local coordinates (coefficients) $\omega_i$ - given by $\omega = \sum_i \omega_i \cdot du^i$ - are smooth.

\textbf{19.8 Lemma (Sections of the dual bundle).}

If $p : E \rightarrow \mathcal{M}$ is a vector bundle, then we have the following descriptions for the smooth sections of the dual bundle $E^* := \bigcup_x (E_x)^* \rightarrow \mathcal{M}$:

$$C^\infty(M \leftarrow E^*) := \Gamma(E^* \rightarrow \mathcal{M}) := \{ \sigma \in C^\infty(M, E^*): \forall \ x : \sigma(x) \in E^*_x \}
\cong \{ s \in C^\infty(E, \mathbb{R}) : \forall \ x : s|_{E_x} \in L(E_x, \mathbb{R}) \}
\cong \{ \text{The space of vector bundle homomorphisms } E \rightarrow M \times \mathbb{R} \text{ over } id_M. \}
$$

\textbf{Proof.} We only need to show that the sections $\sigma \in C^\infty(M \leftarrow E^*)$ correspond exactly to the fiber-wise linear smooth mappings $s : E \rightarrow \mathbb{R}$.

If we define $\sigma \leftrightarrow (s|_{E_x} : s_x)$, then this gives a correspondence between the mappings $\sigma$ with graph $\{(x, \sigma(x)) : x \in \mathcal{M} \} \subseteq M \times E^*$ and $s = \bigcup_{x \in M} s_x$. Remains to show that $\sigma$ is smooth if and only if $s$ is. This is a local property. Let $\varphi : U \times \mathbb{R}^k \rightarrow E|_U$ be a vector bundle chart of $p : E \rightarrow \mathcal{M}$ and $\varphi^* : U \times (\mathbb{R}^k)^* \rightarrow E^*|_U$ its associated chart of $E^* \rightarrow \mathcal{M}$. Locally, $\sigma$ is given by $\tilde{\sigma} : U \rightarrow (\mathbb{R}^k)^*$ with $\sigma(x) = (\varphi^*)_x(\tilde{\sigma}(x)) = \tilde{\sigma}(x) \circ (\varphi_x)^{-1}$ and $s$ by $\tilde{s} := s \circ \varphi : U \times \mathbb{R}^k \rightarrow \mathbb{R}$. So $\mathcal{E}(x, v) = s_x(\varphi_x(v)) = \sigma(x)(\varphi_x(v)) = \sigma(x)(v)$. If $\sigma$ (and therefore also $\tilde{\sigma}$) smooth, then $\tilde{s} : (x, v) \mapsto \mathcal{E}(x, v) = \sigma(x)(v) = (\text{eval } \circ (\tilde{\sigma} \times id_{\mathbb{R}^k}))(x, v)$ is also smooth. Conversely: Let $s$ be smooth, then also $\tilde{s}$ is smooth and thus also eval, $\circ \tilde{\sigma} = \mathcal{E}(\cdot, v)$ for each $v$. Hence $\tilde{s} : U \rightarrow L(\mathbb{R}^k, \mathbb{R})$ is smooth, and so also $\sigma$.

\textbf{19.9 Remark.}

Next we want an algebraic description of smooth 1-forms, similarly as that for smooth vector fields in \textbf{17.1}. We can apply a 1-form $\omega$ to a vector field $\xi$ pointwise (since $\omega_x \in (T_x\mathcal{M})^* = L(T_x\mathcal{M}, \mathbb{R})$ and $\xi_x \in T_x\mathcal{M}$) and get a function $\omega(\xi) : \mathcal{M} \rightarrow \mathbb{R}$ with $x \mapsto \omega_x(\xi_x)$. In local coordinates this looks as follows:

$$\omega = \sum_i \omega_i \cdot du^i ; \quad \xi = \sum_i \xi^i \cdot \frac{\partial}{\partial u^i}
\omega(\xi) = \left(\sum_i \omega_i \cdot du^i\right) \left(\sum_j \xi^j \cdot \frac{\partial}{\partial u^j}\right) = \sum_{i,j} \omega_i \xi^j \cdot du^i \left(\frac{\partial}{\partial u^j}\right) = \sum_i \omega_i \xi^i.$$ 

So the resulting function $\omega(\xi)$ is smooth if $\omega$ and $\xi$ are smooth. And clearly, the mapping $(\omega, \xi) \mapsto \omega(\xi)$ is bilinear as a map of $\Omega^1(\mathcal{M}) \times \mathcal{X}(\mathcal{M}) \rightarrow C^\infty(\mathcal{M}, \mathbb{R})$.

\textbf{19.10 Lemma (Space of 1-forms as $C^\infty(\mathcal{M}, \mathbb{R})$-linear mappings).}
The bilinear map $\Omega^1(M) \times \mathcal{X}(M) \to C^\infty(M, \mathbb{R})$ induces a $C^\infty(M, \mathbb{R})$-linear isomorphism

$$\Omega^1(M) \cong \text{Hom}_{C^\infty(M, \mathbb{R})}(\mathcal{X}(M), C^\infty(M, \mathbb{R})),$$

where the space on the right-hand side consists of all $C^\infty(M, \mathbb{R})$-linear maps (i.e. $C^\infty(M, \mathbb{R})$-module homomorphisms) from $\mathcal{X}(M)$ to $C^\infty(M, \mathbb{R})$.

**Proof.** Clearly, this bilinear mapping induces a linear mapping from $\Omega^1(M)$ into the space $L(\mathcal{X}(M), C^\infty(M, \mathbb{R}))$ of the linear mappings.

Each $\omega \in \Omega^1(M)$ also acts $C^\infty(M, \mathbb{R})$-linearly on $\xi \in \mathcal{X}(M)$, because

$$\omega(f \cdot \xi)|_x = \omega_x(f \cdot \xi)_x = \omega_x(f(x) \cdot \xi_x) = f(x) \cdot \omega_x(\xi_x) = (f \cdot \omega(\xi))_x.$$

Furthermore, $\Omega^1(M) \to \text{Hom}_{C^\infty(M, \mathbb{R})}(\mathcal{X}(M), C^\infty(M, \mathbb{R}))$ is actually $C^\infty(M, \mathbb{R})$-linear, because

$$(f \cdot \omega)|_x(\xi) = (f \cdot \omega)_x(\xi) = (f(x) \omega_x)_x = f(x) \cdot \omega_x(\xi) = f(x) \cdot \omega(\xi)_x.$$

Conversely, let $\omega \in \text{Hom}_{C^\infty(M, \mathbb{R})}(\mathcal{X}(M), C^\infty(M, \mathbb{R}))$ be given.

Then $\omega$ acts locally, that is, $\xi = 0$ on $U \subseteq M$ implies $\omega(\xi) = 0$ on $U$: For $x \in U$ we choose $f \in C^\infty(M, \mathbb{R})$ with $f(x) = 1$ and $\text{supp}(f) \subseteq U$. Then $f \cdot \xi = 0$ and thus

$$0 = \omega(0) = \omega(f \cdot \xi) = f \cdot \omega(\xi) \quad \Rightarrow \quad 0 = f(x) \cdot \omega(\xi)_x = \omega(\xi)_x.$$

Moreover, $\omega$ acts even point-wise, i.e. $\xi(x) = 0$ implies $\omega(\xi)(x) = 0$, because

$$\omega(\xi)(x) = \omega\left(\sum_i \xi^i \frac{\partial}{\partial x^i}\right)(x) = \sum_i \xi^i(x) \omega\left(\frac{\partial}{\partial x^i}\right)(x) = 0.$$

Thus we may define a 1-form $\omega$ by $\omega(\xi)_x := \omega(\xi)(x)$, where $\xi \in \mathcal{X}(M)$ is arbitrarily chosen such that $\xi(x) = \xi_x$. The 1-form $\omega$ is smooth, because locally

$$\omega = \sum_i \omega_i \, du^i$$

with $\omega_i = \omega(\frac{\partial}{\partial x^i})$.

That these two assignments are inverse to each other is obvious. \qed

Note that this proof can be generalized directly to one for

$$C^\infty(M \leftarrow E^*) \cong \text{Hom}_{C^\infty(M, \mathbb{R})}(C^\infty(M \leftarrow E), C^\infty(M, \mathbb{R})).$$

**19.11 Lemma (Pull-back of sections of dual bundles).**

Let $p: E \to M$ and $q: F \to N$ be vector bundles and

$$f: E \to F$$

a vector bundle homomorphism with base map $f_0$. Then $f^*: C^\infty(N \leftarrow F^*) \to C^\infty(M \leftarrow E^*)$ is well-defined by

$$f^*|_x \cdot v_x := s_{f_0} \cdot f(v_x) \quad \text{for } s \in C^\infty(N \leftarrow F^*), \ x \in M, \text{ and } v_x \in E_x.$$

Compare this with [17.5] and [17.4]. If $p: E = M \times \mathbb{R} \to M$ and $q: F = N \times \mathbb{R} \to N$ are trivial bundles with $f(x, t) = (f_0(x), t)$, the just defined pullback $f^*$ generalizes that for functions $g \in C^\infty(N, \mathbb{R})$, because then the isomorphism $C^\infty(N, \mathbb{R}) \cong C^\infty(N \leftarrow F^*)$ is given by $g \mapsto \left(s : N \ni y \mapsto F_y \ni v \mapsto g(y) \cdot v \in F^*_y\right)$.

**Proof.** We have to show that $f^*(s)$ is smooth. Using local trivializations reduces the problem to trivial bundles. So let us consider bundles $p: U \times \mathbb{R}^k \to U$, $q: V \times \mathbb{R}^l \to V$, and mappings $f: U \to L(\mathbb{R}^k, \mathbb{R}^l)$, $f_0: U \to V$, and $s: V \to (\mathbb{R}^l)^*$. Then

$$f^*(s)|_x \cdot v_x := s_{f_0} f(v_x) = (s \circ f_0)(x) \cdot f_x(v_x) = \text{comp}(s \circ f_0)(x) \cdot f_x \cdot v_x,$$
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In particular, we have
\[ \omega \subseteq U \]
Note that the path integral of \( f \)

\[ f^*(s) \text{ is smooth as a composite of two } C^\infty \text{ functions.} \]

19.12 Pull-back of 1-forms in local coordinates.

Let \( f : M \to N \) be smooth and \( \omega \in \Omega^1(N) \). Then \( f^*\omega \in \Omega^1(M) \) is defined by

\[ (f^*\omega)_x(\xi) := ((Tf)^*\omega)(x)(\xi) = \omega_{f(x)}(T_xf \cdot \xi) \text{ for } x \in M \text{ and } \xi \in T_xM. \]

In particular, we have

\[ f^*(dg)_p(\xi_p) = (dg)_{f(p)}(T_pf \cdot \xi_p) = pr_2 \cdot T_{f(p)}g \cdot T_pf \cdot \xi_p, \]

i.e.

\[ f^*dg = d(g \circ f) = d(f^*g) \text{ for } g \in C^\infty(N, \mathbb{R}), \]

or even shorter: \( f^* \circ d = d \circ f^* \).

We want to express \( f^*\omega \) in local coordinates. Let \( (u^1, \ldots, u^l) \) be local coordinates around \( x \in M \) and \( (v^1, \ldots, v^l) \) local coordinates around \( y := f(x) \in N \). Furthermore, let \( \omega = \sum_j \omega_j \, dv^j \) be the coordinate representation of \( \omega \) at \( y \) and \( f^*\omega = \sum_i \eta_i \, du^i \) that of \( f^*\omega \) at \( x \). If we apply \( f^*\omega \) to \( \xi := \left. \frac{\partial}{\partial u^i} \right|_x \)

\[ \omega_{f(x)} \left( T_x f \cdot \left. \frac{\partial}{\partial u^i} \right|_x \right) = (f^*\omega)_x \left( \left. \frac{\partial}{\partial u^i} \right|_x \right) = \left( \sum_j \omega_j \, dv^j \right) \left( \left. \frac{\partial}{\partial u^i} \right|_x \right) = \sum_j \omega_j \left( y \right) \left. \frac{\partial f^j}{\partial u^i} \right|_x \]

So

\[ f^* \left( \sum_j \omega_j \, dv^j \right) = \sum_k \left( \sum_j (\omega_j \circ f) \left. \frac{\partial f^j}{\partial u^i} \right|_x \right) \, du^i. \]

Note that the path integral of \([86, 3.10]\) of a 1-form \( \omega \in \Omega^1(U) \) on an open set \( U \subseteq \mathbb{R}^n \) along a smooth curve \( c : I \to U \) is therefore just given by

\[ \int_c \omega = \int_c \sum_i \omega_i(x) \, dx^i := \int_0^1 \sum_i \omega_i(c(t)) \frac{dc^i}{dt} \, dt = \int_0^1 c^*(\omega). \]

Hence for an abstract manifold \( M \), we can also define the path integral \( \int_c \omega \) of a 1-form \( \omega \in \Omega^1(M) \) along a curve \( c : I \to M \) by

\[ \int_c \omega := \int_0^1 c^*(\omega). \]

We will generalize this definition further in section [28].
20. Motivation for forms of higher order

20.1 The Riemannian metric as a tensor field.

In [18.11] we defined Riemannian metrics as mappings which associate a bilinear form $g_x : T_x M \times T_x M \to \mathbb{R}$ to each $x \in M$ in such a way that $x \mapsto g_x(\xi, \eta)$, $M \to \mathbb{R}$ is smooth for every two smooth vector fields $\xi, \eta \in \mathfrak{X}(M)$. If we write the two vector fields by means of local coordinates $(u^1, \ldots, u^m)$ as $\xi = \sum_i \xi^i \frac{\partial}{\partial u^i}$, and $\eta = \sum_i \eta^i \frac{\partial}{\partial u^i}$, we obtain

$$g_x(\xi, \eta) = \sum_{i,j} \xi^i \eta^j g_x \left( \frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^j} \right) = \sum_{i,j} du^i(\xi)|_x du^j(\eta)|_x \ g_{i,j}(x),$$

where we put $g_{i,j}(x) := g_x \left( \frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^j} \right)$. Note that $(\xi, \eta) \mapsto du^i(\xi)|_x \cdot du^j(\eta)|_x$ is a bilinear mapping $T_x M \times T_x M \to \mathbb{R}$, which we denote $du^i \otimes du^j|_x$. So locally we have

$$g = \sum_{i,j} g_{i,j} du^i \otimes du^j$$

20.2 Hessian form.

If a function $f : M \to \mathbb{R}$ has a local extremum at $x \in M$, then $T_x f : T_x M \to T_{f(x)} \mathbb{R} = \mathbb{R}$ is the zero mapping. In order to reverse this implication, we need the 2nd derivative: Let $M$ be an open subset of $\mathbb{R}^m$, (or $M$ a submanifold that we replace with an open neighborhood and $f$ an extension to it).

$$M \times \mathbb{R}^m = TM \xrightarrow{Tf} T\mathbb{R} = \mathbb{R} \times \mathbb{R}$$

$$M \times \mathbb{R}^m \times \mathbb{R}^m = T^2 M := T(TM) \xrightarrow{T^2f} T^2\mathbb{R} = \mathbb{R}^4$$

$$T^2 f(x, v; y, w) = \left( f(x), f'(x)(v), f'(x)(y), f''(x)(v, y) + f'(x)(w) \right)$$

For submanifolds $M \subseteq \mathbb{R}^m$ we have $f''(x)(v, y) = \text{pr}_4(T^2 f(x, v; y, 0))$ provided $(x, v; y, 0)$ is in the second tangent space $T^2 M$.

20.3 Example.

Second derivative of functions on the circle:

$$S^1 = \{ x \in \mathbb{R}^2 : |x| = 1 \}$$

$$TS^1 = \{ (x, v) \in (\mathbb{R}^2)^2 : |x| = 1, \langle x, v \rangle = 0 \}$$

$$T^2 S^1 = \{ (x, v; y, w) \in (\mathbb{R}^2)^4 : |x| = 1, \langle x, v \rangle = \langle x, y \rangle = 0, \langle y, v + (x, w) \rangle = 0 \}$$

Thus, $(x, v; y, 0) \in T^2 S^1$ if and only if $|x| = 1$, $v \perp x$, $y \perp x$, and $v \perp y$, thus only if $v = 0$ or $y = 0$. Hence $f''(x) : T_x M \times T_x M \to \mathbb{R}$ can not be meaningfully defined on a general manifold.

If $T_x f = 0$ however, then this is nevertheless possible. Let $\xi_x, \eta_x \in T_x M$ and define $f''(x)(\xi_x, \eta_x) := \eta_x(\xi_x)$, where $\xi$ is a vector field with $\xi(x) = \xi_x$. Let us express $\xi_x$ and $\eta_x$ in local coordinates, i.e. $\xi_x = \sum_i \xi^i \frac{\partial}{\partial u^i}$, respectively $\eta_x = \sum_i \eta^i \frac{\partial}{\partial u^i}$. Then

$$\xi(f) = \sum_i \xi^i \frac{\partial f}{\partial u^i}$$
\[ \eta_x(f) = \left( \sum_j \eta^j \frac{\partial}{\partial \omega^j} \right) \left( \sum_i \xi^i \frac{\partial f}{\partial u^i} \right) \bigg|_x \]

\[ = \sum_j \eta^j \sum_i \frac{\partial}{\partial \omega^j} \left( \xi^i \frac{\partial f}{\partial u^i} \right) \bigg|_x = \sum_j \eta^j \sum_i \left( \frac{\partial \xi^i}{\partial \omega^j} \frac{\partial f}{\partial u^i} + \xi^i \frac{\partial \eta^j}{\partial \omega^j} \frac{\partial f}{\partial u^i} \right) \bigg|_x \]

\[ = \sum_{i,j} \xi^i \eta^j \frac{\partial^2 f}{\partial u^i \partial u^j}(x), \text{ because } \frac{\partial^2 f}{\partial u^i \partial u^j}(x) = 0. \]

Thus we have shown that the above definition is independent of the extension \( \xi \) and yields the usual second derivative in local coordinates, provided \( f''(x) = 0 \).

Therefore \( f''(x) : T_xM \times T_xM \to \mathbb{R} \) is given under this condition by

\[ f''(x)(\xi, \eta) = \sum_{i,j} \xi^i \eta^j \frac{\partial^2 f}{\partial u^i \partial u^j}(x) = \sum_{i,j} du^i(\xi) du^j(\eta) \frac{\partial^2 f}{\partial u^i \partial u^j} \bigg|_x \]

\[ = \left( \sum_{i,j} \frac{\partial^2 f}{\partial u^i \partial u^j} du^i \otimes du^j \right)(x)(\xi, \eta). \]

For short, \( f''(x) = \sum_{i,j} \frac{\partial^2 f}{\partial u^i \partial u^j}(x) du^i \otimes du^j \bigg|_x \). How does this expression transform when changing from coordinates \( u^i \) to new coordinates \( v^j \)? We have \( du^i = \sum_k \frac{\partial u^i}{\partial v^k} dv^k \) and \( \frac{\partial}{\partial v^l} = \sum_k \frac{\partial v^l}{\partial u^i} \frac{\partial}{\partial u^i} \). So \( \frac{\partial}{\partial v^l}(f) = \sum_k \frac{\partial v^l}{\partial u^i} \frac{\partial f}{\partial u^i} \) and

\[ \frac{\partial^2}{\partial u^i \partial u^j}(f) = \frac{\partial}{\partial u^i} \left( \frac{\partial}{\partial v^l}(f) \right) = \frac{\partial}{\partial u^i} \left( \sum_k \frac{\partial v^l}{\partial u^i} \frac{\partial f}{\partial u^i} \right) \]

\[ = \sum_k \left( \frac{\partial f}{\partial v^l} \cdot \frac{\partial^2 v^k}{\partial u^i \partial v^l} + \frac{\partial v^l}{\partial u^i} \cdot \left( \sum_l \frac{\partial v^l}{\partial u^i} \frac{\partial f}{\partial u^i} \frac{\partial v^k}{\partial v^l} \right) \right) \]

\[ = \sum_k \frac{\partial^2 v^k}{\partial u^i \partial v^l} \frac{\partial f}{\partial v^l} + \sum_{k,l} \frac{\partial v^l}{\partial u^i} \frac{\partial v^k}{\partial u^j} \frac{\partial f}{\partial v^l} \frac{\partial v^k}{\partial v^j}. \]

Thus,

\[ \sum_{i,j} \frac{\partial^2 f}{\partial u^i \partial u^j} du^i \otimes du^j = \sum_{i,k} \frac{\partial^2 f}{\partial u^i \partial u^k} v^l \otimes dv^k + \sum_{k,l} \left( \sum_k \frac{\partial^2 v^k}{\partial u^i \partial v^l} \frac{\partial f}{\partial v^l} \right) v^l \otimes dv^k, \]

and the second summand disappears at \( x \), since we assumed \( \frac{\partial f}{\partial u^i} \bigg|_x = 0 \).

### 20.4 Exact 1-forms.

For a smooth function \( f : M \to \mathbb{R} \), with \( M \subseteq \mathbb{R}^m \) open, \( f' : M \to L(\mathbb{R}^m, \mathbb{R}) \) is smooth. Of course, one is interested whether the converse holds, i.e. under which conditions on a 1-form \( \omega : M \to L(\mathbb{R}^m, \mathbb{R}) \) does there exist a function \( f : M \to \mathbb{R} \) with \( \omega = f' \). Such an \( \omega \) is called an EXACT 1-FORM. The special case \([18.8.1]\) of the Frobenius Theorem \([18.7]\) provides an integrability condition (see also \([81, 6.5.2]\)) for this:

Such an \( f \) exists locally \( \iff \omega(x)(v_1) \cdot v_2 - \omega(x)(v_2) \cdot v_1 = 0 \forall v_1, v_2 \subseteq \mathbb{R}^m \).

The just defined \( d\omega : M \to L(\mathbb{R}^m, \mathbb{R}; \mathbb{R}) \) is for fixed \( x \in M \) alternating (= skew-symmetric) and bilinear. So, if we denote the space of all bilinear alternating functions \( E \times E \to F \) by \( L^2_{\text{alt}}(E, F) \), then \( d\omega : M \to L^2_{\text{alt}}(\mathbb{R}^m, \mathbb{R}) \) and one calls \( d\omega \) a 2-FORM.
20. Motivation for forms of higher order

In general, a mapping \( \omega : M \rightarrow L^k_{\text{alt}}(\mathbb{R}^m, \mathbb{R}) \) is called \( k \)-FORM, where \( L^k_{\text{alt}}(E, F) \) denotes the space of the alternating \( k \)-forms. If \( M = \mathbb{R}^m \), then the condition \( d\omega = 0 \) is sufficient to guarantee a globally defined \( f : M \rightarrow \mathbb{R} \) with \( \omega = f' \). If \( M \subseteq \mathbb{R}^m \), then this is not sufficient in general as the following example shows.

20.5 Example.

We consider the 1-form

\[
\omega(x, y)(v, w) := \frac{-yv + xw}{x^2 + y^2} \quad \text{i.e.} \quad \omega(x, y) := -\frac{y}{x^2 + y^2} \, dx + \frac{x}{x^2 + y^2} \, dy
\]

on \( M := \mathbb{R}^2 \setminus \{0\} \) from [86, 3.10]. Because of \( \frac{\partial}{\partial y} (x^2 + y^2)^2 = 2x \frac{x}{x^2 + y^2} = \frac{\partial}{\partial x} (x^2 + y^2) \), we have \( d\omega = 0 \). Suppose there were an \( f \) with \( f' = \omega \), i.e.

\[
f'(x, y) = (\partial_1 f(x, y), \partial_2 f(x, y)) = \left( \frac{-y}{x^2 + y^2}, \frac{x}{x^2 + y^2} \right).
\]

If \((x_0, y_0) \in S^1 \) is a point, where \( f \) attains a minimum on \( S^1 \), then

\[
0 = f'(x_0, y_0)(-y_0, x_0) = \frac{-y_0}{x_0^2 + y_0^2} \cdot (-y_0) + \frac{x_0}{x_0^2 + y_0^2} \cdot x_0 = 1,
\]

a contradiction.

For the form \( \omega \) we have \( d\omega = 0 \), but there is no antiderivative for \( \omega \) on \( M \). This discrepancy between forms \( \omega \) with \( d\omega = 0 \) and those of the form \( \omega = f' = df \) can be used to identify topological properties of \( M \) (in our example, \( M \) was not simply-connected). We will come to that later.

How should \( k \)-forms look like for arbitrary manifolds \( M \)?

Let \( \omega : x \mapsto \omega(x) \) be a 1-form, then \( d\omega \) would have to be a mapping \( d\omega : x \mapsto d\omega(x) \), given on \( M \), with values \( d\omega(x) : T_x M \times T_x M \rightarrow \mathbb{R} \) that are bilinear and alternating (such a mapping is called 2-FORM). So \((d\omega)_x \in L^2_{\text{alt}}(T_x M, \mathbb{R})\). Analogously we will define \( k \) forms. Let us now summarize the necessary basic facts of multilinear algebra.

21. Multilinear algebra and tensors

21.1 Definition.

We first collect the (multi-)linear theory, for a more in-depth study see [53] and [136, Vol.I, Cap.7]. In the following, \( E, F \), etc. denote finite-dimensional vector spaces over \( \mathbb{R} \). We use \( L^k(E_1, \ldots, E_k; F) \) (or \( L(E_1, \ldots, E_k; F) \) for short) to denote the space of \( k \)-LINEAR MAPPINGS \( E_1 \times \ldots \times E_k \rightarrow F \). This is a vector space of finite dimension \( \dim(E_1) \cdot \cdots \cdot \dim(E_k) \cdot \dim(F) \).

Let \( T : E_1 \times \ldots \times E_k \rightarrow \mathbb{R} \) be \( k \)-linear and \( S : E_{k+1} \times \ldots \times E_{k+i} \rightarrow \mathbb{R} \) be \( i \)-linear. The TENSOR PRODUCT \( T \otimes S \) of \( T \) with \( S \) is the \( k + i \)-linear function defined as follows:

\[
T \otimes S : E_1 \times \ldots \times E_{k+i} \rightarrow \mathbb{R}
\]

\[
(T \otimes S)(v_1, \ldots, v_{k+i}) := T(v_1, \ldots, v_k) \, S(v_{k+1}, \ldots, v_{k+i})
\]

Completely analogous, one can also define the tensor product \( T_1 \otimes \cdots \otimes T_k \) of several multilinear functionals \( T_i \).

21.2 The tensor product of vector spaces.
For finite-dimensional vector spaces $E_1, \ldots, E_k$, their tensor product is defined by

$$E_1 \otimes \cdots \otimes E_k := L^k(E_1^*, \ldots, E_k^*; \mathbb{R}).$$

Together with the $k$ linear mapping

$$\otimes : E_1 \times \cdots \times E_k \to E_1 \otimes \cdots \otimes E_k,$$

where $(x_1, \ldots, x_k) \mapsto x_1 \otimes \cdots \otimes x_k$,

it solves the following universal problem:

If $\{e_i^j : 1 \leq i \leq \dim E_j\}$ is a basis of $E_j$, then a basis of $E_1 \otimes \cdots \otimes E_k$ is given by

$\{e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k : 1 \leq i_1 \leq \dim E_1, \ldots, 1 \leq i_k \leq \dim E_k\}$.

**Proof.** We first show the statement about the basis. The set $\{e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k : i_1, \ldots, i_k\}$ is linearly independent, because from $\sum_{i_1, \ldots, i_k} \mu^{i_1, \ldots, i_k} e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k = 0$ the equation

$$0 = \left( \sum_{i_1, \ldots, i_k} \mu^{i_1, \ldots, i_k} e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k \right) (e_{j_1}^1, \ldots, e_{j_k}^k)$$

$$= \sum_{i_1, \ldots, i_k} \mu^{i_1, \ldots, i_k} \left( e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k \right) (e_{j_1}^1, \ldots, e_{j_k}^k)$$

$$= \sum_{i_1, \ldots, i_k} \mu^{i_1, \ldots, i_k} e_{i_1}^1 e_{i_2}^2 \cdots e_{i_k}^k \frac{s_{i_1}^j}{s_{i_1}^1} \cdots \frac{s_{i_k}^j}{s_{i_k}^j} = \mu^{j_1, \ldots, j_k}$$

follows by applying to $(e_{j_1}^1, \ldots, e_{j_k}^k)$.

This set is also generating for $E_1^* \times \cdots \times E_k^*: = L(E_1^*, \ldots, E_k^*; \mathbb{R})$, because every $k$-linear $\mu : E_1^* \times \cdots \times E_k^* \to \mathbb{R}$, can be described on $(x^1, \ldots, x^k) \in E_1^* \times \cdots \times E_k^*$ as follows

$$\mu(x^1, \ldots, x^k) = \mu(\sum_{i_1} x_{i_1}^1 e_{i_1}^1, \ldots, \sum_{i_k} x_{i_k}^k e_{i_k}^k)$$

$$= \sum_{i_1} \cdots \sum_{i_k} x_{i_1}^1 \cdots x_{i_k}^k \mu(e_{i_1}^1, \ldots, e_{i_k}^k)$$

$$= \sum_{i_1} \cdots \sum_{i_k} e_{i_1}^1 (x^1) \cdots e_{i_k}^k (x^k) \mu(e_{i_1}^1, \ldots, e_{i_k}^k)$$

$$= \sum_{i_1, \ldots, i_k} \mu^{i_1, \ldots, i_k} \cdot (e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k)(x^1, \ldots, x^k)$$

where $\mu^{i_1, \ldots, i_k} := \mu(e_{i_1}^1, \ldots, e_{i_k}^k) \in \mathbb{R}$.

Thus, each multilinear map $\mu : E_1 \times \cdots \times E_k \to F$ can be unambiguously extended to a linear map $\bar{\mu} : E_1^* \times \cdots \times E_k^* \to F$ by defining its values on the basis

$$\bar{\mu}(e_{i_1}^1 \otimes \cdots \otimes e_{i_k}^k) := \mu(e_{i_1}^1, \ldots, e_{i_k}^k),$$

so that the specified triangle commutes. 

21.3 **Remarks.**
1. We get the following natural isomorphisms (the second one by induction):
\[
(E_1 \otimes \cdots \otimes E_k)^* \cong L(E_1, \ldots, E_k; \mathbb{R}) \cong L(E_1^*, \ldots, E_k^*; \mathbb{R})
\]
\[
= E_1^* \otimes \cdots \otimes E_k^*
\]
\[
(\ldots(E_1 \otimes E_2) \otimes \cdots \otimes E_k) \cong L((E_1 \otimes \cdots \otimes E_{k-1})^*, E_k^*; \mathbb{R})
\]
\[
\cong L(E_1^* \otimes \cdots \otimes E_{k-1}^*; E_k^*; \mathbb{R})
\]
\[
\cong L(E_1^*, \ldots, E_{k-1}^*, E_k^*; \mathbb{R})
\]
\[
\cong L(E_1, \ldots, E_{k-1}, E_k^*; \mathbb{R})
\]
\[
\cong E_1 \otimes \cdots \otimes E_k
\]
\[
E_1 \otimes E_2 = L(E_1^*, E_2^*; \mathbb{R}) \cong L(E_2, E_1^*; \mathbb{R}) = E_2 \otimes E_1
\]
\[
E_1 \otimes \mathbb{R} = L(E_1^*, \mathbb{R}^*; \mathbb{R}) \cong L(E_1^*, \mathbb{R}) = E_1^* \cong E_1
\]
\[
L(E, F) \cong L(E, F^*) = L(E, L(F^*, \mathbb{R})) \cong L(E, F^*; \mathbb{R})
\]
\[
\cong L(E^*, F^*; \mathbb{R}) = E^* \otimes F
\]
\[
L(E_1, \ldots, E_k; F) \cong L(E_1 \otimes \cdots \otimes E_k; F)
\]
\[
\cong (E_1 \otimes \cdots \otimes E_k)^* \otimes F \cong E_1^* \otimes \cdots \otimes E_k^* \otimes F.
\]

2. For linear mappings \(T_1 : E_1 \to F_1\) there exists a linear mapping \(T_1 \otimes \cdots \otimes T_k : E_1 \otimes \cdots \otimes E_k \to F_1 \otimes \cdots \otimes F_k\) which is uniquely determined by the following diagram:

\[
\begin{array}{ccc}
E_1 \times \ldots \times E_k & \xrightarrow{\otimes} & E_1 \otimes \cdots \otimes E_k \\
T_1 \otimes \cdots \otimes T_k & \text{linear} & T_1 \otimes \cdots \otimes T_k & \text{linear} \\
F_1 \times \ldots \times F_k & \xrightarrow{\otimes} & F_1 \otimes \cdots \otimes F_k.
\end{array}
\]

Here \(T_1 \otimes \cdots \otimes T_k\) is given on the basis \((e_1^1 \otimes \cdots \otimes e_k^k)\) as follows:
\[
(T_1 \otimes \cdots \otimes T_k)(e_1^1 \otimes \cdots \otimes e_k^k) = T_1(e_1^1) \otimes \cdots \otimes T_k(e_k^k)
\]
\[
= \sum_{j_1} (T_1)^{j_1}_{i_1} f_{j_1}^1 \otimes \cdots \otimes \sum_{j_k} (T_k)^{j_k}_{i_k} f_{j_k}^k
\]
\[
= \sum_{j_1, \ldots, j_k} (T_1)^{j_1}_{i_1} \ldots (T_k)^{j_k}_{i_k} f_{j_1}^1 \otimes \cdots \otimes f_{j_k}^k
\]

3. We have the following relationships between the tensor products we have just defined: For \(T_i \in E_i^*\), the following tensor products

1. \(T_1 \otimes \cdots \otimes T_k \in L(E_1, \ldots, E_k; \mathbb{R}) \cong (E_1 \otimes \cdots \otimes E_k)^* \) of \(21.1\)

2. \(T_1 \otimes \cdots \otimes T_k \in E_1^* \otimes \cdots \otimes E_k^* \) of \(21.2\)

3. \(T_1 \otimes \cdots \otimes T_k : E_1 \otimes \cdots \otimes E_k \to \mathbb{R} \otimes \cdots \otimes \mathbb{R} \) by \(2\)

4. \(\otimes E := \prod_{m=0}^{\infty} (\bigotimes_{i=1}^{m} E)\) is a graded, associative algebra with 1, the so-called tensor algebra over \(E\). An algebra is called graded if \(A = \bigoplus_{k \in \mathbb{N}} A_k\) and the multiplication restricts to \(A_k \times A_l \to A_{k+l}\). The elements \(\omega \in A_k\) are called homogeneous of degree \(k\). We put \(\bigotimes E := \bigotimes_{i \in \mathbb{N}} E = \mathbb{R}\), because \(\prod_{i \in \mathbb{N}} E^* = \{0\}\) and every \(f : \{0\} \to \mathbb{R}\) is 0-linear. The unity in \(\bigotimes E\) is then \(1 \in \mathbb{R} = \bigotimes_0 E \subseteq \bigotimes E\).

5. The tensor algebra has the following universal property: For each linear map \(f : E \to A\), where \(A\) is an associative algebra with 1, there is a unique algebra
homomorphism \( \tilde{f} : \bigotimes E \to A \), which coincide with \( f \) on \( \bigotimes^1 E = E \):

\[
\begin{array}{c}
\bigotimes E \\
\xrightarrow{f}
\bigotimes^1 E \\
\xrightarrow{\text{linear}}
A
\end{array}
\]

### 21.4 Definition. Wedge product of alternating mappings.

By \( L^k_{\text{alt}}(E, F) \) we denote the subspace of \( L^k(E, F) \) formed by the alternating \( k \)-linear mappings, where a mapping \( T : E \times \ldots \times E \to F \) is called \text{alternating} if \( \pi^* T = T \circ \pi^* \) holds for all permutations \( \pi \in S_k := \{ \pi : \{1, \ldots, n\} \to \{1, \ldots, n\} : \pi \text{ is bijectiv} \} \), i.e.

\[
T(v_{\pi(1)}, \ldots, v_{\pi(k)}) = T(v \circ \pi) = T(\pi^* v) = (T \circ \pi^*)(v) = (\pi^* T)(v)
\]

\[
= (\text{sgn}(\pi) \cdot T)(v) = \text{sgn}(\pi) \cdot T(v_1, \ldots, v_k) \quad \forall v_1, \ldots, v_k \in E,
\]

where we consider \((v_1, \ldots, v_k)\) as mapping \( v : \{1, \ldots, k\} \to E \).

The projection \( \text{alt} : L^k(E, F) \to L^k_{\text{alt}}(E, F) \subseteq L^k(E, F) \), called \text{alternator}, onto this subspace is given by

\[
\text{alt}(T)(v_1, \ldots, v_k) := \frac{1}{k!} \sum_{\pi \in S_k} \text{sgn}(\pi) \cdot T(v_{\pi(1)}, \ldots, v_{\pi(k)}),
\]

i.e. \( \text{alt}(T) = \frac{1}{k!} \sum_{\pi \in S_k} \text{sgn}(\pi) \cdot \pi^* T \).

For alternating multilinear functionals \( T \) and \( S \) one defines the \text{outer product} or \text{wedge-product} by:

\[
(T \wedge S)(v_1, \ldots, v_{k+i}) := \frac{(k+i)!}{k!i!} \text{alt}(T \otimes S)(v_1, \ldots, v_{k+i}) = \\
= \frac{1}{k!i!} \sum_{\pi} \text{sgn } \pi \cdot \text{alt}(T(v_{\pi(1)}, \ldots, v_{\pi(k)})) \cdot \text{alt}(S(v_{\pi(k+1)}, \ldots, v_{\pi(k+i)}))
\]

\[
= \frac{1}{k!i!} \sum_{\pi_1, \pi_2} \sum_{\text{pieces } \sigma} \text{sgn } \pi_1 \text{sgn } \pi_2 \cdot T(v_{\sigma(\pi_1(1)), \ldots, v_{\sigma(\pi_1(k))}}) \cdot S(v_{\sigma(\pi_2(k+1)), \ldots, v_{\sigma(\pi_2(k+i))}})
\]

\[
= \sum_{\sigma(1) < \cdots < \sigma(k)} (-1)^{\sum_{i \leq k} (\sigma(j) - j)} \cdot T(v_{\sigma(1)}, \ldots, v_{\sigma(k)}) \cdot S(v_1, \ldots, \overline{v_{\sigma(1)}}, \ldots, \overline{v_{\sigma(k)}}, \ldots, v_{k+i}).
\]

In this calculation, we have decomposed the permutations \( \pi \) of \( \{1, \ldots, k+i\} \) uniquely as \( \sigma \circ (\pi_1 \cup \pi_2) \), where \( \pi_1 \) is any permutation of \( \{1, \ldots, k\} \), \( \pi_2 \) is of \( \{k+1, \ldots, k+i\} \), and \( \sigma \) is one of \( \{1, \ldots, k+i\} \), which is strictly monotone increasing on \( \{1, \ldots, k\} \) and \( \{k+1, \ldots, k+i\} \). So \( \sigma(1) < \cdots < \sigma(k+i) \) is the monotone arrangement of \( \{\pi(1), \ldots, \pi(k)\} \) and \( \sigma(k+1) < \cdots < \sigma(k+i) \) is that of \( \{\pi(k+1), \ldots, \pi(k+i)\} \). Thus \( \pi_1 = \sigma^{-1} \circ \pi_1\{1,\ldots,k\} \) and \( \pi_2 = \sigma^{-1} \circ \pi_1\{k+1,\ldots,k+i\} \).

We have \( \text{sgn}(\sigma) = (-1)^{\sum_{i \leq k} (\sigma(j) - j)} \) because in order to restore the natural order of \( \sigma(1), \ldots, \sigma(k+i) \) we have to exchange the \( \sigma(j) - j \) many smaller numbers in \( \{\sigma(k+1), \ldots\} \) with \( \sigma(j) \) for all \( 1 \leq j \leq k \).

If \( T, S, \) and \( R \) are linear, then

\[
(T \wedge S)(w, v) = T(w) S(v) - T(v) S(w) = \text{det} \begin{pmatrix} T(w) & S(w) \\ T(v) & S(v) \end{pmatrix}
\]
21. Multilinear algebra and tensors

21.5 Lemma (The outer product of a vector space).

The $k$-fold outer product of the vector space $E$ is defined by $\bigwedge^k E := L^k_{ab}(E^*, \mathbb{R})$ and $\wedge : E \times \ldots \times E \to \bigwedge^k E \subseteq \bigotimes^k E = L^k(E^*, \mathbb{R})$ is the following alternating functional:

\[
\text{sgn}(\sigma) \frac{1}{k!} \sum_{\pi'} \text{sgn}(\pi') \cdot S(v_{\pi'(1)}, \ldots, v_{\pi'(k)}) \cdot T(v_{\pi'(i+1)}, \ldots, v_{\pi'(i+k)})
\]

where $\pi = \pi' \circ \sigma$ and $\sigma$ is the permutation that swaps block $(1, \ldots, k)$ with $(k + 1, \ldots, k + i)$ and has sign $(-1)^k$, i.e.

\[
\sigma(j) := \begin{cases} j + i & \text{for } j \leq k \\ j - k & \text{for } j > k. \end{cases}
\]

Therefore, all factors disappear in the 3-fold product of 1-forms. This is the reason for choosing the factor $\frac{1}{k!}$, respectively $\frac{1}{k!}$, see also 21.6.2. Similar to the above formula for $T \wedge S$, we can directly define a wedge product of several multilinear alternating functionals.

Note that

\[
T \wedge S = (-1)^k S \wedge T,
\]

because

\[
(T \wedge S)(v_1, \ldots, v_{k+1}) := \\
= \frac{1}{k!} \sum_{\pi} \text{sgn}(\pi) \cdot T(v_{\pi(1)}, \ldots, v_{\pi(k)}) \cdot S(v_{\pi(k+1)}, \ldots, v_{\pi(k+i)})
\]

and thus

\[
2((T \wedge S) \wedge R)(w, v, u) = \\
= (T \wedge S)(w, v) R(u) - (T \wedge S)(v, w) R(u) \\
+ (T \wedge S)(v, u) R(w) - (T \wedge S)(w, u) R(v) \\
+ (T \wedge S)(u, w) R(v) - (T \wedge S)(u, v) R(w)
\]

Therefore, all factors disappear in the 3-fold product of 1-forms. This is the reason for choosing the factor $\frac{1}{k!}$, respectively $\frac{1}{k!}$, see also 21.6.2. Similar to the above formula for $T \wedge S$, we can directly define a wedge product of several multilinear alternating functionals.

Note that

\[
T \wedge S = (-1)^k S \wedge T,
\]

because

\[
(T \wedge S)(v_1, \ldots, v_{k+1}) := \\
= \frac{1}{k!} \sum_{\pi} \text{sgn}(\pi) \cdot T(v_{\pi(1)}, \ldots, v_{\pi(k)}) \cdot S(v_{\pi(k+1)}, \ldots, v_{\pi(k+i)})
\]

and thus

\[
2((T \wedge S) \wedge R)(w, v, u) = \\
= (T \wedge S)(w, v) R(u) - (T \wedge S)(v, w) R(u) \\
+ (T \wedge S)(v, u) R(w) - (T \wedge S)(w, u) R(v) \\
+ (T \wedge S)(u, w) R(v) - (T \wedge S)(u, v) R(w)
\]

Therefore, all factors disappear in the 3-fold product of 1-forms. This is the reason for choosing the factor $\frac{1}{k!}$, respectively $\frac{1}{k!}$, see also 21.6.2. Similar to the above formula for $T \wedge S$, we can directly define a wedge product of several multilinear alternating functionals.
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21.6 Remarks.

The outer product solves the following universal problem:

\[ E \times \ldots \times E \xrightarrow{\wedge} \bigwedge^k E \]

If \( \{e_i\}_{i=1}^m \) is a basis of \( E \) (i.e. \( m = \dim E \)), then \( \{e_{i_1} \wedge \ldots \wedge e_{i_k} : 1 \leq i_1 < \ldots < i_k \leq m \} \) is a basis of \( \bigwedge^k E \), so \( \dim \bigwedge^k E = \binom{m}{k} \). In particular for \( k = \dim E \) the vector \( e_1 \wedge \ldots \wedge e_k \) spans \( \bigwedge^k E \) and

\[ (e_1 \wedge \ldots \wedge e_k)(w^1, \ldots, w^k) = \sum_{\pi} \text{sgn}(\pi) \ w_1^{\pi(1)} \ldots w_k^{\pi(k)} = \det(w^1, \ldots, w^k). \]

**Proof.** The map \( \wedge : E \times \ldots \times E \to \bigwedge^k E \) is given by \( E \times \ldots \times E \xrightarrow{\otimes} \bigotimes^k E \xrightarrow{\cdot \text{alt}} \bigwedge^k E \), therefore \( (e_{i_1} \wedge \ldots \wedge e_{i_k})_{i_1 < \cdots < i_k} \) is a generating system for \( \bigwedge^k E = L_{\text{alt}}^k(E; \mathbb{R}) \).

These vectors are also linearly independent, because

\[
0 = \left( \sum_{i_1 < \ldots < i_k} \mu^{i_1 \ldots i_k} e_{i_1} \wedge \ldots \wedge e_{i_k} \right)(e_{j_1}, \ldots, e_{j_k}) = \sum_{i_1 < \ldots < i_k} \mu^{i_1 \ldots i_k} (e_{i_1} \wedge \ldots \wedge e_{i_k})(e_{j_1}, \ldots, e_{j_k}) = \mu^{j_1 \ldots j_k}
\]

follows for \( j_1 < \cdots < j_k \).

Thus, each alternating multilinear map \( \mu : E \times \ldots \times E \to F \) can be unambiguously considered as linear map \( \tilde{\mu} : \bigwedge^k E \to F \) by

\[ \tilde{\mu}(e_{i_1}^1 \wedge \ldots \wedge e_{i_k}^k) := \mu(e_{i_1}^1, \ldots, e_{i_k}^k) \]

so that the indicated triangle commutes. \(\square\)

21.6 Remarks.

1. The following identities hold:

\[ L^k_{\text{alt}}(E, F) \cong L \left( \bigwedge^k E, F \right) \text{ and } \left( \bigwedge^k E \right)^* \cong L^k_{\text{alt}}(E, \mathbb{R}) \cong L^k_{\text{alt}}(E^{**}, \mathbb{R}) = \bigwedge^k E^* \]

2. For each linear mapping \( T : E \to F \) there exists a linear mapping \( \bigwedge^k T : \bigwedge^k E \to \bigwedge^k F \) which is uniquely determined by the following diagram:

\[
\begin{array}{ccc}
E \times \ldots \times E & \xrightarrow{\bigwedge^k} & \bigwedge^k E \\
T \times \ldots \times T & \downarrow & \downarrow \text{linear} \\
F \times \ldots \times F & \xrightarrow{\bigwedge^k} & \bigwedge^k F
\end{array}
\]
This makes $\bigwedge^k$ into a functor.
In fact, $\bigwedge^k T$ is given on the basis $(e_{i_1} \wedge \cdots \wedge e_{i_k})$ as follows:

$$(\bigwedge^k T)(e_{i_1} \wedge \cdots \wedge e_{i_k}) := T(e_{i_1}) \wedge \cdots \wedge T(e_{i_k})$$

$$= \sum_{j_1} T_{i_1}^{j_1} f_{j_1} \wedge \cdots \wedge \sum_{j_k} T_{i_k}^{j_k} f_{j_k}$$

$$= \sum_{j_1, \ldots, j_k} T_{i_1}^{j_1} \cdots T_{i_k}^{j_k} f_{j_1} \wedge \cdots \wedge f_{j_k}$$

$$= \sum_{j_1 < \cdots < j_k} \sum_{\pi} T_{i_1}^{j_{\pi(1)}} \cdots T_{i_k}^{j_{\pi(k)}} f_{j_{\pi(1)}} \wedge \cdots \wedge f_{j_{\pi(k)}}$$

$$= \sum_{j_1 < \cdots < j_k} \det((T_{i_k}^{j_k})_{r,s}) f_{j_1} \wedge \cdots \wedge f_{j_k}.$$

3. For $m = \dim(E)$, the space $\bigwedge E := \bigoplus_{i=0}^m \bigwedge^i E$ is a graded-commutative associative algebra with $1 \in \bigwedge^0 E := \mathbb{R}$, the so-called OUTER ALGEBRA over $E$.

A graded algebra $A = \bigoplus_{k \in \mathbb{N}} A_k$ is called GRADED-COMMUTATIVE if

$$a \in A_k, \ b \in A_j \Rightarrow a \cdot b = (-1)^{kj} b \cdot a.$$

We have $\dim(\bigwedge E) = \sum_{i=0}^m \binom{m}{i} = 2^m$.

## 22. Vector bundle constructions

### 22.1 Definition (Tensor fields and differential forms).

Let $M$ be an $m$-dimensional manifold and $x \in M$. As vector space $E$ we now use the tangential space $T_x M$ of $M$ at $x$. Then $E^* = (T_x M)^*$, and we form the tensor product

$$T_x M \otimes \cdots \otimes T_x M \otimes (T_x M)^* \otimes \cdots \otimes (T_x M)^* = L^{p+q}(T_x^* M, \ldots, T_x M; \mathbb{R}).$$

The elements of this vector space are referred to as $p$-FOLD CONTRAVARIANT, $q$-FOLD COVARIANT VECTORS or tensors. A basis of $T_x M$ is given by $(\frac{\partial}{\partial u^i})_{i=1}^m$, where $(u^1, \ldots, u^m)$ are local coordinates around $x$ of $M$. The dual basis of $(T_x M)^*$ we have denoted $(du^i)_{i=1}^m$. By [213] we get as basis of the tensor product:

$$\left(\frac{\partial}{\partial u^{i_1}} \otimes \cdots \otimes \frac{\partial}{\partial u^{i_p}} \otimes du^{j_1} \otimes \cdots \otimes du^{j_q}\right)_{i_1, \ldots, i_p, j_1, \ldots, j_q = 1, \ldots, m}$$

Analogously we form $\bigwedge^k (T_x M)^* \cong L_k^* (T_x M, \mathbb{R})$. The elements of this outer product are called $k$ FORMS and

$$(du^{i_1} \wedge \cdots \wedge du^{i_k})_{i_1 < \cdots < i_k}$$

forms a basis.

Let us now vary the point $x \in M$, so we consider mappings

$$\omega : M \ni x \mapsto \omega(x) \in T_x M \otimes \cdots \otimes T_x M \otimes (T_x M)^* \otimes \cdots \otimes (T_x M)^*.$$ 

These are called $p$-FOLD CONTRAVARIANT and $q$-FOLD COVARIANT TENSOR FIELDS.
22. Vector bundle constructions

A mapping

\[ \omega : M \ni x \mapsto \omega(x) \in \Lambda^k(T_x M)^* \]

is called **Differential Form of Degree** \( k \).

In order to be able to speak of the smoothness of a tensor field (or a differential form) we should make the family of vector spaces

\[ \left( \frac{T_x M \otimes \cdots \otimes T_x M \otimes (T_x M)^* \otimes \cdots \otimes (T_x M)^*)}{p \ \text{times}} \right)_{x \in M} \]

into a manifold or even better a vector bundle over \( M \).

We proceed here analogously to the construction of the cotangent bundle from the tangent bundle.

22.2 Direct sum of vector bundles.

Let \( E \xrightarrow{p} M \) and \( F \xrightarrow{q} M \) be two vector bundles over \( M \), and \( \varphi^E \) a trivialization of \( E \) over \( U \subset M \) and \( \varphi^F \) one of \( F \) over the (w.l.o.g.) same \( U \). With \( \psi^E : U \cap V \to GL(\mathbb{R}^k) \) and \( \psi^F : U \cap V \to GL(\mathbb{R}^l) \) we denote the transition functions for two such vector bundle charts over \( U \) and \( V \). We now make the disjoint union \( E \oplus F := \bigsqcup_{x \in M} (E_x \oplus F_x) \) into a vector bundle. As vector bundle charts we use

fiber-wise

\[ \varphi^E \oplus \varphi^F : \mathbb{R}^{k+l} \cong \mathbb{R}^k \oplus \mathbb{R}^l \twoheadrightarrow E_x \oplus F_x. \]

The transition functions \( \psi^{E \oplus F} : U \cap V \to GL(\mathbb{R}^{k+l}) \) are then given by

\[ \psi^{E \oplus F}(x) := \psi^E(x) \oplus \psi^F(x) \in GL(\mathbb{R}^k) \times GL(\mathbb{R}^l) \to GL(\mathbb{R}^{k+l}). \]

The matrix representation of \( \psi^{E \oplus F}(x) \) is

\[ \begin{bmatrix} [\psi^E(x)] & 0 \\ 0 & [\psi^F(x)] \end{bmatrix} \]

So \( \psi^{E \oplus F} \) is smooth and hence \( E \oplus F \to M \) is a vector bundle, the so-called **Whitney sum of** \( E \) and \( F \).

22.3 Tensor product of vector bundles.

Analogous to the direct sum, we make the disjoint union \( E \otimes F := \bigsqcup_{x \in M} (E_x \otimes F_x) \) into a vector bundle, the so-called **Tensor Product** of \( E \) and \( F \). As vector bundle maps we use fiber-wise

fiber-wise

\[ \varphi^E \otimes \varphi^F : \mathbb{R}^{kl} \cong \mathbb{R}^k \otimes \mathbb{R}^l \twoheadrightarrow E_x \otimes F_x. \]

The transition functions \( \psi^{E \otimes F} : U \cap V \to GL(\mathbb{R}^{kl}) \) are then given by

\[ \psi^{E \otimes F}(x) := \psi^E(x) \otimes \psi^F(x) \in GL(\mathbb{R}^{kl}) \subset L(\mathbb{R}^k, \mathbb{R}^l). \]

The matrix representation of \( \psi^{E \otimes F}(x) \) is \( (a^i_j b^r_s)_i (r,s) \) by \( \ref{21.3.2} \), where \( (a^i_j) \) is the matrix of \( \psi^E(x) \) and \( (b^r_s) \) is that of \( \psi^F(x) \). So \( \psi^{E \otimes F} \) is smooth and \( E \otimes F \to M \) is a vector bundle.

22.4 Outer product of a vector bundle.

Finally, we make the disjoint union \( \bigwedge^p E := \bigsqcup_{x \in M} \bigwedge^p E_x \) into a vector bundle, the so-called **p-fold outer product** of \( E \). As vector bundle charts we use fiber-wise

fiber-wise

\[ \varphi^{\bigwedge^p} : \bigwedge^p (\varphi^E) : \mathbb{R}^p \cong \bigwedge^p \mathbb{R}^k \twoheadrightarrow \bigwedge^p E_x. \]

The transition functions \( \psi^{\bigwedge^p} : U \cap V \to GL(\mathbb{R}^p) \) are then given by

\[ \psi^{\bigwedge^p}(x) := \bigwedge^p (\psi^E(x)) \in GL(\mathbb{R}^p) \subset L\left( \bigwedge^p \mathbb{R}^k, \bigwedge^p \mathbb{R}^k \right). \]
The matrix representation of $\psi^{t_1\ldots t_n}$ is $(\det((a_{i_k}^{t_j}))_{t_1\ldots t_n})_{t_1\ldots t_n}$, hence the transition functions are smooth and $\bigwedge^n E$ a vector bundle.

More generally, one has the following construction:

**22.5 Theorem (Functorial vector bundle constructions).**

Let $F$ be an assignment which associates a finite-dimensional vector space to each family of $(k+i)$ finite-dimensional vector spaces in a functorial way.

Functorial means that each $(k+i)$ tuple of linear mappings $T_j : F_j \to E_j$ for $j \leq k$ “contravariant in front variables” $T_j : E_j \to F_j$ for $k < j$ “covariant in the back variables” a linear mapping

$$F(T_1, \ldots, T_{k+i}) : F(E_1, \ldots, E_{k+i}) \to F(F_1, \ldots, F_{k+i})$$

is associated, which is compatible with composition and identity and smoothly depends on $T_1, \ldots, T_{k+i}$.

Then, for $(k+i)$ many vector bundles $p_j : E_j \to M$ a natural vector bundle structure on $F(E_1, \ldots, E_{k+i}) := \bigcup_x F(E_1|_x, \ldots, E_{k+i}|_x)$ is given.

An example of such a functor is the direct sum $\oplus$; which, when applied to vector bundles, yields the Whitney sum.

Another is the dual-space functor, which maps the tangent bundle $\pi : TM \to M$ to the cotangent bundle $T^*M = \bigcup_x (T_x M)^* \to M$.

Other examples are the tensor product and the outer product, as well as combinations of them, such as $\bigwedge^k T^*M = \Lambda^k(TM, \mathbb{R}) = (\bigwedge^k TM)^*$.

**Proof.** The vector bundle maps $F(\psi_1, \ldots, \psi_{k+i})$ are obtained from those for $E_i$ fiber-wise by the following formula:

$$F(\psi_1, \ldots, \psi_{k+i})|_x =$$

$$= F((\psi_1)x^{-1}_1, \ldots, (\psi_k)x^{-1}_k, (\psi_{k+1})_x, \ldots, (\psi_{k+i})_x)$$

$$= F(\psi_1, \ldots, \psi_{k+i})|_x : F(\mathbb{R}^{N_1}, \ldots, \mathbb{R}^{N_{k+i}}) \xrightarrow{\cong} F(E_1|_x, \ldots, E_{k+i}|_x)$$

The associated transition functions are then the composition of the following three mappings:

$$(\psi_1|_x, \ldots, \psi_{k+i}|_x) : U \cap V \to GL(\mathbb{R}^{N_1}) \times \ldots \times GL(\mathbb{R}^{N_{k+i}})$$

$$\text{inv} \times \ldots \times \text{id} : GL(\mathbb{R}^{N_1}) \times \ldots \times GL(\mathbb{R}^{N_{k+i}}) \to GL(\mathbb{R}^{N_1}) \times \ldots \times GL(\mathbb{R}^{N_{k+i}})$$

$$F : GL(\mathbb{R}^{N_1}) \times \ldots \times GL(\mathbb{R}^{N_{k+i}}) \to GL\left( F(\mathbb{R}^{N_1}, \ldots, \mathbb{R}^{N_{k+i}}) \right) \quad \square$$

**23. Differential forms**

**23.1 Definition (Smooth tensor fields and differential forms).**

The vector space of the smooth $p$-fold contravariant and $q$-fold covariant tensor fields or in short $p-q$ tensor fields, i.e. the smooth sections of the vector bundle

$$\underbrace{TM \otimes \cdots \otimes TM}^{\text{p times}} \otimes \underbrace{(TM)^* \otimes \cdots \otimes (TM)^*}_{\text{q times}} \to M$$
is also denoted $T^p_q(M) := C^\infty(M \leftarrow \bigotimes^p TM \otimes \bigotimes^q T^*M)$. In particular, the 0-0 tensor fields are just the real valued functions, the 1-0 tensor fields are the vector fields and the 0-1 tensor fields are the 1-forms.

Locally, each tensor field $\Phi$ can be written as

$$\Phi = \sum_{i_1, \ldots, i_p = 1}^{\dim(M)} \Phi_{i_1 \ldots i_p} \frac{\partial}{\partial u^{i_1}} \otimes \cdots \otimes \frac{\partial}{\partial u^{i_p}} \otimes du^{j_1} \otimes \cdots \otimes du^{j_q}.$$ 

We know that $\Phi$ is smooth if and only if all components of $\Phi_{i_1 \ldots i_p}$ are smooth real-valued functions.

The vector space of the smooth differential forms of degree $p$, i.e. smooth sections of the vector bundle $\bigwedge^p(TM)^*$, is denoted $\Omega^p(M)$. Similarly to 19.8 we can describe this space differently:

$$\Omega^p(M) := C^\infty(M \leftarrow \bigwedge^p(TM)^*)$$

$$= \left\{ \omega : \bigwedge^p TM \rightarrow \mathbb{R} : \omega_x \in L^p_x(T^*_xM, \mathbb{R}) \forall x \right\}$$

Because of $\bigwedge^0(TM)^* = M \times \mathbb{R}$, the space $\Omega^0(M)$ of 0-forms coincides with $C^\infty(M, \mathbb{R})$.

Each differential form $\omega$ of degree $k$ can be written locally as

$$\omega = \sum_{i_1 < \cdots < i_k} \omega_{i_1 \ldots i_k} du^{i_1} \wedge \cdots \wedge du^{i_k}.$$ 

Again, $\omega$ is smooth if and only if all its local components $\omega_{i_1 \ldots i_k}$ smooth. Since

$$(du^{i_1} \wedge \cdots \wedge du^{i_k}) \left( \frac{\partial}{\partial u^{j_1}}, \ldots, \frac{\partial}{\partial u^{j_k}} \right) = \sum_{\pi} \text{sgn}(\pi) du^{i_1} \left( \frac{\partial}{\partial u^{j_{\pi(1)}}} \right) \cdots du^{i_k} \left( \frac{\partial}{\partial u^{j_{\pi(k)}}} \right)$$

we obtain the following formula for $j_1 < \cdots < j_k$:

$$\omega \left( \frac{\partial}{\partial u^{j_1}}, \ldots, \frac{\partial}{\partial u^{j_k}} \right) = \sum_{i_1 < \cdots < i_k} \omega_{i_1 \ldots i_k} \cdot du^{i_1} \wedge \cdots \wedge du^{i_k} \left( \frac{\partial}{\partial u^{j_1}}, \ldots, \frac{\partial}{\partial u^{j_k}} \right)$$

$$= \omega_{j_1 \ldots j_k}.$$ 

23.2 Remark.

Because of

$$\bigotimes^p_{q \text{times}} T^*_M \otimes \bigotimes^q_{p \text{times}} (T^*_M)^* \cong L((T^*_M)^*, \ldots, (T^*_M)^*; T^*_M, \ldots, T^*_M; \mathbb{R})$$

we obtain the following formula for $j_1 < \cdots < j_k$:

$$\omega \left( \frac{\partial}{\partial u^{j_1}}, \ldots, \frac{\partial}{\partial u^{j_k}} \right) = \sum_{i_1 < \cdots < i_k} \omega_{i_1 \ldots i_k} \cdot du^{i_1} \wedge \cdots \wedge du^{i_k} \left( \frac{\partial}{\partial u^{j_1}}, \ldots, \frac{\partial}{\partial u^{j_k}} \right)$$

$$= \omega_{j_1 \ldots j_k}.$$
we can apply a $p$-$q$ tensor field
\[ \Phi = \sum_{i_1, \ldots, i_p} \Phi^{i_1, \ldots, i_p}_{j_1, \ldots, j_q} \frac{\partial}{\partial u^{i_1}} \otimes \cdots \otimes \frac{\partial}{\partial u^{i_p}} \otimes du^{j_1} \otimes \cdots \otimes du^{j_q} \]
pointwise to $p$ cotangent vectors $\omega^1, \ldots, \omega^p$ and $q$ tangential vectors $\xi_1, \ldots, \xi_q$:
\[
\Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q) = \\
= \sum_{i_1, \ldots, i_p} \Phi^{i_1, \ldots, i_p}_{j_1, \ldots, j_q} \cdot \left( \frac{\partial}{\partial u^{i_1}} \otimes \cdots \otimes \frac{\partial}{\partial u^{i_p}} \otimes du^{j_1} \otimes \cdots \otimes du^{j_q} \right) \\
= \sum_{i_1, \ldots, i_p} \Phi^{i_1, \ldots, i_p}_{j_1, \ldots, j_q} \cdot \omega^1_{i_1} \cdot \cdots \cdot \omega^p_{i_p} \cdot \xi_1^{j_1} \cdot \cdots \cdot \xi_q^{j_q} \\
= \sum_{i_1, \ldots, i_p} \Phi^{i_1, \ldots, i_p}_{j_1, \ldots, j_q} \cdot \omega^1_{i_1} \cdot \cdots \cdot \omega^p_{i_p} \cdot \xi_1^{j_1} \cdot \cdots \cdot \xi_q^{j_q}.
\]

Theorem (Tensor fields as $C^\infty(M, \mathbb{R})$-multilinear maps).

The mapping from above provides a linear isomorphism of the space of smooth $p$-$q$ tensor fields on $M$ with the following space of $C^\infty(M, \mathbb{R})$-multilinear mappings:
\[ T^q_p(M) \cong \text{Hom}_{C^\infty(M, \mathbb{R})}(\Omega^1(M), \ldots, \xi(M); C^\infty(M, \mathbb{R})) \]

Proof. We proceed analogously to the proof of [19.11]. Obviously, each tensor field $\Phi$ acts on 1-forms $\omega^1, \ldots, \omega^p \in \Omega^1(M)$ and on vector fields $\xi_1, \ldots, \xi_q \in \mathfrak{X}(M)$ as $C^\infty(M, \mathbb{R})$-linear mapping, via
\[ \Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q)(x) := \Phi_\ast(\omega^1(x), \ldots, \omega^p(x), \xi_1(x), \ldots, \xi_q(x)), \]
and because of the local formula from above
\[ \Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q) = \sum_{i_1, \ldots, i_p} \Phi^{i_1, \ldots, i_p}_{j_1, \ldots, j_q} \cdot \omega^1_{i_1} \cdot \cdots \cdot \omega^p_{i_p} \cdot \xi_1^{j_1} \cdot \cdots \cdot \xi_q^{j_q}, \]
we have $\Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q) \in C^\infty(M, \mathbb{R})$.

Conversely, let $\Phi : \Omega^1(M) \times \ldots \times \mathfrak{X}(M) \to C^\infty(M, \mathbb{R})$ be a $C^\infty(M, \mathbb{R})$-multilinear map. If one of the vector fields or 1-forms $\sigma$ locally vanishes around $x \in M$, so does $\Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q)$, because $f \in C^\infty(M, \mathbb{R})$ is chosen so that $f = 1$ on the carrier of that section $\sigma$ and $f(x) = 0$. Then $f \cdot \sigma = \sigma$ and because of the $C^\infty(M, \mathbb{R})$-linearity we have
\[ \Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q)(x) = f(x) \cdot \Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q)(x) = 0. \]
Thus we obtain the local formula
\[ \Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q) \]
with $\Phi^{i_1, \ldots, i_p}_{j_1, \ldots, j_q} := \Phi(\frac{\partial}{\partial u^{i_1}}, \ldots, du^{j_q})$, whose right-hand side at $x$ depends only on the value of the 1-forms and vector fields at this point. So
\[ \Phi_x(\omega^1|_x, \ldots, \omega^p|_x, \xi_1, \ldots, \xi_q)(x) := \Phi(\omega^1, \ldots, \omega^p, \xi_1, \ldots, \xi_q)(x) \]
defines a smooth tensor field, the required inverse mapping to $\Phi$. \(\square\)
23. Differential forms

23.1 Theorem (Differential forms as $C^\infty(M,\mathbb{R})$-multilinear mappings).

There is a linear isomorphism of $\Omega^k(M)$ with $\{ \omega : \mathfrak{X}(M) \times \ldots \times \mathfrak{X}(M) \to C^\infty(M,\mathbb{R}) : \omega \text{ being } k \text{ linear alternating and } C^\infty(M,\mathbb{R}) \text{ homogeneous } \}$. 

**Proof.** ($\Rightarrow$) Obviously $\omega(\xi_1, \ldots, \xi_k)|_p = \omega_p(\xi_1|_p, \ldots, \xi_k|_p)$ is $k$-linear and alternating.

Moreover, the mapping $\omega$ is also $C^\infty(M,\mathbb{R})$ homogeneous:

$$\omega(f \xi_1, \ldots, \xi_k)|_p = \omega_p(f \xi_1|_p, \ldots, \xi_k|_p) = f(p) \omega_p(\xi_1|_p, \ldots, \xi_k|_p)$$

Furthermore, $M \xrightarrow{(\xi_1, \ldots, \xi_k)} TM \oplus \cdots \oplus TM \xrightarrow{\omega} \mathbb{R}$ is smooth, that is $\omega(\xi_1, \ldots, \xi_k) \in C^\infty(M,\mathbb{R})$.

($\Leftarrow$) Let $\omega : \mathfrak{X}(M) \times \ldots \times \mathfrak{X}(M) \to C^\infty(M,\mathbb{R})$ be $k$-linear alternating and $C^\infty(M,\mathbb{R})$-homogeneous. We have to show that $\omega(\xi_1, \ldots, \xi_k)|_p$ depends only on $\xi_1|_p, \ldots, \xi_k|_p$, because then we can define: $\omega_p(\xi_1|_p, \ldots, \xi_k|_p) := \omega(\xi_1, \ldots, \xi_k)|_p$.

Let $\xi_1 = 0$ be locally at $p$, $f \in C^\infty(M,\mathbb{R})$ with $f(p) = 0$ and $f = 1$ where $\xi_1 \neq 0$. Then $f \cdot \xi_1 = \xi_1$ holds and thus as before

$$\omega(\xi_1, \ldots, \xi_k)|_p = \omega(f \xi_1, \ldots, \xi_k)|_p = f(p) \omega(\xi_1, \ldots, \xi_k)|_p = 0.$$

Let $\xi_1 = \sum_{i=1}^m \xi_i \frac{\partial}{\partial x^i}$ locally. Then

$$\omega(\xi_1, \ldots, \xi_k) = \omega(\sum_i \xi_i \frac{\partial}{\partial x^i}, \xi_2, \ldots, \xi_k) = \sum_i \xi_i \omega(\frac{\partial}{\partial x^i}, \xi_2, \ldots, \xi_k)$$

and since $\xi_1|_p = 0$ all $\xi_i|_p = 0$ and thus $\omega(\xi_1, \ldots, \xi_k)|_p = 0$ holds.

Let $\omega = \sum_I \omega_I dx^I$ be a local representation of $\omega$, with $dx^I := dx^{i_1} \wedge \cdots \wedge dx^{i_k}$ for $I = (i_1, \ldots, i_k)$ with $i_1 < \cdots < i_k$. Then $\omega_I(p) = \omega(\frac{\partial}{\partial x^{i_1}}, \ldots, \frac{\partial}{\partial x^{i_k}})|_p$ is smooth at $p$, so $\omega \in \Omega^k(M)$. $\square$

24. Differential forms on Riemannian manifolds

24.1 Remarks on duality.

For open $M \subset \mathbb{R}^m$ we can identify the tangent bundle and the cotangent bundle, because $TM = M \times \mathbb{R}^n$ and $T^*M = M \times (\mathbb{R}^n)^*$. Thus, both the vector fields and the 1-forms on $M$ coincide with mappings $M \to \mathbb{R}^m$. For general manifolds $M$, however, there is no such canonical isomorphism between $T_xM$ and $(T_xM)^*$. We will now describe manifolds for which there is such a thing. In which way is a finite-dimensional vector space $E$ and its dual space $E^*$ isomorphic? Since they have the same dimension, they are isomorphic. But to give such an isomorphism, one uses a basis of $E$ and takes as images the vectors of the dual basis of $E^*$. If one chooses another basis on $E$, then also the isomorphism changes (see below). So we can not proceed like this on a manifold, because in $T_xM$ we have no distinguished basis.

A second way to obtain such an isomorphism is to use an inner product $\langle \cdot , \cdot \rangle$ on $E$. Then this bilinear form induces a linear mapping $\sharp : E \to L(E,\mathbb{R}) = E^*$ given by $v \mapsto \langle v, \cdot \rangle$. This mapping is injective because $\forall w : \langle v, w \rangle = 0 \implies v = 0$. For dimensional reasons, it is thus an isomorphism. The inverse mapping is denoted $\flat := \sharp^{-1} : E^* \to E$. For $\xi := b\omega$ and thus $\omega = \sharp\xi$ we have $\langle b\omega, \eta \rangle = \langle \xi, \eta \rangle = \sharp(\xi)(\eta) = \omega(\eta)$.
24. Differential forms on Riemannian manifolds

24.2 Tensor fields on Riemannian manifolds.

How does \( \sharp \) look like in coordinates? Let \((e_i)\) be an orthonormal(!) basis of \( E \) and \((e^i)\) the corresponding dual basis. Then \( \sharp(e_i)(e_j) := (e_i, e_j) = \delta_{i,j} = e^i(e_j) \), so \( \sharp \) maps the basis \((e_i)\) to the dual basis \((e^i)\).

If \((g_i)\) is any basis of \( E \) and \((g^i)\) is the associated dual basis of \( E^* \), then:
\[
\sharp(g_i)(g_k) = (g_i, g_k) =: g_{i,k} = \sum_j g_{i,j} g^j(g_k) \Rightarrow \\
\sharp(g_i) = \sum_j g_{i,j} g^j \text{ and } \sharp(v) = \sharp\left(\sum_i v^i g_i\right) = \sum_i v^i \sum_j g_{i,j} g^j = \sum_j \left(\sum_i g_{i,j} v^i\right) g^j
\]

If we denote with \( v^i \) the coordinates of the vector \( v \in E \) with respect to the basis \((g_i)\) and with \( v_j \) the coordinates of the associated dual vector \( \sharp(v) \in E^* \) with respect to the dual basis \((g^i)\), then
\[
v_j = \sum_i g_{i,j} v^i.
\]

Let \( M \subset \mathbb{R}^n \) be a submanifold of \( \mathbb{R}^n \). Then \( T_x M \) is a subspace of \( \mathbb{R}^n \) and thus inherits the usual inner product of \( \mathbb{R}^n \). So \((T_x M)^* \) is isomorphic to \( T_x M \) by virtue of the isomorphism \( \sharp : T_x M \to (T_x M)^* \). Hence we also obtain a fiber-linear bijection of the bundles \( TM \to M \) and \( T^*M \to M \). In coordinates it is given by
\[
\frac{\partial}{\partial u^i} \mapsto \sum_j g_{i,j} du^j
\]
where \( g_{i,j} := (g_i, g_j) \) with \( g_i := \frac{\partial}{\partial u^i} \) and \( g^j = du^j \). Since the \( g_i \) are smooth functions \( M \supseteq U \to \mathbb{R}^n \), all coefficients \( g_{i,j} : M \supseteq U \to \mathbb{R} \) are smooth, and hence \( TM \) and \( T^*M \) are isomorphic.

Thus, also the smooth sections correspond to each other, i.e. \( \mathfrak{X}(M) \cong \Omega^1(M) \). The vector field corresponding to an exact 1-form \( df \) is called gradient field \( \text{grad}(f) \) of \( f \). For open submanifolds \( M \subset \mathbb{R}^M \), the coordinate representation of \( \text{grad}(f) \) is obtained from that of \( df \) by transposition, but this is not true for general manifolds \( M \).

For Riemannian manifolds \((M, g)\) we thus have isomorphisms \( \sharp : T_x M \cong (T_x M)^* \). A basis in the tangent space is given by \( \frac{\partial}{\partial \omega^i} \), and this is mapped by \( \sharp \) to \( \sharp\left(\frac{\partial}{\partial \omega^i}\right) = \sum_j g_{j,i} \, du^j \). More generally, \( \xi \in T_x M \) corresponds to \( \omega \in (T_x M)^* \) as follows:
\[
\xi = \sum_i \xi^i \frac{\partial}{\partial \omega^i} \mapsto \omega = \sum_i \omega^i \, du^i \in (T_x M)^*.
\]
where \( \omega_i = \sum_j g_{i,j} \xi^j \). \( \xi^i = \sum_j g^{i,j} \omega_j \), \( g_{i,j} := \left(\frac{\partial}{\partial \omega^i}, \frac{\partial}{\partial \omega^j}\right) \), and \( (g^{i,j}) := (g_{i,j})^{-1} \).

It follows that \( TM \cong T^*M \) canonically, and thus the space of the vector fields \( \mathfrak{X}(M) \) is canonically isomorphic to the space of the 1-forms \( \Omega^1(M) \).

More generally \( \bigotimes^p TM \otimes \bigotimes^q T^*M \cong \bigotimes^{p+q} TM \cong \bigotimes^{p+q} T^*M \) and hence
\[
\mathcal{T}_p(M) \cong \mathcal{T}_{p+q}(M) \cong \mathcal{T}_0^{p+q}(M)
\]
24. Differential forms on Riemannian manifolds

24.3 Volume form.

Let $E$ be a finite-dimensional, oriented linear space with an inner product. If $(e_i)_{i=1}^m$ is a positive oriented orthonormal basis of $E$, we define $\det \in L^m_{alt}(E; \mathbb{R})$ by $\det(e_1, \ldots, e_m) := 1$. To show that this definition does not depend on the chosen basis, we choose arbitrary vectors $g_i \in E$ and consider the map $A : E \to E$, which maps $e_j$ to $g_j := \sum_i a_{ij} e_i$. Then

$$\det(g_1, \ldots, g_m) = \det\left( \sum_{j_i} a_{i_1}^{j_1} e_{j_1}, \ldots, \sum_{j_m} a_{i_m}^{j_m} e_{j_m} \right) = \sum_{j_1, \ldots, j_m} a_{i_1}^{j_1} \cdots a_{i_m}^{j_m} \det(e_{j_1}, \ldots, e_{j_m})$$

$$= \sum_{j_1, \ldots, j_m} a_{i_1}^{j_1} \cdots a_{i_m}^{j_m} \det(e_{j_1}, \ldots, e_{j_m})$$

$$= \sum_{j_1, \ldots, j_m} a_{i_1}^{j_1} \cdots a_{i_m}^{j_m} \begin{cases} \det(e_{j_1}, \ldots, e_{j_m}) = 1 & \text{if } j_1, \ldots, j_m \text{ is a permutation of } 1, \ldots, m \\ 0 & \text{otherwise} \end{cases}$$

Thus, if $(g_i)_i$ is an orthonormal positively oriented basis, then $[A] \in SO(n)$, hence $\det(g_1, \ldots, g_m) = \det(A) = 1$.

Since we want to apply this construction to the tangent space of an oriented Riemannian manifold (where we do not have an orthonormal basis but only a positively oriented basis $(\frac{\partial}{\partial u^i})$), we also need a formula for the determinant for such a basis $(g_j)$: For this, we again consider the inner products

$$g_{i,j} := \langle g_i, g_j \rangle = \left( \sum_k a_{ik}^j e_k, \sum_l a_{ij}^l e_l \right) = \sum_{k,l} a_{ik}^j a_{lj}^i \langle e_k, e_l \rangle = \sum_k a_{ik}^j a_{lj}^i,$$

i.e. $(g_{i,j})_{i,j} = [A \cdot A^t]$ and furthermore

$$\det((g_{i,j})_{i,j}) = \det([A \cdot A^t]) = (\det[A])^2$$

and finally (because of $\det[A] > 0$)

$$\det(g_1, \ldots, g_m) = \det[A] = \sqrt{\det((g_{i,j})_{i,j})} =: \sqrt{G}.$$
We obtain the following isomorphism for orientable Riemannian manifolds of dimension $m$:

$$C^\infty(M, \mathbb{R}) \xrightarrow{\int_M} \Omega^m(M), \quad f \mapsto f \cdot \text{vol}_M.$$ 

## 25. Graded derivations

### 25.1 Lemma (Algebra of differential forms).

The space $\Omega(M) := \bigoplus_k \Omega^k(M)$ is a graded commutative algebra with respect to the point-wise wedge product (see \[21.4\])

$$(\alpha \wedge \beta)_x(\xi_1, \ldots, \xi_{k+l}) = 
\frac{1}{k! l!} \sum_{\pi} \text{sgn} \pi \cdot \alpha_x(\xi_{\pi(1)}, \ldots, \xi_{\pi(k)}) \cdot \beta_x(\xi_{\pi(k+1)}, \ldots, \xi_{\pi(k+l)}),$$

for $\alpha \in \Omega^k(M)$, $\beta \in \Omega^l(M)$ and $\xi_j \in T_x M$. For paracompact manifolds $M$, this algebra is generated by $\{f, df : f \in C^\infty(M, \mathbb{R})\}$. Note that $f \cdot \omega = f \wedge \omega$ for $f \in C^\infty(M, \mathbb{R}) = \Omega^0(M)$ and $\omega \in \Omega(M)$.

**Proof.** Since the fibers $\bigwedge^k T^*_x M = \bigoplus_k \bigwedge^k T^*_x M$ are graded commutative algebras, $\Omega(M) = C^\infty(M \leftarrow \bigwedge T^* M)$ is also a graded commutative algebra. Locally $\Omega(M)$ is generated by $\{f, df : f \in C^\infty(M, \mathbb{R})\}$, because $\omega = \sum_{\pi} \text{sgn} \pi \cdot \alpha_{\pi(1)} \wedge \cdots \wedge \alpha_{\pi(k)} \beta_{\pi(k+1)} \wedge \cdots \wedge \beta_{\pi(k+l)}$. To get that globally, we use a finite atlas of $M$. For connected paracompact manifolds, such an atlas exists by \[9.8\]. We choose a partition $\{f_1, \ldots, f_N\}$ of unity which is subordinate to the associated vector bundle atlas of $T^* M$. Then $\omega = \sum f_j \omega$ and $f_j \omega = \sum_{i_1 < \cdots < i_k} \omega_{j, i_1, \ldots, i_k} u^{i_1} \wedge \cdots \wedge u^{i_k}$, where $(u_1, \ldots, u^m)$ are local coordinates on a neighborhood $W_i$ of $\text{supp}(f_j)$, which have been extended to global smooth functions on $M$ and the coefficients $\omega_{j, i_1, \ldots, i_k}$ are global smooth functions with carrier in $W_i$. \hfill \Box

### 25.2 Pull-back of forms.

Let $f : M \to N$ be smooth, $T_p f : T_p M \to T_{f(p)} N$ the tangential mapping and $(T_p f)^* : T^*_{f(p)} N \to T^*_p M$ its adjoint. If $p$ is not determined by $f(p)$, i.e. $f$ is not injective, or there fails to exist $p$ with $f(p) = q$ for some $q$, i.e. $f$ is not surjective, then the $(T_p f)^*$ cannot be collected into a mapping $T^* f : T^* N \to T^* M$. However, by \[19.11\],

$$\bigwedge^k T M \xrightarrow{\bigwedge^k T f} \bigwedge^k T N \xrightarrow{f^*} \bigwedge^k T N$$

can be used to define

$$\Omega^k(M) \xrightarrow{f^*} \Omega^k(N) \xrightarrow{C^\infty(M \leftarrow \bigwedge^k T M)^*} \bigwedge^k T^* N \xrightarrow{C^\infty(N \leftarrow \bigwedge^k T N)^*} \bigwedge^k T^* f$$

The form $f^* (\omega)$ is called the pull-back along $f$ of $\omega$.

$$(f^* \omega)_p(\xi_1 \wedge \cdots \wedge \xi_k) := \omega_{f(p)}\left( (\bigwedge^k T f)(\xi_1 \wedge \cdots \wedge \xi_k) \right)$$
We now calculate the local coefficients \( \omega \)

\[
(f^\ast)_{p}(\xi_{1}, \ldots, \xi_{k}) := \omega_{f(p)}(T_{p}f \cdot \xi_{1}|_{p}, \ldots, T_{p}f \cdot \xi_{k}|_{p}).
\]

The so-defined \( f^\ast : \Omega(N) \to \Omega(M) \) is an algebra homomorphism - as one easily shows - and the following holds: \((f_{1} \circ f_{2})^\ast = f_{2}^\ast \circ f_{1}^\ast \) for the composite of mappings \( f_{1} \) and \( f_{2} \).

By means of the isomorphism \( \bigwedge^{k}TM \cong \bigwedge^{k}(T^\ast M) \) one can define the pull-back \( f^\ast \) for \( \omega_{1}, \ldots, \omega_{k} \in \Omega^{1}(M) \) equivalently by \( f^\ast(\omega_{1} \wedge \cdots \wedge \omega_{k}) := f^\ast(\omega_{1}) \wedge \cdots \wedge f^\ast(\omega_{k}) \), where \( f^\ast(\omega_{j}) \) is the pulled-back 1-form defined in \([19.12]\).

Let \((u^{i})_{i=1}^{n} \) be local coordinates on \( M \) and \((v^{j})_{j=1}^{m} \) local coordinates on \( N \). Then \( \omega \in \Omega^{k}(N) \) can be written locally as

\[
\omega = \sum_{j_{1} < \cdots < j_{k}} \omega_{j_{1}, \ldots, j_{k}} du^{j_{1}} \wedge \cdots \wedge du^{j_{k}}.
\]

The pulled-back form must have a local representation of the form

\[
f^\ast(\omega) = \sum_{i_{1} < \cdots < i_{k}} \eta_{i_{1}, \ldots, i_{k}} du^{i_{1}} \wedge \cdots \wedge du^{i_{k}}.
\]

We now calculate the local coefficients \( \eta_{i_{1}, \ldots, i_{k}} \) of \( f^\ast(\omega) \):

\[
\eta_{i_{1}, \ldots, i_{k}}(x) = f^\ast(\omega)_{x}\left(\frac{\partial}{\partial v^{1}}, \ldots, \frac{\partial}{\partial v^{m}}\right)
\]

\[
= \omega_{f(x)}\left(\bigwedge^{k} T_{x}f\left(\frac{\partial}{\partial v^{1}} \wedge \cdots \wedge \frac{\partial}{\partial v^{m}}\right)\right)
\]

\[
= \omega_{f(x)}\left(\sum_{j_{1} < \cdots < j_{k}} \det\left(\frac{\partial(v^{j_{1}} \circ f)}{\partial u^{i_{1}}}, \ldots, \frac{\partial(v^{j_{k}} \circ f)}{\partial u^{i_{k}}}\right)\right)
\]

\[
= \sum_{j_{1} < \cdots < j_{k}} \det\left(\frac{\partial(v^{j_{1}} \circ f)}{\partial u^{i_{1}}}, \ldots, \frac{\partial(v^{j_{k}} \circ f)}{\partial u^{i_{k}}}\right) \omega_{j_{1}, \ldots, j_{k}}(f(x)).
\]

Thus

\[
f^\ast(\omega) = \sum_{i_{1} < \cdots < i_{k}} \sum_{j_{1} < \cdots < j_{k}} \omega_{j_{1}, \ldots, j_{k}} f^{j_{1}, \ldots, j_{k}}_{i_{1}, \ldots, i_{k}} du^{i_{1}} \wedge \cdots \wedge du^{i_{k}}
\]

where

\[
\rho^{j_{1}, \ldots, j_{k}}_{i_{1}, \ldots, i_{k}} := \det\left(\frac{\partial(v^{j_{1}} \circ f)}{\partial(u^{i_{1}}, \ldots, u^{i_{k}})}\right) = \det\left(\begin{array}{cccc}
\frac{\partial v^{j_{1}}}{\partial u^{i_{1}}} & \cdots & \frac{\partial v^{j_{1}}}{\partial u^{i_{k}}} \\
\vdots & \ddots & \vdots \\
\frac{\partial v^{j_{k}}}{\partial u^{i_{1}}} & \cdots & \frac{\partial v^{j_{k}}}{\partial u^{i_{k}}} \\
\end{array}\right)
\]

with

\[
\frac{\partial v^{j}}{\partial u^{i}} := \frac{\partial}{\partial u^{i}}(v^{j} \circ f),
\]

**25.3 Corollary (Pull-back of volume forms).**

Let \( f : M \to N \) smooth, \( \dim M = m = \dim N \) and \((x^{1}, \ldots, x^{m})\) local coordinates on \( M \) and \((y^{1}, \ldots, y^{m})\) such on \( N \). Then:

\[
f^\ast(g \cdot dy^{1} \wedge \cdots \wedge dy^{m}) = (g \circ f) \cdot \det\left(\frac{\partial(y^{j} \circ f)}{\partial x^{i}}\right)_{i,j=1}^{m} \cdot dx^{1} \wedge \cdots \wedge dx^{m}.
\]
Proof. This is a special case of \ref{25.2} As m-form, $f^*(g \cdot dy^1 \wedge \cdots \wedge dy^m) = h \cdot dx^1 \wedge \cdots \wedge dx^m$ for a smooth function $h$. By applying this to $(\frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^m})$ we get:

$$
h = f^*(g \cdot dy^1 \wedge \cdots \wedge dy^m) \left( \frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^m} \right)
$$

\ref{25.2}

$$
f^*(g) \cdot (dy^1 \wedge \cdots \wedge dy^m) \left( T f \frac{\partial}{\partial x^1}, \ldots, T f \frac{\partial}{\partial x^m} \right)
$$

$$
= (g \circ f) \cdot (dy^1 \wedge \cdots \wedge dy^m) \left( \sum_{i_1, \ldots, i_m} \frac{\partial (y^{i_1} \circ f)}{\partial y^{i_1}}, \ldots, \sum_{i_m} \frac{\partial (y^{i_m} \circ f)}{\partial y^{i_m}} \right)
$$

$$
= (g \circ f) \cdot \sum_{i_1, \ldots, i_m} (dy^1 \wedge \cdots \wedge dy^m) \left( \frac{\partial (y^{i_1} \circ f)}{\partial y^{i_1}}, \ldots, \frac{\partial (y^{i_m} \circ f)}{\partial y^{i_m}} \right)
$$

$$
= (g \circ f) \cdot \sum_{\pi} \left( \frac{\partial (y^{i_j} \circ f)}{\partial x^j} \right)_{i,j=1}^m \wedge (dy^1 \wedge \cdots \wedge dy^m).
$$

\hfill \Box

\textbf{25.4 Remark.}

In particular, for $f = \text{id}$ and $g = 1$ we get by \ref{25.3}

$$
dy^1 \wedge \cdots \wedge dy^m = \det \left( \frac{\partial y^j}{\partial x^i} \right)_{i,j} \cdot dx^1 \wedge \cdots \wedge dx^m.
$$

In \ref{17.1} we considered the commutative algebra $A := C^\infty(M, \mathbb{R})$. We identified the space $\text{Der}(A)$ of its derivations with the space $\mathfrak{X}(M)$ of the vector fields on $M$ and we found the structure of a Lie algebra on $\text{Der}(A)$. We now want to apply similar ideas to the graded commutative algebra $A := \Omega(M)$ of differential forms on $M$.

\textbf{25.5 Definition (Graded derivation).}

An mapping $D : \Omega(M) \to \Omega(M)$ is called graded derivation of degree $d$, if $D$ is linear, for all $k$ the summand $\Omega^k(M)$ is mapped into $\Omega^{d+k}(M)$ and for all $\omega \in \Omega^k(M)$ and $\eta \in \Omega(M)$ the product rule $D(\omega \wedge \eta) = D\omega \wedge \eta + (-1)^d \omega \wedge D\eta$ holds.

With $\text{Der}_d(\Omega(M))$ we denote the vector space of all graded derivations of $\Omega(M)$ of degree $d$, and with $\text{Der}(\Omega(M))$ we denote the direct sum $\bigoplus_{d \in \mathbb{Z}} \text{Der}_d(\Omega(M))$.

More generally, for a smooth mapping $g : N \to M$, a map $D : \Omega(M) \to \Omega(N)$ is called graded derivation over $g^*$, if $D$ is linear, for all $k$ the summand $\Omega^k(M)$ is mapped into $\Omega^{d+k}(N)$, and for all $\omega \in \Omega^k(M)$ and $\eta \in \Omega(M)$ the product rule $D(\omega \wedge \eta) = D\omega \wedge g^*(\eta) + (-1)^d g^*(\omega) \wedge D\eta$ holds.

\textbf{25.6 Lemma (Uniqueness of graded derivations).}

Let $g : N \to M$ be smooth. Each graded derivation $D : \Omega(M) \to \Omega(N)$ over the algebra homomorphism $g^* : \Omega(M) \to \Omega(N)$ is uniquely determined by the values $D(f)$ and $D(df)$ for all $f \in C^\infty(M, \mathbb{R})$.

\textbf{Proof.} Since $f$ and $df$ generate the algebra $\Omega(M)$, this immediately follows from \ref{25.1}. However, if we do not want to use dimension theory here, we can also show this as follows:

If we had two such derivations, we consider the difference $D$. We have to show: \( \forall f : D(f) = 0, D(df) = 0 \Rightarrow D = 0 \).
We first claim that the derivation $D$ is a local operator: In fact let $\omega \in \Omega(M)$ be locally 0 around $g(x)$. Then we choose a $f \in C^\infty(M, \mathbb{R})$ with $f(g(x)) = 1$ and $f \omega = 0$, and get

$$0 = D(0) = D(f \omega) = D(f) \wedge g^*(\omega) + g^*(f) \cdot D(\omega)$$

And at $x \in N$ we have $0 = f(g(x)) \cdot D(\omega)(x) = D(\omega)(x)$. Since $D$ is a local and linear operator, we may replace $\omega$ by its local representation:

$$D(\omega) = D \left( \sum_{i_1 < \cdots < i_p} \omega_{i_1, \ldots, i_p} du^{i_1} \wedge \cdots \wedge du^{i_p} \right)$$

$$= \sum_{i_1 < \cdots < i_p} \left( D(\omega_{i_1, \ldots, i_p}) \wedge g^*(du^{i_1} \wedge \cdots \wedge du^{i_p}) \right)$$

$$+ \sum_{k=1}^p \pm g^*(\omega_{i_1, \ldots, i_p}) g^*(du^{i_1}) \wedge \cdots \wedge D(du^{i_k}) \wedge \cdots \wedge du^{i_p} \right) = 0. \qed$$

25.7 Examples of graded derivations.

From 25.6 follows that $\text{Der}_d(\Omega(M)) = \{0\}$ for $d < -1$, because $D(\Omega^k(M)) \subseteq \Omega^{k+d}(M) = \{0\}$ for $k + d > 0$ and in particular for $k \in \{0, 1\}$.

We want to determine $\text{Der}_{-1}(\Omega(M))$ next. Let $D : \Omega(M) \rightarrow \Omega(M)$ be a graded derivation of degree $d = -1$. Then $D(C^\infty(M, \mathbb{R})) = \{0\}$ and the linear mapping $D \circ d : C^\infty(M, \mathbb{R}) \rightarrow \Omega^1(M) \rightarrow \Omega^0(M) = C^\infty(M, \mathbb{R})$ satisfies $(D \circ d)(f \cdot g) = D(g \cdot df + f \cdot dg) = D(g) \wedge df + (1)0^d g \cdot D(df) + D(f) \wedge dg + (-1)^0 d \cdot g \cdot D(df) = (D \circ d)f \cdot g + f \cdot (D \circ d)g$, because of $D(g) = 0 = D(f)$. So $D \circ d$ is a derivation on $C^\infty(M, \mathbb{R})$ and is thus given by a vector field $\xi$, i.e. $D(f) = 0$ and $D(df) = \xi(f) = df(\xi)$ for all $f \in C^\infty(M, \mathbb{R})$. We will show in 25.8 that we can define a graded derivation $i_\xi$ of degree $d = -1$ by $(i_\xi \omega)(\xi_1, \ldots, \xi_k) := \omega(\xi, \xi_1, \ldots, \xi_k)$ to each vector field $\xi \in \mathfrak{X}(M)$.

Now to $\text{Der}_0(\Omega(M))$. Let $D : \Omega(M) \rightarrow \Omega(M)$ be a graded derivation of degree $d = 0$. Then $D$ acts on $\Omega^0(M) = C^\infty(M, \mathbb{R})$ as derivation, so it is given there by a vector field $\xi$, i.e.

$$D(f) = \xi(f) = L_\xi(f) := \left. \frac{d}{dt} \right|_{t=0} (F_\xi^t)^* f \quad \text{(see 17.9 and 17.10)}.$$

However, the last expression $\left. \frac{d}{dt} \right|_{t=0} (F_\xi^t)^* \omega$ also makes sense for $\omega \in \Omega(M)$ and we will show in 25.9 that this defines a derivation $L_\xi$ of degree $d = 0$ on $\Omega(M)$ for each vector field $\xi \in \mathfrak{X}(M)$. We will also show in 25.10 that these are those derivations of degree 0 which additionally satisfy $D(df) = d(Df)$. To get a global formula for $L_\xi$, we differentiate the function $\omega(\xi_1, \ldots, \xi_k)$ (for $\omega \in \Omega^k(M)$ and $\xi_i \in \mathfrak{X}(M)$ in...
the direction \( \xi \) at \( x \in M \) and get:
\[
(\xi \cdot \omega(\xi_1, \ldots, \xi_k))_x = \frac{\partial}{\partial t} \bigg|_{t=0} (\omega(\xi_1, \ldots, \xi_k) \circ \text{Fl}_t^E)_x
\]
\[
= \frac{\partial}{\partial t} \bigg|_{t=0} \omega_{\text{Fl}_t^E(x)}(\xi_1, \ldots, \xi_k)
\]
\[
= \frac{\partial}{\partial t} \bigg|_{t=0} \omega_{\text{Fl}_t^E(x)}(T \text{Fl}_t^E \cdot T \text{Fl}_{-t}^E \cdot \xi_1, \ldots, T \text{Fl}_t^E \cdot T \text{Fl}_{-t}^E \cdot \xi_k)
\]
\[
= \frac{\partial}{\partial t} \bigg|_{t=0} \left( (\text{Fl}_t^E)^* \omega \right)_x \left( T \text{Fl}_{-t}^E \cdot \xi_1|_{\text{Fl}_t^E(x)}, \ldots, T \text{Fl}_{-t}^E \cdot \xi_k|_{\text{Fl}_t^E(x)} \right)
\]
\[
= \left( \frac{\partial}{\partial t} \bigg|_{t=0} \left( (\text{Fl}_t^E)^* \omega \right)_x \right) (\xi_1(x), \ldots, \xi_k(x))
\]
\[
+ \sum_{j=1}^k \omega_x(\xi_j(x), \ldots, \frac{\partial}{\partial t} \bigg|_{t=0} ((\text{Fl}_t^E)^*(\xi_j))(x)) \right),
\]
and thus
\[
\mathcal{L}_\xi \omega(\xi_1, \ldots, \xi_k) = \xi \cdot \omega(\xi_1, \ldots, \xi_k) = \sum_{i=1}^k \omega(\xi_1, \ldots, \xi_{i-1}, [\xi, \xi_i], \xi_{i+1}, \ldots, \xi_k).
\]
In particular,
\[
(\mathcal{L}_\xi df)(\eta) = \xi \cdot (df(\eta)) - df([\xi, \eta]) = \xi \cdot (\eta \cdot f) - [\xi, \eta] \cdot f = \eta \cdot (\xi \cdot f) = d(\xi \cdot f)(\eta)
\]
\[
= (d\mathcal{L}_\xi f)(\eta).
\]
Finally, we want to describe a distinguished derivation of degree \( d = 1 \). By 20.4, we hope that by considering the deviation of the derivative of a 1-form (or more generally a \( k \)-form) from being symmetric, we are able to recognize whether the form is the derivative of a function (or \( k - 1 \)-form). First, we consider the case where \( M = U \) is open in a vector space \( E \). Then a \( k \)-form on \( U \) is a mapping
\[
\omega : U \to L^k_{\text{alt}}(E; \mathbb{R})
\]
and its derivative is
\[
\omega' : U \to L(E, L^k_{\text{alt}}(E; \mathbb{R})).
\]
If we compose this with the alternator
\[
L(E, L^k_{\text{alt}}(E; \mathbb{R})) \subseteq L(E, L^{k+1}(E; \mathbb{R})) \cong L^{k+1}(E, \mathbb{R}) \xrightarrow{d\omega} L^{k+1}_{\text{alt}}(E, \mathbb{R}),
\]
we get the deviation \( d\omega \) from \( \omega'(x) \) being symmetric for all \( x \in U \). So
\[
d\omega(x)(\xi_0, \ldots, \xi_k) := \frac{1}{(k+1)!} \sum_{\sigma} \text{sgn}(\sigma) \omega'(x)(\xi_{\sigma(0)})(\xi_{\sigma(1)}, \ldots, \xi_{\sigma(k)})
\]
\[
= \frac{1}{k+1} \sum_{i=0}^k (-1)^i \omega'(x)(\xi_i)(\xi_0, \ldots, \xi_i, \ldots, \xi_k).
\]
In order to obtain a global formula for $d$ on arbitrary manifolds $M$ we replace the vectors $\xi_i \in E$ with vector fields $\xi_i \in \mathfrak{X}(E)$ and differentiate $\omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)$ at the position $x \in M$ in direction $\xi_i(x)$ and obtain:

\[
(\omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k))^\prime(x)(\xi_i(x)) = \omega'(x)(\xi_i(x)))(\xi_0(x), \ldots, \xi_i(x), \ldots, \xi_k(x))
\]

\[
+ \sum_{j<i} \omega(x)(\ldots, \xi_j(x) \cdot \xi_i(x), \ldots, \xi_i(x), \ldots)
\]

\[
+ \sum_{j>i} \omega(x)(\ldots, \xi_i(x), \ldots, \xi_j(x) \cdot \xi_i(x), \ldots)
\]

And inserting into the formula above yields

\[
(k + 1)d\omega(x)(\xi_0, \ldots, \xi_k) := \sum_{i=0}^{k} (-1)^{i}\omega'(x)(\xi_i(x))(\xi_0(x), \ldots, \xi_i(x), \ldots, \xi_k(x))
\]

\[
= \sum_{i=0}^{k} (-1)^{i}\omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)(x)
\]

\[
- \sum_{j<i} (-1)^{i+j}\omega(x)(\xi_j(x) \cdot \xi_i(x), \xi_0(x), \ldots, \xi_i(x), \ldots, \xi_j(x), \ldots)
\]

\[
- \sum_{j>i} (-1)^{i+j-1}\omega(x)(\xi_j(x) \cdot \xi_i(x), \xi_0(x), \ldots, \xi_i(x), \ldots, \xi_j(x), \ldots)
\]

\[
\tag{17.2} \sum_{i=0}^{k} (-1)^{i}\omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)
\]

\[
+ \sum_{i<j} (-1)^{i+j}\omega([\xi_i, \xi_j], \xi_0, \ldots, \xi_j, \ldots, \xi_j, \ldots, \xi_k)(x).
\]

Because of the annoying factor $(k + 1)$ we will replace $d\omega$ by $(k + 1)\, d\omega$ in the future.

25.8 Lemma (Lie algebra of graded derivations).

The space $\text{Der}(\Omega(M))$ is a graded Lie algebra with respect to the pointwise vector space operations and the graded commutator as Lie bracket:

\[
[D_1, D_2] := D_1 \circ D_2 - (-1)^{d_1 d_2} D_2 \circ D_1 \text{ for } D_i \in \text{Der}_{d_i}(\Omega(M))
\]

In detail this means:

1. The bracket $[\cdot, \cdot] : \text{Der}_{d_1}(\Omega(M)) \times \text{Der}_{d_2}(\Omega(M)) \to \text{Der}_{d_1+d_2}(\Omega(M))$ is bilinear for all $d_1$, $d_2$.

2. It is graded anticommutative: $[D_1, D_2] + (-1)^{d_1 d_2}[D_2, D_1] = 0$.

3. $[D_0, \cdot]$ is a graded derivation with respect to $[\cdot, \cdot]$, i.e. the graded Jacobi identity

\[
[D_0, [D_1, D_2]] = [[D_0, D_1], D_2] + (-1)^{d_0 d_1}[D_1, [D_0, D_2]]
\]

holds, or equivalently it is cyclically symmetric

\[
0 = (-1)^{d_0 d_2}[D_0, [D_1, D_2]] + (-1)^{d_1 d_2}[D_1, [D_2, D_0]] + (-1)^{d_2 d_1}[D_2, [D_0, D_1]]
\]
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Proof. We give the proof for any graded-commutative algebra $A$ instead of $\Omega(M)$. Claim: $[D_1, D_2] \in \text{Der}_{d_1 + d_2}(A)$ for $D_i \in \text{Der}_{d_i}(A)$ for $i = 1, 2$.

$[D_1, D_2](X \cdot Y) = (D_1 \circ D_2 - (-1)^{d_1 d_2} D_2 \circ D_1)(X \cdot Y)$

$= D_1(D_2 X \cdot Y + (-1)^{x d_1} X \cdot D_2 Y) - (-1)^{d_1 d_2} D_2(D_1 X \cdot Y + (-1)^{x d_1} X \cdot D_1 Y)$

$= D_1 D_2 X \cdot Y + (-1)^{d_1 (d_2 + x)} D_2 X \cdot D_1 Y$

$+ (-1)^{x d_2} D_1 X \cdot D_2 Y + (-1)^{x d_2 + x d_1} X \cdot D_1 D_2 Y$

$- (-1)^{d_1 d_2} D_2 D_1 X \cdot Y - (-1)^{d_1 d_2 + d_1 x + d_2 x} X \cdot D_2 D_1 Y$

$= [D_1, D_2] X \cdot Y + (-1)^{x (d_1 + d_2)} X \cdot [D_1, D_2] Y$ for $x := \text{deg}(X)$.

Clearly, $[,]$ is bilinear and graded anticommutative.

Remains to show the graded Jacobi identity:

$[D_0, [D_1, D_2]] - [[D_0, D_1], D_2] - (-1)^{d_0 d_2} [D_1, [D_0, D_2]] = 0$

25.9 Theorem (The basic graded derivations).

Let $\xi \in \mathfrak{X}(M)$.

(i) By $\iota_{\xi}(f) := 0$, $\iota_{\xi}(df) := \xi \cdot f$ a graded derivation $\iota_{\xi}$ of degree $-1$, the insertion operator is specified.

(ii) By $L_{\xi}(f) := \xi \cdot f$, $L_{\xi}(df) := d(\xi \cdot f)$ a graded derivation $L_{\xi}$ of degree 0 is specified, the Lie derivative.

(d) By $d(f) := df$, $d(df) := 0$, a graded derivation $d$ of degree +1, the outer derivative, is specified.

Global formulas for these graded derivations are given for $\omega \in \Omega^k(M)$ and $\xi_i \in \mathfrak{X}(M)$ by:

$\iota_{\xi_0}(\omega)(\xi_1, \ldots, \xi_{k-1}) := \omega(\xi_0, \xi_1, \ldots, \xi_{k-1})$ for $k \geq 1$

$L_{\xi_0}(\omega)(\xi_1, \ldots, \xi_k) := \omega(\xi_0, \xi_1, \ldots, \xi_k) - \sum_{i=1}^{k} \omega(\xi_1, \ldots, \xi_i-1, [\xi_0, \xi_i], \xi_{i+1}, \ldots, \xi_k)$

$(d\omega)(\xi_0, \ldots, \xi_k) := \sum_{i=0}^{k} (-1)^{i} \xi_i \cdot \omega(\xi_0, \ldots, \hat{\xi_i}, \ldots, \xi_k)$
The graded commutators are given by the following table:

<table>
<thead>
<tr>
<th>$[D_1, D_2]$</th>
<th>$\iota_\eta$</th>
<th>$\mathcal{L}_\eta$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\iota_\xi$</td>
<td>0</td>
<td>$-\xi[\iota, \eta]$</td>
<td>$-\mathcal{L}_\xi$</td>
</tr>
<tr>
<td>$\mathcal{L}_\xi$</td>
<td>$\xi[\iota, \eta]$</td>
<td>$\mathcal{L}[\xi, \eta]_\eta$</td>
<td>0</td>
</tr>
<tr>
<td>$d$</td>
<td>$\mathcal{L}_\eta$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

If $\eta \in \mathfrak{X}(N)$ is related to $\xi \in \mathfrak{X}(M)$ with respect to a smooth mapping $g : M \to N$, i.e. $Tg \circ \xi = \eta \circ g$ is satisfied, then

$$g^* \circ \iota_\eta = \iota_\xi \circ g^*, \quad g^* \circ \mathcal{L}_\eta = \mathcal{L}_\xi \circ g^*, \quad g^* \circ d = d \circ g^*$$

Furthermore:

$$\iota_{f \xi \omega} = f \iota_{\xi \omega}, \quad \mathcal{L}_{f \xi \omega} = f \mathcal{L}_{\xi \omega} + df \wedge \iota_{\xi \omega}, \quad (\mathcal{L}_{\xi \omega})(x) = \frac{d}{dt}|_{t=0}(F[t\xi])^*\omega|_{x}$$

**Proof.** The proof is done in 15 steps, where we use the global formulas as definition for $\iota_\xi$, $\mathcal{L}_\xi$, and $d$.

1. **Claim.** $\iota_{\xi \omega} \in \Omega^{k-1}(M)$:
   Obviously, $\iota_{\xi \omega}$ is alternating and $k - 1$-linear and
   
   $$\iota_{\xi \omega}(f \xi_1, \ldots, \xi_{k-1}) = \omega(\xi, f \xi_1, \ldots, \xi_{k-1}) = f \omega(\xi, \xi_1, \ldots, \xi_{k-1})$$

2. **Claim.** $\iota_\xi \in \text{Der}_{-1}(\Omega(M))$: Let $\alpha \in \Omega^{k+1}$ and $\beta \in \Omega^l$, then
   
   $$\iota_{\xi_0}\langle \alpha \wedge \beta \rangle(\xi_1, \ldots, \xi_{k+l}) =$$
   
   $$(\alpha \wedge \beta)(\xi_0, \xi_1, \ldots, \xi_{k+l})$$
   
   $$= \frac{1}{(k+1)! l!} \sum_{\pi} \text{sgn}(\pi) \alpha(\xi_{\pi(0)}, \ldots, \xi_{\pi(k)}) \beta(\xi_{\pi(k+1)}, \ldots, \xi_{\pi(l+1)})$$
   
   $$= \sum_{\pi \text{ piecewise}^\uparrow} \text{sgn}(\pi) \alpha(\xi_{\pi(0)}, \ldots, \xi_{\pi(k)}) \beta(\xi_{\pi(k+1)}, \ldots, \xi_{\pi(l+1)})$$
   
   $$= \sum_{\pi(0)=0} \text{sgn}(\pi) \alpha(\xi_{\pi(0)}, \ldots, \xi_{\pi(k)}) \beta(\xi_{\pi(k+1)}, \ldots, \xi_{\pi(l+1)})$$
   
   $$+ \sum_{\pi(k+1)=0} \text{sgn}(\pi) \alpha(\xi_{\pi(0)}, \ldots, \xi_{\pi(k)}) \beta(\xi_{\pi(k+1)}, \ldots, \xi_{\pi(l+1)})$$
   
   $$= (\iota_{\xi_0} \alpha \wedge \beta)(\xi_1, \ldots, \xi_{k+l})$$
   
   $$+ \sum_{\pi^* \text{ piecewise}^\uparrow} (-1)^{k+1} \text{sgn}(\pi^*) \alpha(\xi_{\pi^*(1)}, \ldots, \xi_{\pi^*(k+1)}) \beta(\xi_0, \xi_{\pi^*(k+2)}, \ldots, \xi_{\pi^*(l+1)})$$
   
   $$= \left(\iota_{\xi_0} \alpha \wedge (1) - (-1)^{k+1} \alpha \wedge (\iota_{\xi_0} \beta\right)(\xi_1, \ldots, \xi_{k+l}).$$

Where $\pi^* := \pi \circ (k+1, k, \ldots, 1, 0)$ is the permutation which maps $0$ to $0$, $i+1$ to $\pi(i)$ for $i \leq k$, and $i$ to $\pi(i)$ for $i > k + 1$. 
3. **Claim.** $d\omega \in \Omega^{k+1}(M)$:

Obviously $d\omega$ is $(k+1)$-linear and alternating. The $C^\infty(M,\mathbb{R})$ homogeneity is shown as follows:

\[
d\omega(f\xi_0, \ldots, \xi_k) = (f\xi_0) \cdot \omega(\xi_1, \ldots, \xi_k)
+ \sum_{i>0} (-1)^i \xi_i \cdot f\omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)
+ \sum_{j>i=0} (-1)^j \omega([f\xi_0, \xi_j], \xi_0, \ldots, \xi_j, \ldots, \xi_k)
+ \sum_{j>i>0} (-1)^{i+j} \omega([\xi_i, \xi_j], f\xi_0, \ldots, \xi_i, \xi_j, \ldots, \xi_k)
= f \cdot \omega(\xi_1, \ldots, \xi_k)
+ \sum_{i>0} (-1)^i \xi_i (f) \omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)
+ f \cdot \sum_{i>0} (-1)^j \omega(\xi_0, \xi_i, \xi_0, \ldots, \xi_j, \ldots, \xi_k)
+ \sum_{j>i=0} (-1)^j \xi_j (f) \omega(\xi_0, \xi_j, \xi_0, \ldots, \xi_j, \ldots, \xi_k)
+ \sum_{j>i>0} (-1)^{i+j} \omega([\xi_i, \xi_j], \xi_0, \ldots, \xi_i, \xi_j, \ldots, \xi_k)
= f \cdot d\omega(\xi_0, \ldots, \xi_k)
+ \sum_{i>0} (-1)^i \xi_i (f) \omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)
- \sum_{j>i=0} (-1)^j \xi_j (f) \omega(\xi_0, \xi_j, \ldots, \xi_j, \ldots, \xi_k)
= f \cdot d\omega(\xi_0, \ldots, \xi_k).
\]
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4. Claim. \( d(f\omega) = df \land \omega + f \cdot d\omega \):

\[
d(f\omega)(\xi_0, \ldots, \xi_k) =
\]
\[
= \sum_i (-1)^i \xi_i \cdot (f\omega)(\xi_0, \ldots, \widehat{\xi_i}, \ldots, \xi_k) \\
+ \sum_{j > i} (-1)^{i+j} f\omega([\xi_i, \xi_j], \xi_1, \ldots, \widehat{\xi_i}, \ldots, \widehat{\xi_j}, \ldots, \xi_k) \\
= \sum_i (-1)^i \xi_i (f) \cdot \omega(\xi_0, \ldots, \widehat{\xi_i}, \ldots, \xi_k) \\
+ f \sum_i (-1)^i \xi_i \cdot \omega(\xi_0, \ldots, \widehat{\xi_i}, \ldots, \xi_k) \\
+ f \sum_{j > i} (-1)^{i+j} \omega([\xi_i, \xi_j], \xi_1, \ldots, \widehat{\xi_i}, \ldots, \widehat{\xi_j}, \ldots, \xi_k) \\
= \sum_i (-1)^i df(\xi_i) \cdot \omega(\xi_0, \ldots, \widehat{\xi_i}, \ldots, \xi_k) + f \cdot d\omega(\xi_0, \ldots, \xi_k) \\
= (df \land \omega + f \cdot d\omega)(\xi_0, \ldots, \xi_k).
\]

5. Claim. \( d \) is a local operator:

Let \( \omega U = 0 \) and \( x \in U \). Then there is an \( f \in C^\infty(M, \mathbb{R}) \) with \( \text{Trg} f \subseteq U, \ f(x) = 1 \) and \( df(x) = 0 \). Consequently, \( f\omega = 0 \) and thus

\[
0 = d(f\omega)(x) = df(x) \land \omega(x) + f(x) \cdot d\omega(x) = d\omega(x).
\]

6. Claim. \( d \) and \( \iota_\xi \) satisfy the initial conditions:

This follows immediately by inserting into the global formulas:

\[
\iota_{\xi_0}(f) := 0 \\
\iota_{\xi_0}(df) = df(\xi_0) = \xi_0 \cdot f \\
df(\xi_0) = \sum_{i=0}^k \xi_0 \cdot f(\xi_0) + \sum_0 = \xi_0 \cdot f \\
d(df)(\xi_0, \xi_1) = \xi_0 \cdot df(\xi_1) - \xi_1 \cdot df(\xi_0) + (-1)^{0+1} df([\xi_0, \xi_1]) \\
= \xi_0 \cdot (\xi_1 \cdot f) - \xi_1 \cdot (\xi_0 \cdot f) - [\xi_0, \xi_1] \cdot f = 0
\]

7. Claim. \( d(du^I) = 0 \), where \( du^I := du^{i_1} \land \cdots \land du^{i_{k-1}} \) for \( I := (i_1, \ldots, i_{k-1}) \):

\[
d(du^I) \left( \frac{\partial}{\partial u^{i_1}}, \ldots, \frac{\partial}{\partial u^{i_{k-1}}} \right) = \sum_{i=1}^k (-1)^i \frac{\partial}{\partial u^{i_1}} \left( du^I \left( \frac{\partial}{\partial u^{i_1}}, \ldots, \widehat{\frac{\partial}{\partial u^{i_i}}}, \ldots, \frac{\partial}{\partial u^{i_{k-1}}} \right) \right) \\
+ \sum_{l > i} (-1)^{i+l} du^I \left( \left[ \frac{\partial}{\partial u^{i_1}}, \frac{\partial}{\partial u^{i_2}} \right], \ldots, \frac{\partial}{\partial u^{i_1}}, \ldots, \frac{\partial}{\partial u^{i_{k-1}}} \right) \\
= 0, \quad \text{because} \quad \left[ \frac{\partial}{\partial u^{i_1}}, \frac{\partial}{\partial u^{i_2}} \right] = 0 \quad \text{and} \quad du^I \left( \frac{\partial}{\partial u^{i_1}} \right) \text{are constant.}
\]

\[
\Rightarrow \quad d \left( \sum_I \omega_I du^I \right) \underbrace{=} \sum_I d\omega_I \land du^I + \omega_I \land d(du^I) \underbrace{=} \sum_{i,l} \frac{\partial \omega_I}{\partial u^i} du^i \land du^I
\]
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8. Claim. \( d \in \text{Der}_{+1}(\Omega(M)) \): Let \( \alpha = \sum_I \alpha_I \, du^I \) and \( \beta = \sum_J \beta_J \, du^J \) then
\[
d(\alpha \wedge \beta) = \sum_{I,J} d(\alpha_I \beta_J) \, du^I \wedge du^J
\]
\[
= \sum_{I,J} \frac{\partial (\alpha_I \beta_J)}{\partial u} \, du^I \wedge du^J
\]
\[
= \sum_{I,J} \frac{\partial \alpha_I}{\partial u} \, du^I \wedge du^J + \beta_J \, du^J + (-1)^{|J|} \sum_I \alpha_I \, du^I \wedge \sum_J \frac{\partial \beta_J}{\partial u} \, du^J
\]
\[
= d\alpha \wedge \beta + (-1)^{|J|} \alpha \wedge d\beta.
\]

9. Claim. The formulas for the commutators of insertion operators \( \iota_\xi \) and \( d \) hold:
Because of [25.6] it is sufficient to check the “initial values”:
\[
[l_{\xi_0}, \iota_0] = 0 \quad \text{as this is a derivation of degree -2,}
\]
\[
[d, d](f) = (d \circ d - (-1)^{1 \cdot 1} d \circ d)(f) = 2d(df) = 0
\]
\[
[d, d](df) = 2(d \circ df)(df) = 2d(df^2) = 0
\]

10. Claim. The commutator \([d, \iota_\xi]\) results in the global formula of \( \mathcal{L}_\xi \), so \( \mathcal{L}_\xi \in \text{Der}_0(\Omega(M)) \):
\[
([d, \iota_\xi] \omega)(\xi_1, \ldots, \xi_k) = d(\iota_{\xi_0} \omega)(\xi_1, \ldots, \xi_k) - (-1)^{|\xi|-1} \iota_{\xi_0} (d\omega)(\xi_1, \ldots, \xi_k)
\]
\[
= \sum_i (-1)^{|\xi|-1} \iota_{\xi_0} \iota_{\xi_i} \omega(\xi_1, \ldots, \xi_i, \ldots, \xi_k)
\]
\[
+ \sum_{0 < i < j} (-1)^{|\xi|+|\xi_i|-1} \iota_{\xi_0} \iota_{\xi_i} \iota_{\xi_j} \omega([\xi_i, \xi_j], \ldots, \xi_i, \ldots, \xi_j, \ldots, \xi_k)
\]
\[
+ d\omega(\xi_0, \xi_1, \ldots, \xi_k)
\]
\[
= - \sum_{i > 0} (-1)^{i} \iota_{\xi_i} \cdot \omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)
\]
\[
+ \sum_{0 < i < j} (-1)^{|\xi|+|\xi_i|+|\xi_j|} \iota_{\xi_0} \iota_{\xi_i} \iota_{\xi_j} \omega([\xi_i, \xi_j], \ldots, \xi_i, \ldots, \xi_j, \ldots, \xi_k)
\]
\[
+ \sum_{i \geq 0} (-1)^{i} \iota_{\xi_i} \cdot \omega(\xi_0, \ldots, \xi_i, \ldots, \xi_k)
\]
\[
+ \sum_{0 \leq i < j} (-1)^{|\xi|+|\xi_i|+|\xi_j|} \iota_{\xi_0} \iota_{\xi_i} \iota_{\xi_j} \omega([\xi_i, \xi_j], \xi_0, \ldots, \xi_i, \ldots, \xi_j, \ldots, \xi_k)
\]
\[
= \xi_0 \cdot \omega(\xi_1, \ldots, \xi_k) + \sum_{j > 0} (-1)^{j} \omega([\xi_0, \xi_j], \xi_1, \ldots, \xi_j, \ldots, \xi_k)
\]
\[
= (\mathcal{L}_{\xi_0} \omega)(\xi_1, \ldots, \xi_k).
\]

11. Claim. The initial condition holds for \( \mathcal{L}_\xi \):
\[
\mathcal{L}_\xi = d \circ \iota_\xi + \iota_\xi \circ d \quad \Rightarrow
\]
\[
\mathcal{L}_\xi(f) = d(\iota_\xi f) + \iota_\xi(df) = 0 + \iota_\xi f
\]
\[
\mathcal{L}_\xi(df) = d(\iota_\xi df) + \iota_\xi(d^2 f) = d(\iota_\xi f) + 0.
\]
12. Claim. The formulas for commutators with $\mathcal{L}_\xi$ hold:

Again, all we need to do is check the initial values (or we use the Jacobi identity):

\[
[\mathcal{L}_\xi, \iota_\eta](f) = 0 = \iota_\eta(\xi)(f), \text{ because the degree is } -1
\]

\[
[\mathcal{L}_\xi, \iota_\eta](df) = \mathcal{L}_\xi(\eta \cdot f) - \iota_\eta(d(\xi \cdot f))
\]

\[
= \xi \cdot (\eta \cdot f) - \eta \cdot (\xi \cdot f) = [\xi, \eta](f) = \iota_\eta(\xi)(df)
\]

\[
[\mathcal{L}_\xi, \mathcal{L}_\eta](f) = \xi \cdot \eta \cdot f - \eta \cdot \xi \cdot f = [\xi, \eta](f) = \mathcal{L}_\xi(\mathcal{L}_\eta)(f)
\]

\[
[\mathcal{L}_\xi, \mathcal{L}_\eta](df) = \mathcal{L}_\xi(d(\eta \cdot f)) - \mathcal{L}_\eta(d(\xi \cdot f))
\]

\[
= d(\xi \cdot f - \eta \cdot \xi \cdot f) = d([\xi, \eta] \cdot f) = \mathcal{L}_\xi(\mathcal{L}_\eta)(df)
\]

\[
[\mathcal{L}_\xi, d](f) = \mathcal{L}_\xi(df) - d(\xi \cdot f) = 0
\]

\[
[\mathcal{L}_\xi, d](df) = \mathcal{L}_\xi(ddf) - d(d(\xi \cdot f)) = 0.
\]

13. Claim. The relations involving $g^*$ hold:

For $d$ we have the following:

\[
(g^* \circ d)(f)(\xi_\rho) = g^*(df)(\xi_\rho) = df|_{\rho}(Tg \cdot \xi_\rho)
\]

\[
= d(f \circ g)(\xi_\rho) = d(g^*(f))(\xi_\rho) = (d \circ g^*)(f)(\xi_\rho)
\]

\[
(g^* \circ d)(df) = g^*(ddf) = g^*(0) = 0 = d^2(g^* f)
\]

\[
= d((d \circ g^*)(f)) = d((g^* \circ d)(f)) = (d \circ g^*)(df).
\]

For $\iota$ we have:

\[
(g^* \circ \iota_\eta)(df) = g^*(df(\eta)) = g^*(\eta(f)) = \eta(f) \circ g
\]

or direct

\[
(g^* \circ \iota_\eta)(\xi_1, \ldots, \xi_k) = g^*(\iota_\eta \omega)(\xi_1, \ldots, \xi_k)
\]

\[
= (\iota_\eta \omega)_{(\rho)}(Tg \cdot \xi_1|_{\rho}, \ldots, Tg \cdot \xi_k|_{\rho})
\]

\[
= \omega_{(\rho)}(\eta_{(\rho)}(Tg \cdot \xi_1|_{\rho}, \ldots, Tg \cdot \xi_k|_{\rho})
\]

\[
= \omega_{(\rho)}(Tg \cdot \xi_1|_{\rho}, Tg \cdot \xi_1|_{\rho}, \ldots, Tg \cdot \xi_k|_{\rho})
\]

\[
= (g^* \omega)_p(\xi_1|_{\rho}, \ldots, \xi_k|_{\rho})
\]

\[
= (\iota_{\xi}(g^* \omega))(\xi_1, \ldots, \xi_k).
\]

For $\mathcal{L}$ this follows by applying the commutation relation:

\[
g^* \circ \mathcal{L}_\eta = g^* \circ (d \circ \iota_\eta + \iota_\eta \circ d)
\]

\[
= g^* \circ d \circ \iota_\eta + g^* \circ \iota_\eta \circ d
\]

\[
= d \circ g^* \circ \iota_\eta + \iota_\xi \circ g^* \circ d
\]

\[
= d \circ \iota_\xi \circ g^* + \iota_\xi \circ d \circ g^*
\]

\[
= (d \circ \iota_\xi + \iota_\xi \circ d) \circ g^*
\]

\[
= \mathcal{L}_\xi \circ g^*.
\]
14. **Claim.** The homogeneity formulas for \( t_{f\xi} \) and \( \mathcal{L}_f \xi \) hold:

\[
\begin{align*}
t_{f\xi}\omega(\xi_1, \ldots, \xi_{k-1}) &= f \cdot \omega(\xi_1, \ldots, \xi_{k-1}) \\
&= f \cdot t_{\omega}(\xi_1, \ldots, \xi_{k-1}) \\
\mathcal{L}_f \xi \omega &= [d, t_{f\xi}] \omega = d(t_{f\xi} \omega) + t_{f\xi}(d\omega) \\
&= d(f \cdot \xi \omega) + f \cdot t_{\xi}(d\omega) \\
&= df \wedge \xi \omega + f \cdot d(\xi \omega)
\end{align*}
\]

15. **Claim.** \( \mathcal{L}_\xi \) is the Lie derivative from \( \Omega^0 \).

Both sides define a derivation of degree 0, so it is enough to test on functions and exact 1 forms:

\[
\begin{align*}
\frac{d}{dt}|_{t=0}(\text{FI}_t)^* f &= \frac{d}{dt}|_{t=0} f \circ \text{FI}_t = \xi f = \mathcal{L}_\xi f, \\
\frac{d}{dt}|_{t=0} (\text{FI}_t)^*(df)(\eta_p) &= \frac{d}{dt}|_{t=0}(T \text{FI}_t \eta_p)(T \text{FI}_t^* f) \\
&= \frac{d}{dt}|_{t=0}(T \text{FI}_t \eta_p) f = \frac{d}{dt}|_{t=0}(T \text{FI}_t f)(\eta_p) = \frac{d}{dt}|_{t=0}(f \circ \text{FI}_t f) \\
&= \eta_p \left( \frac{d}{dt}|_{t=0}(f \circ \text{FI}_t f) \right) = \eta_p(\xi f) = d(\xi f)(\eta_p) \\
&= \mathcal{L}_\xi (df)(\eta_p).
\end{align*}
\]

This ends the proof of (25.9). \( \square \)

### 25.10 The Frölicher-Nijenhuis and Nijenhuis-Richardson bracket.

We now want to describe general graded derivations in more detail. For this we call a graded derivation \( D \in \text{Der}_R(\Omega(M)) \) **algebraic**, when it vanishes on the 0-forms \( \Omega^0(M) = C^\infty(M, \mathbb{R}) \). Obviously, the graded commutator of two algebraic graded derivation is itself algebraic, so they form a graded Lie subalgebra. For such derivations \( D \),

\[
D(f \omega) = D(f) \wedge \omega + (-1)^{0 \cdot k} f \cdot D(\omega) = f \cdot D(\omega)
\]

holds. Consequently, \( D \) is a local operator and even tensorial, i.e. \( D(\omega)_x \) depends only on \( \omega_x \) (Remark: Apply \( d \) to local representations of \( \omega \)). By (25.6), \( D \) is uniquely determined by \( D|_{\Omega^1(M)} : \Omega^1(M) \to \Omega^{k+1}(M) \subseteq \Omega(M) \), and this is fiberwise an element of

\[
L(T_x^* M, \bigwedge^{k+1} T_x^* M) \cong T_x^* M \otimes \bigwedge^{k+1} T_x^* M \cong T_x M \otimes (\bigwedge^{k+1} T_x M)^* \cong
\]

\[
L\left( \bigwedge^{k+1} T_x M, T_x M \right) \cong L_{alt}^{k+1}(T_x M, T_x M)
\]

which smoothly depends on \( x \in M \), i.e. is a vector-valued \( k + 1 \) form

\[
K \in \Omega^{k+1}(M; TM) := C^\infty(M \leftarrow L^{k+1}(\bigwedge T M, TM)) \cong C^\infty(M \leftarrow L(T^* M, \bigwedge^{k+1} T^* M)).
\]
Conversely, let $K \in \Omega^{k+1}(M;TM)$ be arbitrary. Then we can define an algebraic derivation $\iota_K \in \text{Der}_k(\Omega(M))$ by the following formula:

$$(\iota_K \omega)(X_1, \ldots, X_{k+l}) := \frac{1}{(k+1)!l!(l-1)!} \sum_{\sigma} \text{sgn}(\sigma) \omega(K(\sigma_1), \ldots, X_{\sigma(k+1)}), X_{\sigma(k+2)}, \ldots, X_{\sigma(k+l)}),$$

where $\omega \in \Omega^l(M)$ with $l \geq 1$ and $X_1, \ldots, X_{k+l} \in \mathfrak{X}(M)$. One shows $\iota_K \omega \in \Omega^{k+1}(M)$ and $\iota_K \in \text{Der}_k(\Omega(M))$ as in [25.9.1] and [25.9.2].

The mapping $\iota : \Omega^{*+1}(M;TM) \to \text{Der}_*(\Omega(M))$ defines a linear isomorphism onto the Lie subalgebra of algebraic derivations, thus makes $\Omega^{*+1}(M;TM)$ itself a graded Lie algebra (whose bracket is also called Nijenhuis-Richardson bracket).

We define a graded derivation $\mathcal{L}_K := [\iota_K, d]$ for $K \in \Omega^l(M;TM)$. The mapping $\mathcal{L} : \Omega^l(M;TM) \to \text{Der}(\Omega(M))$ is injective because $\mathcal{L}_K f = [\iota_K, d] f = \iota_K df \pm d(\iota_K f) = df \circ K$ for all $f \in C^\infty(M, \mathbb{R})$.

$$\begin{array}{ccc}
\{D : D|_{C^\infty} = 0\} & \supseteq & \text{Der}_k(\Omega(M)) \\
\iota & \downarrow & \iota_L \\
\Omega^{k+1}(M;TM) & \subseteq & \Omega^k(M;TM)
\end{array}$$

Proposition.

Each $D \in \text{Der}_k(\Omega(M))$ has a unique representation $D = \iota_L + \mathcal{L}_K$ with $L \in \Omega^{k+1}(M;TM)$ and $K \in \Omega^k(M;TM)$. The image of $\mathcal{L}$ is the Lie subalgebra of all $D$ with $[D, d] = 0$. The mapping $\mathcal{L}$ thus induces a graded Lie algebra structure (the Frölicher-Nijenhuis bracket) on $\Omega^*(M;TM)$.

Proof. For fixed vector fields $X_i \in \mathfrak{X}(M)$, the assignment $f \mapsto D(f)(X_1, \ldots, X_k)$ describes a derivation $C^\infty(M, \mathbb{R}) \to C^\infty(M, \mathbb{R})$. Consequently, there is a vector field $K(X_1, \ldots, X_k) \in \mathfrak{X}(M)$ with $D(f)(X_1, \ldots, X_k) = K(X_1, \ldots, X_k)(f) = df(K(X_1, \ldots, X_k))$. Obviously, $K \in \Omega^k(M;TM)$ and the defining equation for $K$ is $D(f) = df \circ K = \mathcal{L}_K(f)$ for $f \in C^\infty(M, \mathbb{R})$. So $D - \mathcal{L}_K$ is algebraic, i.e. $D = \mathcal{L}_K + \iota_L$ for an $L \in \Omega^{k+1}(M;TM)$. We have

$$0 = [\iota_K, 0] = [\iota_K, [d, d]] = [[\iota_K, d], d] + (-1)^{k-1}[d, [\iota_K, d]] = 2[\mathcal{L}_K, d]$$

Thus, $0 = [D, d]$ for $D := \mathcal{L}_K + \iota_L$ if and only if $0 = [\iota_L, d] = \mathcal{L}_L$, i.e. $L = 0$. The uniqueness of $K$ and $L$ in the decomposition results from the injectivity of $i$ and $\mathcal{L}$ and because $0$ is the only algebraic derivation commuting with $d$. \qed

We have $df \circ [X, Y] = \mathcal{L}_{[X,Y]} f = [\mathcal{L}_X, \mathcal{L}_Y] f$ for the Frölicher Nijenhuis bracket $[X, Y]$ for $X, Y \in \Omega^*(M;TM)$.

25.11 Differential forms on $\mathbb{R}^3$.

For open $M \subseteq \mathbb{R}^m$ we know that $\mathfrak{X}(M) \cong C^\infty(M, \mathbb{R}^m)$ by virtue of the mapping $\xi = \sum_i f_i \frac{\partial}{\partial x_i}$ for $f_i \in C^\infty(M, \mathbb{R})$. Likewise, $\Omega^m(M) \cong C^\infty(M, \mathbb{R})$ by virtue of $*: f \cdot \text{vol}_M \leftrightarrow f$, with $\text{vol}_M = dx^1 \wedge \cdots \wedge dx^m$.

In summary, we have the following isomorphisms in case $m = 3$:

1. $\Omega^0(\mathbb{R}^3) \cong C^\infty(\mathbb{R}^3, \mathbb{R})$
2. $\Omega^1(\mathbb{R}^3) \cong C^\infty(\mathbb{R}^3, \mathbb{R}^3)$ via the basis $dx^1, dx^2, dx^3$
3. $\Omega^2(\mathbb{R}^3) \cong C^\infty(\mathbb{R}^3, \mathbb{R}^3)$ via the basis $dx^2 \wedge dx^3, dx^3 \wedge dx^1, dx^1 \wedge dx^2$

...
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4. $\Omega^3(\mathbb{R}^3) \cong C^\infty(\mathbb{R}^3, \mathbb{R})$ via the basis $dx^1 \wedge dx^2 \wedge dx^3$

How does $d$ look like with respect to these bases?

\[
\begin{array}{cccc}
C^\infty(\mathbb{R}^3, \mathbb{R}) & \xrightarrow{\text{grad}} & C^\infty(\mathbb{R}^3, \mathbb{R}) & \xrightarrow{\text{rot}} & C^\infty(\mathbb{R}^3, \mathbb{R}) & \xrightarrow{\text{div}} & C^\infty(\mathbb{R}^3, \mathbb{R}) \\
\Omega^0(\mathbb{R}^3) & \xrightarrow{d} & \Omega^1(\mathbb{R}^3) & \xrightarrow{d} & \Omega^2(\mathbb{R}^3) & \xrightarrow{d} & \Omega^3(\mathbb{R}^3) \\
\end{array}
\]

The operator $d$ is given by the following formulas:

$d : \Omega^0(\mathbb{R}^3) \ni f \mapsto df = \sum \frac{\partial f}{\partial x^i} dx^i$

$d : \Omega^1(\mathbb{R}^3) \ni \sum f_i dx^i \mapsto \sum df_i \wedge dx^i = \sum \frac{\partial f_i}{\partial x^j} dx^j \wedge dx^i$

\[
= (\frac{\partial f_1}{\partial x^2} - \frac{\partial f_2}{\partial x^1}) dx^2 \wedge dx^3 + (\frac{\partial f_1}{\partial x^3} - \frac{\partial f_3}{\partial x^1}) dx^3 \wedge dx^1 \\
+ (\frac{\partial f_2}{\partial x^3} - \frac{\partial f_3}{\partial x^2}) dx^1 \wedge dx^2
\]

$d : \Omega^2(\mathbb{R}^3) \ni f_1 dx^2 \wedge dx^3 + f_2 dx^3 \wedge dx^1 + f_3 dx^1 \wedge dx^2 \mapsto$

\[
\mapsto \left( \sum \frac{\partial f_i}{\partial x^j} \right) dx^1 \wedge dx^2 \wedge dx^3
\]

It coincides up to the vertical isomorphisms from above with:

$\text{grad} f := \begin{pmatrix} \frac{\partial f}{\partial x^1} & \frac{\partial f}{\partial x^2} & \frac{\partial f}{\partial x^3} \end{pmatrix}$

$\text{rot}(f_1, f_2, f_3) := \begin{pmatrix} \frac{\partial f_3}{\partial x^2} - \frac{\partial f_2}{\partial x^3} & \frac{\partial f_1}{\partial x^3} - \frac{\partial f_3}{\partial x^1} & \frac{\partial f_2}{\partial x^1} - \frac{\partial f_1}{\partial x^2} \\ \frac{\partial f_1}{\partial x^2} - \frac{\partial f_2}{\partial x^1} & \frac{\partial f_3}{\partial x^1} - \frac{\partial f_1}{\partial x^3} & \frac{\partial f_2}{\partial x^3} - \frac{\partial f_3}{\partial x^2} \\ \frac{\partial f_2}{\partial x^3} - \frac{\partial f_3}{\partial x^2} & \frac{\partial f_3}{\partial x^2} - \frac{\partial f_1}{\partial x^3} & \frac{\partial f_1}{\partial x^3} - \frac{\partial f_2}{\partial x^1} \end{pmatrix}$

$\text{div}(f_1, f_2, f_3) := \frac{\partial f_1}{\partial x^1} + \frac{\partial f_2}{\partial x^2} + \frac{\partial f_3}{\partial x^3}$.

From $d^2 = 0$ follow the well-known results from vector analysis:

$(\text{rot} \circ \text{grad}) f = 0$ and $(\text{div} \circ \text{rot})(f_1, f_2, f_3) = 0$.

And the Poincaré Lemma [26.5.6] implies:

$\text{rot}(f_1, f_2, f_3) = 0 \Rightarrow \exists g$, s.t. $\text{grad} g = (f_1, f_2, f_3)$ holds locally.

$\text{div}(f_1, f_2, f_3) = 0 \Rightarrow \exists (g_1, g_2, g_3)$, s.t. $\text{rot}(g_1, g_2, g_3) = (f_1, f_2, f_3)$ holds locally.

26. Cohomology

We now try to describe image of $d : \Omega^k(M) \to \Omega^{k+1}(M)$.

26.1 Definition of Cohomology.

Let $d : \Omega(M) \to \Omega(M)$ be the outer derivative.

1. $Z^k(M) := \{ \omega \in \Omega^k(M) : d\omega = 0 \}$, the space of the closed differential forms (or cocycles).
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2. $B^k(M) := \{d\omega : \omega \in \Omega^{k-1}(M)\}$, the space of the exact differential forms (or coboundaries).

3. $H^k(M) := Z^k(M)/B^k(M)$, the $k$-th De-Rham cohomology of $M$. This is well-defined, since $B^k(M) \subseteq Z^k(M)$ holds because of $d \circ d = 0$.

4. $H(M) := \bigoplus_k H^k(M)$, the De-Rham cohomology of $M$.

5. $b_k(M) := \dim(H^k(M)) \in \mathbb{N} \cup \{+\infty\}$, the $k$-th Betti number.

6. $f_M(t) := \sum_k b_k t^k$, the Poincaré polynomial. This is well-defined if all Betti numbers are finite.

7. $\chi(M) := f_M(-1) = \sum_k (-1)^k b_k$, the Euler characteristic of a manifold of $M$.

26.2 Definition (Cohomology functor).

If $g : M \to N$ smooth, then $g^*(d\omega) = d(g^*\omega)$ for $g^* : \Omega(N) \to \Omega(M)$ holds by 25.9. Thus, the restrictions $g^* : Z^k(N) \to Z^k(M)$ and $g^* : B^k(N) \to B^k(M)$ exist and the following definition of a linear mapping

$$g^* : H(N) \to H(M), \quad [\omega] \mapsto [g^*\omega].$$

makes sense

$$\begin{array}{ccc}
M & B^k(M) & \subseteq Z^k(M) & \longrightarrow & H^k(M) \\
g & g^* & g^* & g^* & g^*
\end{array}$$

26.3 Theorem (Cohomology axioms).

The cohomology has the following properties:

1. $H^0(\{\ast\}) = \mathbb{R}$, $H^k(\{\ast\}) = 0$ for $k \neq 0$ (Dimension axiom).

2. $f, g : M \to N$ smooth, $f \sim g$ implies $f^* = g^*$ (Homotopy axiom).

3. Let be $M = \bigsqcup_i M_i \Rightarrow H^k(M) = \prod_i H^k(M_i)$ (Disjoint union axiom).

4. If $M = U \cup V$ is open with $U, V \subseteq M$, then there are linear maps $\delta_k$ that make the following long sequence exact:

$$\ldots \longrightarrow H^k(M) \overset{(i_U^*, i_V^*)}{\longrightarrow} H^k(U) \oplus H^k(V) \overset{j_U^* - j_V^*}{\longrightarrow} H^k(U \cap V) \overset{\delta_k}{\longrightarrow} H^{k+1}(M) \longrightarrow H^{k+1}(U) \oplus H^{k+1}(V) \longrightarrow H^{k+1}(U \cap V) \longrightarrow \ldots$$

with the inclusions $i_U : U \hookrightarrow U \cup V$, $i_V : V \hookrightarrow U \cup V$, $j_U : U \cap V \hookrightarrow U$ and $j_V : U \cap V \hookrightarrow V$. This sequence is called Mayer-Vietoris sequence and $\delta_k$ is called connecting homomorphism.

A sequence of linear mappings $\ldots \longrightarrow f_k : E_k \longrightarrow f_{k+1} : E_{k+1} \longrightarrow \ldots$ is called exact if $\text{im} f_k = \ker f_{k+1}$ for all $k$.

Proof.

1. is obvious since $\Omega^k(\{\ast\}) = \{0\}$ for $k \neq 0$ and $\Omega^0(\{\ast\}) = C^\infty(\{\ast\}, \mathbb{R}) = \mathbb{R}$.

2. Let $H \in C^\infty(M \times \mathbb{R}, N)$ be a (smooth) homotopy from $f$ to $g$, i.e. $H(x, 0) = f(x)$ and $H(x, 1) = g(x)$ for all $x \in M$. For $\omega \in \Omega^k(N)$ we have $H^*\omega \in \Omega^k(M \times \mathbb{R})$. 
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Let $j_t : M \to M \times \mathbb{R}$ be defined by $j_t(x) := (x, t)$. Then $H \circ j_0 = f$ and $H \circ j_1 = g$ and thus
\[ g^* - f^* = (H \circ j_1)^* - (H \circ j_0)^* = (j_1^* - j_0^*) \circ H^*. \]
For $\varphi \in \Omega^k(M \times \mathbb{R})$ the mapping $t \mapsto j_t^* \varphi \in \Omega^k(M)$ is a smooth curve into $\Omega^k(M)$ and thus
\[ (j_1^* - j_0^*) \varphi = \int_0^1 \frac{d}{dt} j_t^* \varphi \, dt = \int_0^1 j_t^* (L_{\xi} \varphi) \, dt, \]
where $\xi := \frac{d}{dt} \in \mathfrak{X}(M \times \mathbb{R})$ denotes the unit vector field in direction $\{0\} \times \mathbb{R}$ because
\[ j_{t+s} = Fl^1_{t+s} \circ j_t \text{ for } t, s \in \mathbb{R} \Rightarrow \]
\[ d \frac{d}{dt} j_t^* \varphi = \frac{d}{ds} (j_{t+s})^* \varphi = \frac{d}{ds} (Fl^1_s \circ j_t)^* \varphi \]
\[ = \frac{d}{ds} \Bigg|_{s=0} (Fl^1_s \circ j_t)^* \varphi = j_t^* \left( \frac{d}{ds} \Bigg|_{s=0} (Fl^1_s)^* \varphi \right) = j_t^* (L_{\xi} \varphi). \]
Thus we define a fiber integration $I^0_1$ by
\[ I^0_1 : \Omega^k(M \times \mathbb{R}) \to \Omega^k(M), \quad I^0_1(\varphi) := \int_0^1 j_t^* \varphi \, dt. \]
Then
\[ (d \circ I^0_1)(\varphi) = d \left( \int_0^1 j_t^* \varphi \, dt \right) = \int_0^1 d(j_t^* \varphi) \, dt = \int_0^1 j_t^* (d\varphi) \, dt \]
\[ = I^0_1(d\varphi) = (I^0_1 \circ d)(\varphi); \]
\[ (j_1^* - j_0^*) \varphi = \int_0^1 j_t^* (L_{\xi} \varphi) \, dt = I^0_1(L_{\xi} \varphi) = I^0_1((d \circ \iota_{\xi} + \iota_{\xi} \circ d) \varphi). \]
We now define the homotopy operator $G : \Omega^k(N) \to \Omega^{k-1}(M)$ by $G := I^0_1 \circ \iota_{\xi} \circ H^*$, i.e.
\[ \Omega^k(N) \xrightarrow{G} \Omega^{k-1}(M) \]
\[ H^* \quad I^0_1 \quad \Omega^k(M \times \mathbb{R}) \xrightarrow{\iota_{\xi}} \Omega^{k-1}(M \times \mathbb{R}) \]
Then
\[ g^* - f^* = (j_1^* - j_0^*) \circ H^* \]
\[ = I^0_1 \circ (d \circ \iota_{\xi} + \iota_{\xi} \circ d) \circ H^* \]
\[ = (d \circ I^0_1 \circ \iota_{\xi} + I^0_1 \circ \iota_{\xi} \circ d) \circ H^* \]
\[ = d \circ (I^0_1 \circ \iota_{\xi} \circ H^*) + (I^0_1 \circ \iota_{\xi} \circ H^*) \circ d = d \circ G + G \circ d. \]
and thus $g^* \omega - f^* \omega = d(G\omega) + G(d\omega) = d(G\omega)$ is exact if $d\omega = 0$. So $g^* - f^* = 0 : H(N) \to H(M)$.}

[3] It is obvious since $\Omega^k(\bigcup \alpha, M_\alpha) \cong \prod \alpha \Omega^k(M_\alpha)$ and $d$ respects this decomposition.

[4] We show first that
\[ 0 \to \Omega^k(U \cup V) \xrightarrow{\iota_{\partial U} \cup \iota_{\partial V}} \Omega^k(U) \oplus \Omega^k(V) \xrightarrow{\iota_{\partial U} - \iota_{\partial V}} \Omega^k(U \cap V) \to 0 \]
is exact.

The mapping $f := (i_U^*, i_V^*)$ is clearly injective with $\text{im}(i_U^*, i_V^*) = \ker(j_U^* - j_V^*)$.
The mapping $g := (j_U^* - j_V^*)$ is surjective: Let $\{h_U, h_V\}$ be a partition of unity subordinated to the covering $\{U, V\}$ and let $\varphi \in \Omega(U \cap V)$. With $\varphi_U := h_V \varphi \in \Omega(U)$.
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(and \( \varphi V|_{U \setminus \text{Trg}(hV)} := 0 \)), respectively \( \varphi V := -hV \varphi \in \Omega(V) \) (and \( \varphi V|_{U \setminus \text{Trg}(hV)} := 0 \)), we have:

\[
(j^*_v - j^*_V)(\varphi V, \varphi V) = \varphi V|_{U\cap V} - \varphi V|_{U\cap V} = (h_V + h_U)\varphi = \varphi.
\]

So the sequence is exact.

To get the long exact sequence in cohomology we can use the following general result.

### 26.4 Theorem.

Let \( 0 \to C' \xrightarrow{\phi} C \xrightarrow{\psi} C'' \to 0 \) be a short exact sequence of chain mappings, that is \( C, C', \) and \( C'' \) are chain complexes (i.e. \( \mathbb{Z} \)-graded vector spaces with so-called boundary operators, that is linear operators \( \partial \) of degree +1 which satisfy \( \partial^2 = 0 \)) and connecting linear maps \( f \) and \( g \) of degree 0 which intertwine the boundary operators.

Then we obtain a long exact sequence in homology:

\[
\ldots \xrightarrow{\partial} H_q(C') \xrightarrow{H_q(f)} H_q(C) \xrightarrow{H_q(g)} H_q(C'') \xrightarrow{\partial} H_{q+1}(C') \xrightarrow{H_{q+1}(f)} \ldots
\]

where the \( q \)-th homology \( H_q(C) \) of the chain complex \( C \) is defined as above by

\[
H_q(C) := \ker(\partial_q : C_q \to C_{q+1})/\ker(\partial_{q-1} : C_{q-1} \to C_q).
\]

**Proof.** Consider the commutative diagram

\[
\begin{array}{ccccccccc}
0 & \xrightarrow{f} & C'_q & \xrightarrow{g} & C''_q & \xrightarrow{0} \\
\downarrow{\partial} & & \downarrow{\partial} & & \downarrow{\partial} \\
0 & \xrightarrow{f} & C'_{q+1} & \xrightarrow{g} & C''_{q+1} & \xrightarrow{0}
\end{array}
\]

Let \( \partial_q[z'''] := [(f^{-1} \circ \partial \circ g^{-1})(z''')] \) for \( z''' \in C'' \) with \( \partial z''' = 0 \).

We show first that it is possible to choose elements in the corresponding inverse images, and then we show that the resulting class does not depend on any of the choices.

So let \( z''' \in C'' \) be a cycle, i.e. \( \partial z''' = 0 \). Since \( g \) is onto we find \( x_q \in C_q \) with \( gx_q = z'''_q \). Since \( g \partial x_q = \partial z'''_q = 0 \), we find \( x'_q+1 \in C'_{q+1} \) with \( f x'_q+1 = \partial x_q \). And hence \( x'_q+1 \in f^{-1} \partial g^{-1} z'''_q \).

Furthermore \( f \partial x'_{q+1} = \partial f x'_{q+1} = \partial \partial x_q = 0 \).

Since \( f \) is injective we get \( \partial x'_{q+1} = 0 \) and hence we may form the class \([x'_{q+1}] =: \partial_q[z''']\).
Now the independence of all choices:

Let \([z''_q]' = [z''_q]'\), i.e. \(\exists x''_q' : \partial x''_q' = z''_q' - z''_q\). Select \(x_q', \bar{x}_q \in C_q\) as before, such that \(g x_q = x''_q'\) and \(g \bar{x}_q = \bar{x''_q'}\). As before, we choose \(x'_{q+1}, \bar{x}'_{q+1} \in C'_{q+1}\) with \(f x'_{q+1} = \partial x_q\) and \(f\bar{x'}_{q+1} = \partial \bar{x}_q\). We have to show that \([x'_{q+1}] = [\bar{x'}_{q+1}]\). For this we choose \(x_{q-1} \in C_{q-1}\) with \(g x_{q-1} = x''_{q-1}'\). Then \(g \partial x_{q-1} = \partial g x_{q-1} = \partial x''_{q-1}' = z''_{q-1}' - z''_q' = g(x_q - \bar{x}_q)\) and therefore \(x'_q \in C_q\) exists with \(f x'_q = x_q - \bar{x}_q - \partial x_{q-1}\). Further, \(f \partial x'_q = \partial f x'_q = \partial(x_q - \bar{x}_q - \partial x_{q-1}) = \partial x_q - \partial \bar{x}_q - 0 = f(x'_{q+1} - \bar{x'}_{q+1})\). Since \(f\) is injective, we have \(x'_{q+1} - \bar{x'}_{q+1} = \partial x'_q\), i.e. \([x'_{q+1}] = [\bar{x'}_{q+1}]\).

Exactness at \(H_q(C')\):

(\(\subseteq\)) \(f_* \partial_* [z''] = [f f^{-1} \partial g^{-1} z''] = [\partial g^{-1} z''] = 0\).

(\(\supseteq\)) Let \(\partial z' = 0\) and \(0 = f_* [z'] = [f z']\), i.e. \(\exists x' : \partial x = f z'\). Then \(x'' := g x\) satisfies \(\partial x'' = \partial g x = g \partial x = g f z' = 0\) and \(\partial_* [x''] = [f^{-1} \partial g^{-1} g x] = [f^{-1} \partial x] = [z']\).

Exactness at \(H_q(C)\):

(\(\subseteq\)) is obvious, since \(g \circ f = 0\).

(\(\supseteq\)) Let \(\partial z = 0\) with \(0 = g_* [z] = [g z]\), i.e. \(\exists x'' : \partial x'' = g z\). Then \(\exists x : g x = x''\).

Therefore, \(g z = \partial x'' = \partial g x = g \partial x\) \(\implies \exists x' : f x' = z - \partial x = f \partial x' = \partial f x' = \partial (z - \partial x) = 0 \Rightarrow \partial x' = 0\) and \(f_* [x'] = [f x'] = [z - \partial x] = [z]\).

Exactness at \(H_q(C'')\):

(\(\subseteq\)) We have \(\partial_* g_* [z] = [f^{-1} \partial g^{-1} g z] = [f^{-1} \partial z] = [f^{-1} 0] = 0\).

(\(\supseteq\)) Let \(\partial z'' = 0\) and \(0 = \partial_* [z'']\), i.e. \(\exists x' : \partial x' = z'\), where \(z' \in f^{-1} \partial g^{-1} z'\), i.e. \(\exists x:\)
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26.5 Remarks.

1. The De-Rham cohomology is uniquely determined by the properties of Proposition 26.3, see [146, Kap.5].

2. For the 0-th cohomology we have:

\[ H^0(M) = \{ f \in C^\infty(M, \mathbb{R}) : df = 0 \} = \{ f \in C^\infty(M, \mathbb{R}) : f \text{ is locally constant} \} = \mathbb{R}^\mu, \]

where \( \mu \) is the number of connected components of \( M \).

3. If \( k < 0 \) or \( k > \dim M \) then \( \Omega^k(M) = 0 \) and thus \( H^k(M) = 0 \).

4. Let \( M \) and \( N \) be HOMOTOPY EQUIVALENT, i.e. there are smooth mappings \( f : M \to N \) and \( g : N \to M \) with \( f \circ g \sim \text{id}_N \) and \( g \circ f \sim \text{id}_M \). The mappings \( H(f) := f^*: H(N) \to H(M) \) and \( H(g) := g^*: H(M) \to H(N) \) are then inverse isomorphisms. For example, the open Möbius strip is homotopy equivalent to the cylinder.

5. In particular, if \( A \subseteq M \) is a DEFORMATION RETRACT, i.e. a homotopy \( h : M \times [0,1] \to M \) exists with \( h(-,0) = \text{id}_M \), \( h(M \times \{0\}) \subseteq A \), and \( h(-,0)|_A = \text{id}_A \), then \( H(M) \cong H(A) \) holds. For example, the base space of any vector bundle is a deformation retract of the total space (into which it is embedded as zero section).

6. If \( M \) is CONTRACTIBLE, i.e. a point \( p \in M \) exists which is a deformation retract of \( M \), then \( H(M) \cong H(\{p\}) \), i.e. any closed \( k \)-form \( (k \neq 0) \) is exact (this is the promised POINCARÉ LEMMA). If \( M = \mathbb{R}^n \) - or more general \( M \subseteq \mathbb{R}^n \) is star-shaped (with respect to 0) - then \( h : M \times [0,1] \to M, (x,t) \mapsto t \cdot x \), is a contraction from \( M \) to a point, so \( M \) is contractible. Therefore, locally every manifold is contractible.

7. If \( M \) is simply connected, then \( H^1(M) = 0 \). To show this, proceed as follows: Let \( \omega \in \Omega^1(M) \) with \( d\omega = 0 \). We want to find an \( f \in \Omega^0(M) = C^\infty(M, \mathbb{R}) \) with \( df = \omega \). For this we choose a point \( x_0 \in M \) and for every other point \( x \in M \) choose a curve \( c \) which connects \( x_0 \) with \( x \) and define

\[ f(x) := \int_c \omega = \int_0^1 c^*(\omega). \]

This definition does not depend on the choice of the curve, because the composition with a second reversed curve provides a closed curve \( c \) which has to be homotopic to the constant curve \( \text{konst}_{x_0} \), so \( [c^*(\omega)] = [(\text{konst}_{x_0})^*(\omega)] \). The two forms on \( S^1 \) thus differ only by an exact form \( dg \) and thus

\[ \int_c \omega = \int_0^1 c^*(\omega) = \int_0^1 (\text{konst}_{x_0})^*(\omega) = \int_0^1 0 = 0. \]

Since locally a smooth \( f \) with \( df = \omega \) always exists by 20.4 and \( \int df = f(c(1)) - f(c(0)) \) holds, the above-defined \( f \) differs from it only by an additive constant, hence is smooth as well and is the antiderivative we are looking for.
26. Cohomology

26.5

1. The Euler characteristic

2. Another way to calculate the Euler characteristic is through the Mayer-Vietoris sequence implies the following for the Euler characteristic:

3. Let \( \ldots \to E_i \xrightarrow{T_i} E_{i+1} \to \ldots \) be an exact sequence of finite-dimensional vector spaces with \( E_i = \{0\} \) for almost all \( i \), then adding

4. yields the identity

5. The Mayer-Vietoris sequence implies the following for the Euler characteristic:

6. Since \( \mathbb{R}^n \) is contractible, its Euler characteristic is that of a point, thus is 1 by the dimension axiom 26.3.1. Furthermore, \( \chi(S^i) = 2 \) because of 26.3.3. By [8] for each point \( * \in M \) in an \( m \)-dimensional manifold \( M \) we have

7. For the spheres we thus get

8. and in particular \( \chi(S^i) = 2 - \chi(S^0) = 0 \) and hence \( \chi(M) = \chi(M \setminus \{*\}) + 1 \) for \( \dim(M) = 2 \).

9. Compact 2-dimensional connected manifolds \( M_g \) of genus \( g \) are obtained by glueing \( g \) handles (by 1.2) or \( g \) Möbius strips (by 1.4) to \( S^2 \), so recursively we have

10. in the non-orientable case:

11. and in the orientable case:

12. The Euler characteristic \( \chi \) of a manifold can also be calculated by triangulating it, that is, decomposing it into simplexes. If \( \gamma_i \) is the number of simplexes of dimension \( i \), then: \( \chi = \sum_i (-1)^i \gamma_i \). In particular, for each polyhedron, the number of vertices minus the number of edges plus the number of faces is equal to \( 2 = \chi(S^2) \) (see algebraic topology).

13. Another way to calculate the Euler characteristic is through Morse functions, that is, functions \( f : M \to \mathbb{R} \) whose critical points are not degenerated, i.e. the Hessian matrix is definite. If \( \beta_k(f) \) denotes the number of critical points
in which the Hessian matrix has exactly \( k \) negative eigenvalues, then the Morse (in)equalities hold, see [65, S.161–162]

\[
\beta_k(M) \leq \beta_k(f) \\
\sum_k (-1)^k \beta_k(f) = \chi(M).
\]

12. More generally, for a vector field \( \xi \) having only isolated zeros (e.g., the gradient field of a Morse function), one can define an index \( \text{ind}_x(\xi) \) at those points, see [29.27] or [65, S.133]. And then \( \chi(M) = \sum_{\xi(x)=0} \text{ind}_x(\xi) \) holds by a result of Hopf, see [29.29] or [65, S.164].

If there is a nowhere vanishing vector field, the Euler characteristic \( \chi(M) \) must be 0. This proves the Hairy Ball Theorem [29.11]. Conversely, one can show that on every compact, oriented, continuous manifold with \( \chi(M) = 0 \) there exists a vector field without zeros, see [65, S.137].

13. The cohomology of spheres \( S^n \) for \( n \geq 1 \) is:

\[
H^k(S^n) = \begin{cases} 
\mathbb{R} & \text{for } k = 0 \\
0 & \text{for } 0 < k < n \\
\mathbb{R} & \text{for } k = n \\
0 & \text{for } n < k 
\end{cases}
\]

So the Poincaré polynomial has the form: \( f_{S^n}(t) = 1 + t^n \) and - as we have already seen in [9] -, and the Euler characteristic is \( \chi(S^{2n-1}) = 0 \) and \( \chi(S^{2n}) = 2 \).

(i) \( H^0(S^n) = \mathbb{R} \) follows from [2].

(ii) \( H^k(S^n) = 0 \) for \( k > n \) always holds, cf. [3].

(iii) Remains to show: \( H^k(S^n) \cong H^{k+1}(S^{n+1}) \) for \( 0 < k \) and \( H^1(S^n) = 0 \) for \( n > 1 \) and \( H^1(S^1) = \mathbb{R} \).

We have \( S^{n+1} = U \cup V \) with \( U := \{ x \in S^{n+1} : -1 < \langle x, a \rangle \} \) and \( V := \{ x \in S^{n+1} : +1 > \langle x, a \rangle \} \) for fixed \( a \in S^{n+1} \). So \( U \cap V \cong S^n \times \mathbb{R} \) and thus \( H(U \cap V) \cong H(S^n) \) by [5]. The Mayer-Vietoris sequence (for \( k > 0 \)) is

\[
\vdots \\
\downarrow \\
H^k(U) \oplus H^k(V) \cong H^k(\{\ast\}) \oplus H^k(\{\ast\}) \\
\downarrow \\
H^k(U \cap V) \cong H^k(S^n) \\
\downarrow \delta \\
H^{k+1}(U \cup V) = H^{k+1}(S^{n+1}) \\
\downarrow \\
H^{k+1}(U) \oplus H^{k+1}(V) \cong H^{k+1}(\{\ast\}) \oplus H^{k+1}(\{\ast\}) \\
\downarrow \\
\vdots
\]
So $H^k(S^n) \xrightarrow{d_k} H^{k+1}(S^{n+1})$ for all $k > 0$. The beginning of the sequence looks like this:

\[
\begin{array}{c}
0 \\
\downarrow \\
H^0(S^{n+1}) \cong \mathbb{R} \\
\downarrow \\
H^0(\{\ast\}) \oplus H^0(\{\ast\}) \cong \mathbb{R}^2 \\
\downarrow \\
\begin{cases}
\mathbb{R}^2 & \text{for } n = 0 \\
\mathbb{R} & \text{for } n > 0
\end{cases} \\
\downarrow \\
H^1(S^n) \\
\downarrow \\
H^1(S^{n+1}) \\
0
\end{array}
\]

Thus, $H^1(S^1) = \mathbb{R}$ and $H^1(S^{n+1}) = 0$ for $n > 0$ because of $\mathbb{S}$.
VII. Integration

In this chapter we develop the integration on oriented manifolds. The integrable objects are the differential forms of maximal degree. We prove the Theorem of Stokes and introduce manifolds with boundary. In the case of an oriented Riemannian manifold, we have a distinguished differential form of maximal degree, the volume form. Finally, we use the integration to further analyze the cohomology.

27. Orientability

In order to be able to perform integrations on manifolds we need an orientation concept, as, for example, the formula \(\int_a^b f = -\int_b^a f\) for the ordinary Riemann integral over an interval \([a, b]\) shows.

27.1 Definition (Orientability).

A manifold \(M\) is called orientable :\(\iff\) there exists a compatible atlas \(A\), such that all the chart changes are orientation preserving, that is, the determinant of their Jakobi matrix in each point is positive (cf. [86, 34.3]).

A vector bundle \(E \to M\) is called orientable :\(\iff\) a vector bundle atlas \(A\) exists whose transition functions have values in \(GL_+^n = \{T \in GL(n) : \det(T) > 0\}\).

27.2 Proposition (Orientable vector bundles).

Let \(E \to M\) be a vector bundle. The following statements are equivalent:

1. The vector bundle \(E \to M\) is orientable.
2. An orientation can be choosen on each fiber \(E_x\) and a vector bundle atlas, whose vector bundle charts are fiberwise orientation preserving.
3. An orientation may be chosen on each fiber \(E_x\) such that each vector bundle chart over a connected domain is either fiberwise orientation preserving or orientation reversing throughout.

Proof. \((1 \Rightarrow 2)\) Let \(A\) be a vector bundle atlas whose transition functions are fiberwise orientation preserving. We define an orientation on \(E_x\) by taking the induced orientation of \(\mathbb{R}^k\) for any VB chart \(\varphi \in A\) around \(x\). This is well-defined and all VB-charts \(\psi \in A\) are orientation preserving, because if \(\psi\) would induce a different orientation - thus be orientation reversing at \(x\) - then the transition function \(\varphi^{-1} \circ \psi\) would also be orientation reversing at \(x\).

\((2 \Rightarrow 3)\) Let \(\psi\) be any VB chart around \(x\) with connected domain and \(\varphi\) an (orientation preserving) VB chart around \(x\) of the atlas \(A\) given by \(2\). The transition function \(\varphi^{-1} \circ \psi\) has values in \(GL(\mathbb{R}^k)\) and therefore locally values in the open subset \(GL_+\) or \(GL_-\). Thus, \(\psi\) is either locally orientation preserving or is local orientation-interchanging, and thus the same holds on the connected domain of definition.
27. Orientability

27.3 Lemma (Orientable manifolds).

A manifold $M$ is orientable $\iff TM \to M$ is an orientable vector bundle.

Proof. $(\Rightarrow)$ The transition functions of the vector bundle atlas of $TM \to M$ induced by $M$ are exactly the derivatives of the chart changes of $M$.

$(\Leftarrow)$ Consider the VB atlas of $TM \to M$ induced by the charts of $M$ and choose an orientation on the fibers of $TM$ as in 27.2.3. If $\tilde{\varphi}$ is an orientation reversing vector bundle chart of $TM \to M$ induced by a chart $\varphi$ of $M$, then replace $\varphi$ by the reparameterized chart $\psi := \varphi \circ j$, with $j : \mathbb{R}^k \to \mathbb{R}^k$,

$$ j := \begin{pmatrix} -1 & 0 & \ldots & 0 \\ 0 & +1 & \ddots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & 0 & +1 \end{pmatrix}. $$

The resulting atlas on $M$ then has only orientation preserving chart changes, so provides an orientation on $M$.

27.4 Example.

Let $G$ be a Lie group, i.e., a manifold with a smooth group structure: Then $TG \to G$ is a globally trivial vector bundle (see [86, 67.2]) and since each trivial vector bundle is orientable, $TG \to G$ and $G$ are orientable.

27.5 Remark.

If $M_i$ are orientable manifolds then obviously also $\prod M_i$ and $\bigoplus M_i$ are orientable. For example, all tori $T^n := (S^1)^n$ are orientable because $S^1$ is a Lie group.

The converse also holds, because open submanifolds of orientable manifolds are obviously orientable (hence orientability of $\prod M_i$ implies that of $M_i$) and if $M \times N$ is orientable and $N \neq \emptyset$ then we choose a point $y \in N$ and a contractible (and thus orientable) neighborhood $V$ of $y$. Thus $M \times V$ is orientable as an open submanifold, and we can coherently orient $T_x M$ using the orientations of $T_{(x,y)} (M \times V) \cong T_x M \times T_y V$ and of $T_y V$.

27.6 Definition (Transversal mappings).

Two smooth mappings $f_i : M_i \to N$ for $i \in \{1, 2\}$ between manifolds are called transversal if $\text{im}(T_{x_1} f_1) + \text{im}(T_{x_2} f_2) = T_y N$ for all $(x_1, x_2) \in M_1 \times M_2$ with $f_1(x_1) = y = f_2(x_2) \in N$.

If $f_2$ is the inclusion of a submanifold, then $f_1$ is said to be transversal to $M_2$ in this situation, i.e. if $\text{im}(T_x f_1) + T_y M_2 = T_y N$ is $y := f(x) \in M_2$ for all $x \in M_1$.

If both $f_i$ are inclusions of submanifolds, they are said to intersect each other transversally in this situation, i.e. if $T_x M_1 + T_x M_2 = T_x N$ is for all $x \in M_1 \cap M_2$.

27.7 Example.
27. Orientability

Let \( M_2 := S^1 \) in \( N := \mathbb{R}^2 \), \( M := S^1 \), and \( f : M \to N \) be as shown in the image.

It is not required for transversality that the sum is a direct sum; for example, the identity \( f : M := N \to N \) is transversal to each submanifold \( M_2 \subseteq N \) with \( \text{im}(T_pf) \cap T_{f(x)}M_2 = T_{f(x)}M_2 \neq \{0\} \).

27.8 Proposition (Pull-back of manifolds).

Let \( f_i \in C^\infty(M_i, N) \) for \( i \in \{1, 2\} \) with \( f_1 \) being transversal to \( f_2 \).

Then the pull-back

\[
M_1 \times_N M_2 := M_1 \times (f_1, N, f_2) M_2 := \{(x_1, x_2) \in M_1 \times M_2 : f_1(x_1) = f_2(x_2)\}
\]

is a regular submanifold of \( M_1 \times M_2 \) and has the following universal property:

For each pair of smooth mappings \( g_i : X \to M_i \) with \( f_1 \circ g_1 = f_2 \circ g_2 \), there exists a uniquely determined smooth mapping \( g : X \to M_1 \times_N M_2 \) with \( pr_i \circ g_i = g \).

**Proof.** By \( \text{2.4} \), it suffices to describe \( M_1 \times_N M_2 \) locally by a regular equation. So let \( (x_1^0, x_2^0) \in M_1 \times_N M_2 \). By replacing \( N \) locally at \( f_1(x_1^0) = f_2(x_2^0) =: y \) by an open subset in \( \mathbb{R}^n \), we have the local equation \( f(x_1, x_2) = f_1(x_1) - f_2(x_2) = 0 \) for the pull-back, and it is regular because \( \text{im}(T_{(x_1^0, x_2^0)}f) = \text{im}(T_{x_1^0}f_1) + \text{im}(T_{x_2^0}f_2) = T_y N \).

By definition, \( f_1 \circ pr_1 = f_2 \circ pr_2 \) holds on \( M_1 \times_N M_2 \). The mapping \( g = (g_1, g_2) : X \to M_1 \times M_2 \) is the only (smooth) mapping with \( pr_i \circ g = g_i \). Due to \( f_1 \circ g_1 = f_2 \circ g_2 \), its has values in the submanifold \( M_1 \times_N M_2 \) and is therefore also smooth into the pull-back by \( \text{11.5} \). \( \square \)

By \( \text{10.1} \) the tangent space \( T_{(x_1, x_2)}(M_1 \times_N M_2) \) is ker\( T_{(x_1, x_2)}f = \{ (v_1, v_2) \in T_{x_1}M_1 \times T_{x_2}M_2 : T_{x_1}f_1 \cdot v_1 = T_{x_2}f_2 \cdot v_2 \} \).

27.9 Corollary (Inverse images of submanifolds).

Let \( f \in C^\infty(M, N) \) be transversal to a regular submanifold \( K \) of \( N \).

Then \( f^{-1}(K) \) is a regular submanifold of \( M \) and diffeomorphic to \( M \times_N K \).

In particular, the intersection \( M_1 \cap M_2 \) of two transversally intersecting submanifolds \( M_1 \) and \( M_2 \) of \( N \) is itself a submanifold.

**Proof.** Obviously \( pr_1 : M \times_N K \to f^{-1}(K) \subseteq M \) is a bijection because \( x \in pr_1(M \times_N K) \iff \exists y \in K : (x, y) \in M \times_N K \iff f(x) = y \in K \iff x \in f^{-1}(K) \).

\[
\begin{array}{ccc}
M \times_N K & \overset{pr_1}{\longrightarrow} & M \\
\downarrow & & \downarrow \text{pr}_1 \text{inc} \\
(M, f) & \overset{f^{-1}(K)}{\longrightarrow} & M \times N
\end{array}
\]

We have embeddings \( M \times_N K \subseteq M \times K, \) \( M \times K \subseteq M \times N \), and \((M, f) : M \to M \times N \). Hence \( f^{-1}(K) \) is a regular submanifold of \( M \) by \( \text{11.10} \). \( \square \)

We now give an example showing that this result is “stronger” than \( \text{11.12.2} \).
27.10 The Möbius strip as a zero set.

Consider the Möbius strip Möb ⊆ \( \mathbb{R}^3 \). This can not be the zero set of a regular \( \mathbb{R} \)-valued function, otherwise the Möbius strip would be orientable (see 27.41). We now want to represent Möb as the inverse image of the embedding \( \mathbb{P}^1 \hookrightarrow \mathbb{P}^2 \) under a map from the full torus to \( \mathbb{P}^2 \), which is transversal to \( \mathbb{P}^3 \).

For this we use the following mapping:

\[
p : \mathbb{R} \times D^2 \to \text{full-torus} \subseteq \mathbb{R}^3 \quad \text{where} \quad D^2 = \{(t, s) \in \mathbb{R}^2 : t^2 + s^2 < 1\}
\]

\[
p : \begin{pmatrix} \varphi \\ t \\ s \end{pmatrix} \mapsto \begin{pmatrix} \cos 2\varphi(1 + t \cdot \cos \varphi - s \cdot \sin \varphi) \\ \sin 2\varphi(1 + t \cdot \cos \varphi - s \cdot \sin \varphi) \\ t \cdot \sin \varphi + s \cdot \cos \varphi \end{pmatrix}
\]

This is the composite

\[
\begin{pmatrix} \varphi \\ t \\ s \end{pmatrix} \xrightarrow{\Psi_1} \begin{pmatrix} \varphi \\ t \cdot \cos \varphi - s \cdot \sin \varphi \\ t \cdot \sin \varphi + s \cdot \cos \varphi \end{pmatrix} =: \begin{pmatrix} \varphi \\ t \\ s \end{pmatrix} \xrightarrow{\Psi_2} \begin{pmatrix} \cos 2\varphi(1 + \hat{t}) \\ \sin 2\varphi(1 + \hat{t}) \\ \hat{s} \end{pmatrix}
\]

with respected derivatives

\[
\Psi_1 = \begin{pmatrix} 1 & 0 & 0 \\ * & \cos \varphi & -\sin \varphi \\ * & \sin \varphi & \cos \varphi \end{pmatrix} \quad \text{and} \quad \Psi_2 = \begin{pmatrix} -2\sin 2\varphi(1 + \hat{t}) & \cos 2\varphi & 0 \\ 2\cos 2\varphi(1 + \hat{t}) & \sin 2\varphi & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

Thus \( p \) is a local diffeomorphism (even a covering map) with

\[
p^{-1}(\text{Möb}) = \mathbb{R} \times (-1, 1) \times \{0\} \quad \text{(compare with [1.3])}
\]

The mapping \( p \) is also the composite

\[
\begin{pmatrix} \varphi \\ t \\ s \end{pmatrix} \xrightarrow{\exp \times D^2} \begin{pmatrix} \cos \varphi \\ \sin \varphi \\ t \\ s \end{pmatrix} =: \begin{pmatrix} x \\ y \\ t \\ s \end{pmatrix} \xrightarrow{p} \begin{pmatrix} (x^2 - y^2)(1 + tx - sy) \\ 2xy \cdot (1 + tx - sy) \\ ty + sx \end{pmatrix}
\]

Since \( p = \bar{p} \circ (\exp \times D^2) \) is a local diffeomorphism, \( \exp \times D^2 : \mathbb{R} \times D^2 \to S^1 \times D^2 \) is a submersion (even the universal covering), and since \( \bar{p} : S^1 \times D^2 \to \text{full-torus} \subseteq \mathbb{R}^3 \) is smooth and every point has two inverse images with respect to \( \bar{p} \), the mapping \( \bar{p} \) is a two-fold covering map. In addition, \( \bar{p}^{-1}(\text{Möb}) = S^1 \times (-1, 1) \times \{0\} \) holds.

Let now the smooth map \( f : S^1 \times D^2 \to \mathbb{S}^2 \) be given by

\[
f : (x, y; t, s) \mapsto \frac{1}{\sqrt{1 + s^2}}(x, y, s)
\]

then \( f^{-1}(S^1) = S^1 \times (-1, 1) \times \{0\} = \bar{p}^{-1}(\text{Möb}) \), where \( S^1 \subseteq \mathbb{S}^2 \) is the equator (\( s = 0 \)).

Since the canonical mapping \( q : S^2 \to \mathbb{P}^2 \) is by definition a covering and

\[
\bar{p}(x, y; t, s) = \bar{p}(x_1, y_1; t_1, s_1)
\]

\[
\Rightarrow (x, y; t, s) = \pm(x_1, y_1; t_1, s_1)
\]

\[
f(x, y; t, s) = \frac{1}{\sqrt{1 + s^2}}(x, y, s) = \pm \frac{1}{\sqrt{1 + s^2}}(x_1, y_1, s_1) = \pm f(x_1, y_1; t_1, s_1)
\]

\[
q(f(x, y; t, s)) = q(f(x_1, y_1; t_1, s_1)),
\]
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the mapping $\tilde{f}$: full-torus $\rightarrow \mathbb{P}^2$ and its restriction to M"ob can be well-defined by the following commutative diagram:

$$
\begin{array}{cccc}
\mathbb{R} \times D^2 & \xrightarrow{\text{exp} \times D^2} & S^1 \times D^2 & \xrightarrow{\text{exp} \times \text{exp}} S^1 \times S^1 \\
\psi_1 & & \tilde{f} & \\
\mathbb{R} \times D^2 & \xrightarrow{\text{full-torus}} & & \mathbb{P}^2
\end{array}
$$

and

$$
\tilde{f}^{-1}(\mathbb{P}^1) = \tilde{p}((\tilde{f}^{-1}(\mathbb{P}^1))) = \tilde{p}((\tilde{f} \circ \tilde{p})^{-1}(\mathbb{P}^1)) = \tilde{p}((q \circ f)^{-1}(\mathbb{P}^1))
$$

Moreover, $f$ is transversal to $S^1 \subseteq S^2$: In fact, take $v := (v_0, v_1, v_2) \in T_{(x,y,0)}S^2 \subseteq \mathbb{R}^3$. Then $v \perp (x,y,0) = f(x,y,t,0)$, that is $(v_0, v_1) \perp (x,y)$, i.e. $(v_0, v_1) \in T_{(x,y)}S^1$. Because of $\frac{d}{ds}|_{s=0} \frac{x}{\sqrt{1+s^2}} = 0$ and $\frac{d}{ds}|_{s=0} \frac{y}{\sqrt{1+s^2}} = 1$ we have $T_{(x,y,t,0)}f(0,0,t,v_2) = (0,0,v_2)$, so $T_{f(x,y,t,0)}S^2 = T_{(x,y,0)}S^1 + \text{im}T_{(x,y,t,0)}f$.

Since $q$ is a covering map, $\tilde{f}$ is also transversal to $\mathbb{P}^1$.

Now recall the concepts of vector bundles (see [14.5]), vector bundle homomorphisms (see [14.8]) and vector subbundles (see [14.9]).

27.11 Proposition (Image of a vector bundle monomorphism).

Let $q : F \rightarrow M$ and $p : E \rightarrow M$ be two VB, and $f : F \rightarrow E$ a VB-monomorphism (i.e. a fiber-wise injective VB-homomorphism) over $\text{id}_M$, i.e. the following diagram commutes:

$$
\begin{array}{ccc}
F & \xrightarrow{f} & E \\
\downarrow{q} & & \downarrow{p} \\
M & & M
\end{array}
$$

Then $f(F)$ is a subvector bundle of $E$ and is isomorphic to $F \rightarrow M$ via $f$:

$$
\begin{array}{ccc}
F & \xrightarrow{\cong} & f(F) \\
\downarrow{q} & & \downarrow{p} \\
M & & M
\end{array}
$$

In particular, every fibre-wise bijective VB-homomorphism is a VB-isomorphism.

**Proof.** Since locally both VB are trivial, we assume, without restriction of generality, that $F = M \times \mathbb{R}^k$ and $E = M \times \mathbb{R}^l$, and thus $f : M \times \mathbb{R}^k \rightarrow M \times \mathbb{R}^l$ has the form $f(x,v) = (x,f_x(v))$. Since $f_x : \mathbb{R}^k \rightarrow \mathbb{R}^l$ is injective and linear, we can furthermore assume $f_x = \text{incl} : \mathbb{R}^k \rightarrow \mathbb{R}^l$. Let $\text{pr}$ be the projection $\mathbb{R}^l = \mathbb{R}^k \times \mathbb{R}^{l-k} \rightarrow \mathbb{R}^k$ with kernel $\mathbb{R}^{l-k}$, i.e. $\text{pr} \circ \text{incl} = \text{id} \in GL(k)$. As VB-chart on $E$ we should use
For any VB q
This bundle has the following universal property:

\[
\begin{array}{ccc}
F & \xrightarrow{f} & f(F) \\
\downarrow \cong & \uparrow & \downarrow \cong \\
M \times \mathbb{R}^k & \xrightarrow{\psi|_{M \times \mathbb{R}^k \times \{0\}}} & M \times \mathbb{R}^k \times \mathbb{R}^{l-k},
\end{array}
\]

implies that \(\psi\) trivializes the image of \(f\), i.e. \(f(F)\) corresponds to \(M \times \mathbb{R}^k \times \{0\}\). So it remains to show that \(\psi\) is a local diffeomorphism: The mapping \(x \mapsto pr \circ f_x\) is a mapping from \(M\) to \(L(k, k)\) with \(x_0 \mapsto \text{id}\), and thus has locally near \(x_0\) values in the open subset \(GL(k) \subseteq L(k, k)\). Without loss of generality, \(M\) is this neighborhood of \(x_0\). Since \(z = f_x(v) + (0, w) \Rightarrow pr(z) = (pr \circ f_x)(v) \Rightarrow v = (pr \circ f_x)^{-1}(pr(z))\), the inverse mapping to \(\psi\) is given by

\[
\psi^{-1}: (x, z) \mapsto \left( x, \left((pr \circ f_x)^{-1} \circ pr\right)(z), z - f_x\left((pr \circ f_x)^{-1} \circ pr\right)(z)\right).
\]

27.12 Corollary (Tangent bundle of a submanifold).
Let \(\text{incl}: A \subseteq M\) be a regular submanifold.
Then \((T\text{incl})(TA) \cong TA\) is a subbundle of the \(TM|_A\).

Proof.

\[
\begin{array}{ccc}
TA & \xrightarrow{T\text{incl}} & (T\text{incl})(TA) \xrightarrow{\text{incl}} TM|_A \\
\pi_A & \searrow & \pi_M \\
A & \rightarrow & M
\end{array}
\]

Apply 27.11 to the VB-monomorphism \(T\text{incl}: TA \rightarrow TM|_A\).

27.13 Corollary (Tangent bundles of sums and products).
The following diagrams describe vector bundle isomorphisms:

\[
\begin{array}{ccc}
T(\biguplus M_i) & \xrightarrow{(Tpr_i)_{\biguplus M_i}} & \biguplus TM_i \\
\pi_{\biguplus M_i} & \searrow & \pi_{\biguplus M_i} \\
\biguplus M_i & \rightarrow & \biguplus M_i
\end{array}
\quad
\begin{array}{ccc}
T(\bigcup M_i) & \xrightarrow{T\text{incl}} & \bigcup TM_i \\
\pi_{\bigcup M_i} & \searrow & \pi_{\bigcup M_i} \\
\bigcup M_i & \rightarrow & \bigcup M_i
\end{array}
\]

27.14 Lemma (Pull-back bundle).
Let \(p : E \rightarrow M\) be a VB and \(f : N \rightarrow M\) be smooth. Then, on the pull-back \(f^*E := N \times_M E\), there exists a distinct VB structure \(f^*p := pr_1|_{f^*E} : f^*E \rightarrow N\) for which \(p^*f := pr_2|_{f^*E} : f^*E \rightarrow E\) is a fiberwise bijective VB-homomorphism over \(f\).

This bundle has the following universal property:
For any VB q : \(F \rightarrow N\) and VB-homomorphism \(f : F \rightarrow E\) over \(f\), there exists a unique VB-homomorphism \(f^+ : F \rightarrow f^*E\) over \(id_N\), which makes the adjacent diagram commutative:

\[
\begin{array}{ccc}
F & \xrightarrow{f^+} & f^*E \\
\downarrow & \searrow & \downarrow \\
N & \rightarrow & M
\end{array}
\]

Note that the fiber \((f^*E)_x := (f^*p)^{-1}(x)\) of \(f^*p : f^*E \rightarrow N\) over \(x \in N\) is given by \(\{(x, v) : v \in p^{-1}(f(x)) = E_{f(x)}\}\) and is bijectively mapped to \(E_{f(x)}\) by
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$p^* f = \text{pr}_2$, so $f^* E \cong \bigcup_{x \in M} E_{f(x)}$ can be considered as a reparametrization by virtue of $f : N \to M$ of the bundle $E = \bigcup_{y \in N} E_y$.

**Proof.** Since $p : E \to M$ is submersive, $f$ and $p$ are transversal to each other and thus $f^* E := N \times_M E$ is a submanifold of $N \times E$ with the universal property for smooth maps $q$ and $f$ by \([27.8]\).

In order to show that $f^* p : f^* E \to N$ is a fiber bundle, we need to find local trivializations. For this purpose, let $\psi : U \times k \to E|_U$ be a local trivialization of $E|_U$.

Note that the pull-back of an open subset $U \subseteq M$ under a smooth map $p : E \to M$ is given by $E|_U = p^{-1}(U)$, as a direct proof of the universal property shows. Explicitly, the diffeomorphism $p^{-1}(U) \cong U \times_M E$ is given by $z \mapsto (p(z), z)$ and $z \leftrightarrow (u, z)$, cf. \([27.15]\).

Furthermore, the pullback of a trivial bundle $p_1 : M \times k \to M$ along $f : N \to M$ is the trivial bundle $f^* p_1 : N \times k \to N$, as a direct proof of the universal property also shows. Explicitly, the diffeomorphism $N \times k \cong N \times_M (M \times k)$ is given by $(x, v) \mapsto (x, (f(x), v))$ and $(x, v) \leftrightarrow (x, (y, v))$.

Considering a rectangle which is split vertically into two squares, with the right side being a pull-back, then the rectangle is a pull-back if and only if the left square is one, as a simple diagram chasing shows, see \([88, 3.8.3]\) and \([88, 3.8.4]\).

We apply all this now to $\text{incl} \circ f$ and $f \circ \text{incl}$:

\[\begin{array}{ccc}
  f^{-1}(U) \times k & \xrightarrow{f \times k} & f^{-1}(U) \times_M E \xrightarrow{p} E|_U \\
  \xrightarrow{f^{-1}(U) \times k} & & \xrightarrow{p} E|_U \\
  \xrightarrow{\text{incl} \circ f} & & \xrightarrow{f \circ \text{incl}} U \times k
\end{array}\]

The fact that the constructed bundle chart as well as $p^* f$ and $f^+$ are fiber-linear follows also from this diagram.

\[\square\]

**27.15 Lemma (Restriction as a pull-back).**

If $p : E \to M$ is a vector bundle and $A$ is a regular submanifold of $M$, then $E|_A := p^{-1}(A) \cong \text{incl}^* E$ holds.

**Proof.** Since $p$ is a submersion it is transversal to $A$ and hence $p^{-1}(A) \cong E \times_M A = \text{incl}^* E$ by \([27.9]\).

\[\square\]

**27.16 Lemma (Splitting exact vector bundle sequences).**

Let $E^0 \xrightarrow{i} E^1 \xrightarrow{p} E^2$ be a short exact sequence of VB over a paracompact manifold $M$, i.e. $i$ and $p$ are VB-homomorphisms over $\text{id}_M$ and fiberwise $i$ is injective, $p$ is surjective and $\text{im}(i) = \ker(p_2)$.

Then $E^1 \cong E^0 \oplus E^2$.
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27. Orientability

27.17 Tangent bundle of a vector bundle.

We now want to examine the tangent bundle $\pi_E : TE \to E$ (the total space) of a vector bundle $p : E \to M$ in more detail. In particular, we are interested in $T^2M = T(TM)$.

Locally $E$ is given by $M \times \mathbb{R}^k$ and thus $TE$ by $T(M \times \mathbb{R}^k) = TM \times \mathbb{R}^k \times \mathbb{R}^k$. On the other hand, the pull-back bundle $p^*(TM) = E \times_M TM$ is locally given by $TM \times \mathbb{R}^k$ and the pull-back $p^*(E)$ is $E \times_M E$ locally by $M \times \mathbb{R}^k \times \mathbb{R}^k$.

Thus, $TE$ is locally isomorphic to $(TM \times \mathbb{R}^k) \times_M \mathbb{R}^k$ $(M \times \mathbb{R}^k \times \mathbb{R}^k)$ and thus to $p^*(TM) \times_E p^*(E)$. In order to make these local isomorphisms global, we will construct a natural short exact sequence $p^*(E) \to TE \to p^*(TM)$ of vector bundles over $E$ and then apply 27.16 to them.

Theorem.

Let $p : E \to M$ a VB. Then there is a short exact sequence of VB over $E$:

$$E \times_M E =: p^*(E) \xrightarrow{\text{incl}} TE \xrightarrow{(\pi,Tp)} p^*(TM) =: E \times_M TM.$$ 

Thus, according to 27.16 $TE \cong (E \times_M E) \times_E (E \times_M TM) \cong E \times_M E \times_M TM$, however no natural isomorphism exists, see 27.19.

The image of $vE$ is called the vertical subbundle $VE$ of $TE$ and the image of some right-inverse to $(\pi,Tp)$ can be viewed as section of a horizontal subbundle of $TE$.
27. Orientability

27.18 Proposition.

Let \( p : E \to M \) be a vector bundle. Then \( TE|_M := 0^*(TE) \cong E \oplus TM \) (canonically) as vector bundles over \( M \), where \( 0 : M \hookrightarrow E \) denotes the zero section.

We will apply this in [86, 62.8] to \( E := TM \to M \) and in [86, 62.9] to \( (TN)^\perp \to N \).

Proof. We can define a vector bundle homomorphism \( (\pi, Tp) : TE \to p^*(TM) \) by the adjacent diagram.

Locally \( TE \) is given by \( TM \times \mathbb{R}^k \times \mathbb{R}^k \) and \( p^*(TM) \) by \( (M \times \mathbb{R}^k) \times_M TM \cong TM \times \mathbb{R}^k \) and \( Tp : TE \to TM \) by \( (\xi, v, w) \mapsto \xi \). Thus, \( (\pi, Tp) \) is described locally by \( (\xi, v, w) \mapsto (\xi, v) \). In particular, \( (\pi, Tp) \) is fiberwise surjective.

The fiberwise kernel of \( (\pi, Tp) \) over \( E \) consists of those vectors which are mapped to 0 vectors by \( Tp \), i.e. the tangent vectors to curves in the fibers \( p^{-1}(x) \) of \( E \). Therefore, we define a VB-homomorphism (the so-called vertical lift) \( vl_E : p^*(E) = E \times_M E \to TE \) by \( p^*(E) = E \times_M E \ni (v_x, w_x) \mapsto \frac{d}{dt}|_{t=0}(v_x + tw_x) \in TE \). With respect to the local descriptions \( M \times \mathbb{R}^k \times \mathbb{R}^k \) of \( p^*(E) \) and \( TM \times \mathbb{R}^k \times \mathbb{R}^k \) of \( TE \) it is given by \( (x, v, w) \mapsto \frac{d}{dt}|_{t=0}(x, v + tw) = (0_x, v, w) \). Fiberwise it is thus injective and

\[
\text{im}(vl_E(x,v)) = \{(0_x, v; w) : w \in \mathbb{R}^k\} = \ker((\pi, Tp)(x,v)),
\]

so the sequence is exact. \( \square \)

By restricting the exact sequence of VB over \( E \) from [27.17] to the zero section, we get by [27.15] an exact sequence \( p^*(E)|_M \to TE|_M \to p^*(TM)|_M \) of VB over \( M \). Because of \( p \circ 0 = \id \) in the side faces in the above diagram, \( p^*(E)|_M \cong E \) and \( p^*(TM)|_M \cong TM \) and a canonical right-inverse to \( Tp|_{TE|_M} \) is given by \( TO \), so the sequence \( E \to TE|_M \to TM \) splits canonically, that is \( TE|_M \cong E \oplus TM \) as bundles over \( M \). \( \square \)
Moreover, $T_p : TE \to TM$ as well as $\pi_M p : p^*(TM) \to TM$ are vector bundles and $(\pi_E, T_p) : TE \to p^*(TM)$ is a vector bundle homomorphism over $TM$.

So we may ask, if the right-inverse of $\pi_M$ can also be chosen fiberwise linear over $TM$.

**27.19 Proposition. Linear connection of a vector bundle.**

Let $p : E \to M$ be a vector bundle. An isomorphism $TE \cong p^*(E) \times_E p^*(TM)$ is equivalently described by each of the following mappings:

1. A horizontal lift, i.e. a vector bundle homomorphism $C : p^*(TM) \to TE$ over $E$ being right-inverse to $(\pi, Tp) : TE \to p^*(TM) = E \times_M TM$ and which is also fiberwise linear over $TM$.

2. A linear connection, i.e. vector bundle homomorphism $\Phi : TE \to VE := p^*(E)$ over $E$ being a left-inverse to the vertical lift $vl_E : VE \hookrightarrow TE$ and which is also fiberwise linear over $\pi_M : TM \to M$.

3. A connector, i.e. a vector bundle homomorphism $K : TE \to E$ over $p$ and over $\pi_M$ with $K \circ vl_E = pr_2 : E \times_M E \to TE \to E$.

4. A covariant derivation $\nabla : \Omega^0(M; E) = \Gamma(E) \to \Gamma(T^*M \otimes E) = \Omega^1(M; E)$ with $\nabla(f \cdot s) = f \cdot \nabla s + df \otimes s$ for all $s \in \Gamma(E)$ and $f \in C^\infty(M, \mathbb{R})$. $\nabla$ may be extended to a so-called outer covariant derivative $\Omega^*(M; E) \to \Omega^{*+1}(M; E)$ with the same formula as in $[25.9]$ see, e.g., $[105, 37.29]$.

5. A covariant derivative $\nabla : \mathfrak{X}(M) \times \Gamma(E) \to \Gamma(E)$, which is $C^\infty(M, \mathbb{R})$-linear in the first variable and $\mathbb{R}$-linear in the second variable, and satisfies $\nabla_x(f \cdot s) = f \cdot \nabla_x s + x(f) \cdot s$ for all $s \in \Gamma(E)$ and $f \in C^\infty(M, \mathbb{R})$.

**Proof.** The morphisms in $[1 - 3]$ are described by the following diagram:
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With respect to local trivializations $E|_U \cong U \times \mathbb{R}^k$, $TU \cong U \times \mathbb{R}^m$ and thus $T(E|_U) \cong (E|_U) \times \mathbb{R}^m \times \mathbb{R}^k \cong U \times \mathbb{R}^k \times \mathbb{R}^m \times \mathbb{R}^k$, the mappings of the above diagram have the following form
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where $\Gamma_x : \mathbb{R}^k \times \mathbb{R}^m \to \mathbb{R}^k$ is bilinear and $x \mapsto \Gamma_x$ is smooth.
A short exact sequence \( E^0 \xrightarrow{i} E^1 \xrightarrow{p} E^2 \) splits (i.e. \( E^1 \cong E^0 \oplus E^2 \)) if and only if \( p \) has a right-inverse \( s \), or if \( i \) has a left-inverse \( q \). The relation between \( s \) and \( q \) is given by \( q(z_1) := i^{-1}(z_1 - s(p(z_1))) \) and \( s(p(z_2)) := z_2 - i(q(z_2)). \)

Since \( vl_E : p^*(E) \to TE \) is a VB isomorphism onto the vertical bundle, a projection \( TE \to VE := \text{im} vl \) is uniquely given by its second component \( K : TE \xrightarrow{\sigma} VE \cong E \oplus E \xrightarrow{\sigma} E. \)

Using the connector \( K : TE \to E \), we obtain a section \( \nabla_{\xi} : M \not\rightarrow TM \xrightarrow{K} E \) of \( p : E \to M \) for \( \xi \in \mathcal{X}(M) \) and \( s \in \Gamma(E) \), because \( p \circ \nabla_{\xi} = p \circ K \circ T \circ \xi = \pi \circ T \circ p \circ T \circ \xi = \pi \circ T \circ \xi = \pi \circ \xi = \text{id}. \)

With respect to local trivializations \( E|_U \cong U \times \mathbb{R}^k \), we have \( TU \cong U \times \mathbb{R}^m \) and thus \( T(E|_U) \cong (E|_U) \times \mathbb{R}^m \times \mathbb{R}^k \cong U \times \mathbb{R}^k \times \mathbb{R}^m \times \mathbb{R}^k \). So \( \nabla \) has the following form:

\[
\xi(x) = (x, y(x)), \quad s(x) = (x, \bar{s}(x)), \quad \nabla_{\xi}s(x) = (K \circ Ts \circ \xi)(x) = K(x, \bar{s}(x), y(x), s'(x)(y(x))) = \left( x, \bar{s}(x)(y(x)) - \Gamma_x(s, y(x)) \right)
\]

We have \( \nabla(s)(\xi_x) := (\nabla_{\xi}s)(x). \) Because of the \( C^\infty(M, \mathbb{R}) \)-linearity of \( \xi \mapsto \nabla_{\xi} \), this defines \( \nabla_s \in \Omega^1(M; E). \)

Any non-vertical vector \( \sigma \in TE \) can be written as \( \sigma = Ts \cdot \xi \) for some \( \xi \in T_x M \) and \( s \in \Gamma(E) \) with \( x = \pi_M(Tp \circ \sigma) \) and \( s(x) = \pi_E(\sigma) \in E_x. \) Because \( p \circ s = \text{id} \), the vector \( \xi = Tp(Ts \circ \xi) = Tp(\sigma) \) is uniquely determined.

We define \( K(\sigma) := (\nabla_s)(\xi) \in E_x \subseteq E. \) This definition depends only on \( s \) and not on \( x \). The required product rule implies that \( \nabla \) is a local operator. Let a local trivialization \( U \times \mathbb{R}^k \cong E|_U \) be described by local sections \( g_i : U \ni x \mapsto g_i(x) \in E_x. \) Thus \( s = \sum \bar{s}^i \cdot g_i \) locally with certain coefficient functions \( \bar{s}^i \in C^\infty(M, \mathbb{R}). \) Then

\[
\nabla(s) = \nabla \left( \sum \bar{s}^i \cdot g_i \right)(\xi) = \sum \bar{s}^i \cdot \nabla g_i(\xi) + \bar{s}^i(\xi) \cdot g_i(x)
\]

and thus depends only on \( \bar{s}^i(x) \) and on \( \bar{s}^i(\xi) \), i.e. only on \( Ts \cdot \xi = \sigma. \)

With respect to local trivializations \( E|_U \cong U \times \mathbb{R}^k \), we have \(TU \cong U \times \mathbb{R}^m \) and thus \( T(E|_U) \cong (E|_U) \times \mathbb{R}^m \times \mathbb{R}^k \cong U \times \mathbb{R}^k \times \mathbb{R}^m \times \mathbb{R}^k \), \( \nabla s(\xi) \) and thus \( K \) have the following form:

\[
\sigma = (x, v, y, w) = Ts \cdot \xi, \quad \text{with } \xi = (x, y) \text{ and } s(x) = (x, \bar{s}(x)),
\]

\[
(x, v, w) = Ts(x, y) = (x, \bar{s}(x), y, s'(x)(y)), \quad w = s'(x)(y) = ((s^i)'(x)(y)),
\]

\[
\Gamma(x, y) := -\sum s^i \cdot \nabla g_i(x, y) \in \mathbb{R}^k \text{ is bilinear in } v \text{ and } y
\]

\[
\Rightarrow \quad \nabla s(\xi) = (x, -\Gamma_x(v, y) + s'(x)(y)) \text{ according to the above formula}
\]

\[
K(x, v, y, w) = \nabla s(\xi) = (x, s'(x)(y) - \Gamma_x(v, y)) = (x, w - \Gamma_x(v, y)).
\]

So we can extend \( K \) uniquely to \( VE \) (i.e. \( y = 0 \)) using this local formula. Hence \( K \circ vl_E = pr_2 : E \times_M E \cong VE \subseteq TE \to E. \)

27.20 Proposition.
Each vector bundle \( p : E \to M \) is isomorphic to a vector subbundle of a trivial bundle \( pr_1 : M \times \mathbb{R}^k \to M \) with appropriate \( s \in \mathbb{N}. \)
Proof.

Let \( f : E \to \mathbb{R}^s \) be an embedding (or just an immersion) of the manifold \( E \) into some \( \mathbb{R}^s \). Then, \( T \pi : T^j E \to \mathbb{R}^s \times \mathbb{R}^s \) is a vector bundle monomorphism over \( f : E \to \mathbb{R}^s \) and thus \( T f \circ \pi : \mathbb{R}^s \times \mathbb{R}^s \to \mathbb{R}^s \times \mathbb{R}^s \) is a vector bundle monomorphism over \( M \to E \to \mathbb{R}^s \), so \((p, \text{pr}_2 \circ T f \circ \pi) : E \to M \times \mathbb{R}^s = (f \circ 0)^*(\mathbb{R}^s \times \mathbb{R}^s) \) is a vector bundle monomorphism over \( \text{id}_M \).

We will show in \( 27.36 \) that such a vector bundle monomorphism exists already for \( s = \text{dim}(E) \).

27.21 Corollary (Existence of inverse bundles). \([65, \text{p.} 100, 4.3.3]\).

Let \( E \to M \) be a vector bundle of fiber dimension \( k \) over an \( m \)-dimensional manifold. Then a vector bundle \( F \to M \) (with fiber dimension \( m \)) exists such that \( E \oplus F \) is a trivial bundle (with fiber dimension \( k + m \)).

Proof. Let \( \varphi : E \to M \times \mathbb{R}^s \) be a VB-monomorphism over \( \text{id}_M \) to \( 27.36 \) (or for \( s = k + m \)). For \( F \) it is sufficient to take \( \varphi(E) = M \times \mathbb{R}^s \).

27.22 K-Theory.

For a fixed manifold \( M \) we consider the set of isomorphism classes of finite dimensional vector bundles over \( M \). With respect to the Whitney sum \( E_1 \oplus E_2 \) and the tensor product \( E_1 \otimes E_2 \), they form a semiring with 0-element \([e_0]_1\) and 1-element \([e_1]_1\), where \( e_1 \) denotes the trivial bundle \( \text{pr}_1 : M \times \mathbb{R}^k \to M \). As in the construction of \( Z \) from the semiring \( \mathbb{N} \), one looks at equivalence classes of pairs \((E, F)\) of vector bundles over \( M \) with respect to the equivalence relation \((E_1, F_1) \equiv (E_2, F_2) \iff E_1 \oplus E_2 \equiv F_1 \oplus F_2 \) and adds these by adding the representatives via \((E_1, F_1) + (E_2, F_2) := (E_1 \oplus E_2, F_1 \oplus F_2) \) and multiplies them by \((E_1, F_1) \cdot (E_2, F_2) := (E_1 \otimes E_2 \oplus F_1 \otimes F_2, E_1 \otimes F_2 \oplus F_1 \otimes E_2)\). However, since isomorphic classes do not satisfy the (additive) cancellation rules (for example, \( TS^2 \oplus e_1 \equiv e_1 \equiv e_2 \oplus e_1 \), but \( TS^2 \) is not trivial, and since \( E \to ([E, 0]) = \) is injective, the cancellation rule can not be valid on the image), we have to use the coarser equivalence relation \((E_1, F_1) \approx (E_2, F_2) \iff \exists F : E_1 \oplus F_2 \equiv F_1 \oplus E_2 + F \) instead.

Then, the set of all \( \approx \) equivalence classes of pairs of vector bundles over \( M \) becomes a commutative ring with 1, denoted \( K(M) \). With respect to the pull-back along smooth mappings \( f : N \to M \), the assignment \( K \) becomes a contra-variant functor. Vector bundles over 1-point manifolds \( M = \{x\} \) are vector spaces, and pairs of such are \( \approx \)-equivalent if and only if the difference in dimension of the components is equal. So \( K(\{x\}) \equiv \mathbb{Z} \).

A second possibility to determine the K-theory \( K(M) \) is to consider the equivalence relation \( E_1 \sim E_2 \iff \exists k_1, k_2 : E_1 \oplus e_{k_1} \equiv E_2 \oplus e_{k_2} \). The set of these equivalence classes forms a commutative ring \( \tilde{K}(M) \) with respect to the addition \( ([E_1]_\sim, [E_2]_\sim) \mapsto [E_1 \oplus E_2]_\sim \) and the multiplication \( ([E_1]_\sim, [E_2]_\sim) \mapsto [E_1 \otimes E_2]_\sim \). The neutral element is obviously given by \([e_0]_\sim\). The additive inverse (see \( 27.21 \)) to \([E]_\sim \) we find as follows: By \( 27.20 \) there exists an \( s \in \mathbb{N} \), s.t. \( E \) is isomorphic to
a subset of $\varepsilon_s$. Thus, $E \oplus E^\perp \cong \varepsilon_s \sim \varepsilon_0$ holds, where $E^\perp$ denotes the orthogonal complementary bundle to this subbundle in $\varepsilon_s$. We have $K([x]) = \{0\}$, which is why $\tilde{K}$ is called the reduced $K$ theory.

We now describe a ring homomorphism $K(M) \to \tilde{K}(M)$:

Let given $(E_1, F_1)$. Then, as before, there is an $s \in \mathbb{N}$ and an $F_1 \perp$ with $F_1 \oplus F_1 \perp \cong \varepsilon_s$. Thus $(E_1, F_1) \approx (E_1 \oplus F_1 \perp, \varepsilon_s)$. We map this to $[E_1 \oplus F_1 \perp]$. This map is well defined, because $(E_1, \varepsilon_s) \approx (E_2, \varepsilon_s)$, that is $\exists F : E_1 \oplus \varepsilon_s \cong E_2 \oplus \varepsilon_s \cong F$, implies $E_1 \oplus \varepsilon_s \oplus \varepsilon_s \cong E_2 \oplus \varepsilon_s \oplus \varepsilon_s \cong E_2 \oplus \varepsilon_s \oplus \varepsilon_s$, i.e. $E_1 \sim E_2$. This homomorphism is obviously surjective and its kernel consists exactly of those classes $[(E, \varepsilon_k)]_\cong$ for which $E \sim \varepsilon_0$, that is $\exists l, n \in \mathbb{N} : E \oplus \varepsilon_l \cong \varepsilon_n$, thus $(E, \varepsilon_k) \approx (E \oplus \varepsilon_l, \varepsilon_k \oplus \varepsilon_l) \approx (\varepsilon_n, \varepsilon_{k+l})$. The mapping $(n, m) \mapsto (\varepsilon_n, \varepsilon_m)$ factors to a ring monomorphism $\mathbb{Z} \to K(M)$ with left inverses $K(\text{incl}) : K(M) \to K([x]) \cong \mathbb{Z}$. Thus, the kernel is isomorphic to $\mathbb{Z}$, so the short exact sequence of Abelian groups $\mathbb{Z} \to K(M) \to \tilde{K}(M)$ splits, i.e.

$$K(M) \cong \tilde{K}(M) \oplus \mathbb{Z}.$$  

27.23 Definition (Universal vector bundle).

Let $p : E \to M$ be a vector bundle with fiber dimension $k$ (a so-called $k$-plane bundle) over $M$ and $f : E \to M \times \mathbb{R}^s$ a vector bundle monomorphism as in 27.20 over id$M$. We will show in 27.35 that such a monomorphism exists if $s \geq k + m$.

From this we obtain a map $g : M \to G(k, s)$ (a so-called classifying mapping for the vector bundle $p : E \to M$) with values in the Graßmann manifold of the $k$-planes in $\mathbb{R}^s$ by mapping $x$ to the image of the mapping of $f_x : \mathbb{R}^k \to \mathbb{R}^s$.

Since $E$ is locally $M \times \mathbb{R}^k$, the mapping $f$ has as local description a smooth mapping $M \to \mathcal{L}_k(k, S)$, $x \mapsto f_x$, and hence the composite $g$ with $\text{im} : L_k(k, s) \to G(k, s)$ (see [98, 15.1]) is smooth.

Now consider the universal vector bundle $E(k, s) \to G(k, s)$, where

$$E(k, s) := \{(e, v) \in G(k, s) \times \mathbb{R}^s : v \in e\},$$

a submanifold of the product (see [98, 20.7]), and the fibre-wise bijective vector bundle homomorphism

$$\gamma : E \to E(k, s), \quad v \mapsto \left(g(p(v)), f_{p(v)}(v)\right),$$

which is obviously smooth into the product and has values in $E(k, s)$.

It is not hard to show that $E \cong g^*(E(k, s))$ (see [98, 20.8]), hence the name universal VB: By the universal property of the pull-back $g^*(E(k, s))$ the VB-monomorphism $\gamma$ over $g$ induces a VB-monomorphism $(p, \gamma) : E \to G^*(E(k, s))$ over id$M$, which is easily seen to be fibrewise onto, hence a VB-isomorphism by 27.11.

We now wish to show that for $s > m + k$ the formation of pull-backs provides a bijection between homotopy classes of maps $M \to G(k, s)$ and isomorphism classes of VB of fiber dimension $k$ over $M$.
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Since homotopies are mappings \( f : M \times I \to N \) we should treat vector bundles over the (see [28.6]) manifold \( M \times I \) (with boundary \( M \times \{0, 1\} \)). Of course, we could also extend the homotopy to \( M \times \mathbb{R} \to N \) in order to avoid manifolds with boundary, but \( I := [0, 1] \) has the advantage of being compact.

### 27.24 Lemma. [65, p.89, 4.1.1].

Let \( p : E \to M \times I \) be a vector bundle. Then for each \( x \in M \) there is a neighborhood \( U \subseteq M \), so that \( E|_{U \times I} \) is trivial.

**Proof.** Since \( I \) is compact, there exist \( 0 = t_0 < \cdots < t_n = 1 \) and neighborhoods \( U_i \) of \( x \), such that \( E \) is trivial on a neighborhood of \( U_i \times [t_i, t_{i+1}] \). Let \( U := \bigcap U_i \). We show by induction on \( i \) that \( E \) is also trivial on a neighborhood of \( U \times [0, t_i] \).

It suffices to consider case \( i = 2 \). So be \( \varphi^0 \) be trivializations along neighborhoods of \( U \times [t_1, t_2] \). On the intersection for \( j = 0 \) and \( j = 1 \) - a neighborhood of \( U \times \{t_1\} \) - we can consider the transition function \( z \mapsto (\varphi^j_1)^{-1} \circ \varphi^0_j \in GL(k) \). We can expand its germ (by inflating the domain of definition) to the germ of an mapping \( g : U \times [t_1, t_2] \to GL(k) \). This allows us to extend \( \varphi^0 \) by \( (z, v) \mapsto \varphi^j(z, g(z) \cdot v) \) to a trivialization on a neighborhood of \( U \times [t_0, t_2] \).

To achieve this result globally on \( M \) we need the following two results:

### 27.25 Lemma (Homotopy extension property for germs). [65, p.90, 4.1.3].

Let the adjacent commutative diagram be given with \( U \subseteq N \) open and \( A \subseteq U \) closed in \( N \).

Then there is an \( \tilde{h} : N \times I \to M \) with \( \tilde{h}|_{A \times I} = h|_{A \times I} \)

and \( h|_{N \times \{0\}} = f \).

**Proof.** Let \( \rho : N \to [0, 1] \) be \( C^\infty \) with \( \rho|_A = 1 \) and \( \text{supp}(\rho) \subseteq U \). Then \( \tilde{h} : N \times I \to M \) defined by

\[
\tilde{h}(x, t) := \begin{cases} f(x, 0) & \text{for } x \notin \text{supp}(\rho) \\ h(x, \rho(x) t) & \text{for } x \in U \end{cases}
\]

satisfies the desired.

### 27.26 Globalization lemma. [65, p.53, 2.2.11].

Let \( X \) be a set and \( \mathcal{B} \) a set of subsets of \( X \) that contains \( X \) and is closed under taking unions. Furthermore, let \( \Phi \) be a functor of the inclusion-ordered category \( \mathcal{B} \) to the category of sets, so there is a mapping \( \Phi(B_2) \to \Phi(B_1) \) for \( B_2 \supseteq B_1 \) in \( \mathcal{B} \).

Assume that the functor is continuous, i.e. if \( \mathcal{B}' \subseteq \mathcal{B} \) is linearly ordered, then

\[
\Phi(\bigcup_{B \in \mathcal{B}'} B') = \lim_{B' \in \mathcal{B}'} \Phi(B) := \left\{ x \in \prod_{B \in \mathcal{B}'} \Phi(B) : x_B \xrightarrow{\Phi} x_B \text{ for all } B' \supseteq B \text{ in } \mathcal{B}' \right\}
\]

and is locally extendable, i.e.

\[
\forall x \in X \exists B \in \mathcal{B} \forall B \in \mathcal{B} : \Phi(B) = \Phi(B) \text{ is onto and } x \in B_x.
\]

Then \( \Phi(X) \to \Phi(B) \) is onto for all \( B \in \mathcal{B} \).

If the functor \( \Phi \) is in addition not trivial, i.e. \( \exists B \in \mathcal{B} \text{ with } \Phi(B) \neq \emptyset \), then \( \Phi(B) \neq \emptyset \) for each \( B \in \mathcal{B} \).

**Proof.** Let \( B_0 \in \mathcal{B} \) and \( y_0 \in \Phi(B_0) \). Then \( \mathcal{M} := \{(B, y) : B_0 \subseteq B \in \mathcal{B}, y \in \Phi(B), y \mapsto y_0\} \) is partially ordered by \((B_1, y_1) \leq (B_2, y_2) :\iff B_1 \subseteq B_2 \) and \( y_2 \mapsto y_1 \).
27. Orientability

Each linearly ordered subset \( \mathcal{M}_0 \) of \( \mathcal{M} \), because of the continuity of \( \Phi \), has a maximal element \( (B_\infty,y_\infty) \) with \( B_\infty := \bigcup B_0 \), where \( B_\infty := \bigcup_{M \in \mathcal{M}_0} \text{pr}_1(M) \) and \( y_\infty := (\text{pr}_2(M))_{M \in \mathcal{M}_0} \lim_{B \to B_0} \Phi(B) = \Phi(B_\infty) \).

According to Zorn’s Lemma, there is a maximal element of \( \mathcal{M} \), which we again refer to as \( (B_\infty, y_\infty) \). Suppose \( B_\infty \subseteq X \). Let \( x \in X \setminus B_\infty \). Since \( \Phi \) is locally extendable a \( B_x \in B \) exists with \( x \in B_x \) and \( \Phi(B \cup B_x) \to \Phi(B) \) onto for all \( B \in B \). Let \( B' := B_\infty \cup B_x \supseteq B_\infty \cup \{x\} \supseteq B_\infty \) and \( y' \) be an inverse image in \( \Phi(B') \) of \( y_\infty \in \Phi(B_\infty) \). Then \( (B', y') \) contradicts the maximality.

If \( \Phi(B_0) \neq \emptyset \), then also \( \Phi(X) \neq \emptyset \) because \( \Phi(X) \to \Phi(B_0) \) is onto, and hence \( \Phi(B) \neq \emptyset \) for each \( B \in B \), since by assumption there is a mapping \( \Phi(X) \to \Phi(B) \).

27.27 Theorem. [65, p.90, 4.1.5].

Each vector bundle \( p : E \to M \times I \) is isomorphic to \( E|_{M \times \{0\}} \times I \).

In the following we will briefly write \( E|_M = \text{ins}_M(E) \) instead of \( E|_{M \times \{0\}} \), if it is clear that this pull-back is meant with respect to the insertion \( \text{ins} \). The isomorphism in the theorem can be chosen as identity on \( E|_M \):

\[
\begin{array}{cccc}
E & \xrightarrow{\sim} & E|_M \times I & \xrightarrow{\sim} & E|_{M \times I} \\
& & \text{ins}_M & & \\
E|_M & \xrightarrow{\sim} & E|_{M \times I} & \xrightarrow{\sim} & E|_{M \times I} \\
M \times I & \xrightarrow{\sim} & M \times I & \xrightarrow{\sim} & M \\
& & \text{ins}_M & & \\
M & \xrightarrow{\sim} & M & \xrightarrow{\sim} & M
\end{array}
\]

Proof. We consider a locally finite covering \( A \) with closed sets \( A \subseteq M \), for which \( E \) is trivial along a neighborhood of \( A \times I \): Coverings with such sets exist because of 27.24 and they can be chosen locally finite because \( M \) is paracompact. Let \( B \) be the set of all (automatically closed, see [98, EX6]) unions of subsets of \( A \).

For \( B \in B \), we consider pairs \( (f, \tilde{B}) \), where \( \tilde{B} \subseteq M \) is an open neighborhood of \( B \), and \( f : E|_{\tilde{B} \times I} \cong E|_{\tilde{B} \times I} \times I \) is a VB isomorphism whose restriction to \( E|_{\tilde{B} \times \{0\}} \) is the identity. With \( \Phi(B) \) we denote the set of germs of such VB isomorphisms, i.e. the equivalence classes of such pairs, where \( (f_1,B_1) \sim (f_2,B_2) \) if a neighborhood \( \tilde{B} \subseteq \tilde{B}_1 \cap \tilde{B}_2 \) of \( B \) exists with \( f_1|_{\tilde{B} \times I} = f_2|_{\tilde{B} \times I} \). Obviously the functor \( \Phi \) is continuous and it is locally extendable: Namely let \( A \subseteq \mathcal{A} \) and \( B \in B \). Then we have to show that \( \Phi(B \cup A) \to \Phi(B) \) is onto, i.e. that the germ of a vector bundle isomorphism \( f : E \cong E|_{M \times I} \) over \( B \times I \) can be extended to one over \( (B \cup A) \times I \).

Let \( f : E|_{\tilde{B}_1 \times I} \cong E|_{\tilde{B}_2} \times I \) be the vector bundle isomorphism with open \( \tilde{B} \supseteq B \). By assumption, \( E|_{\tilde{A} \times I} \cong (\tilde{A} \times I) \times \mathbb{R}^k \) for an open \( \tilde{A} \supseteq A \). In order to extend \( f \) to a germ over \( (B \cup A) \times I \), it suffices to extend the restricted germ of \( f \) over \( (B \cap A) \times I \) to one over \( A \). With \( E|_{\tilde{A} \times I} \) also \( E|_{\tilde{A}}, E|_{(\tilde{A} \cap \tilde{B}) \times I}, \text{ and } E|_{\tilde{A} \cap \tilde{B}} \) are trivial bundles, and the restriction of \( f \) between the latter two bundles is a VB isomorphism, which is thus described by a map \( g : (A \cap B) \times I \to GL(k) \) with \( g(z,0) = \text{id} \forall z \). By 27.25, its germ on \( (A \cap B) \times I \) can be expanded to a map \( \tilde{g} : \tilde{A} \times I \to GL(k) \), which in turn defines a VB isomorphism \( E|_{\tilde{A} \times I} \cong E|_{\tilde{A}} \times I \), that extends the germ from \( f \) to \( (B \cap A) \times I \).

Because of 27.24 the functor \( \Phi \) is not trivial and hence, by 27.26, \( \Phi(M) \neq \emptyset \) and \( f : E \to E|_{M \times I} \) is a VB-isomorphism for (each) \( (f,M) \in \Phi(M) \). 
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27.28 Proposition (The pull-back is homotopy invariant). [65, p.97, 4.2.4].
Let \( f_0, f_1 : N \to M \) be homotopic and \( p : E \to M \) be a vector bundle.
Then \( f_0^* E \cong f_1^* E \) as vector bundles over \( N \).

Proof. Let \( H : N \times I \to M \) be a homotopy between \( f_0 \) and \( f_1 \). For \( j \in \{0, 1\} \), we have \( H^* E \cong (H^* E)|_{N \times \{j\}} \times I \cong \text{ins}^*_j (H^* E) \times I = f_j^* E \times I \) by 27.27 and thus
\[
f_0^* E \cong \left( f_0^* E \times I \right)|_N \cong \left( f_1^* E \times I \right)|_N \cong f_1^* E.
\]

27.29 Corollary. [65, p.97, 4.2.5].
Every vector bundle over a contractible space is trivial.

Proof. For contractible spaces \( M \), the identity \( \text{id} \) on \( M \) is homotopic to a constant mapping \( \text{const}_{x_0} \). By 27.28 \( E = \text{id}^* E \cong \text{const}^*_{x_0} E = M \times E_{x_0} \), thus is trivial. \( \square \)

27.30 Definition (Function space topologies).
For \( 0 \leq r < \infty \) we need two types of topologies on the space \( C^r(M,N) \) of \( C^r \)-mappings between manifolds \( M \) and \( N \), which we assume to be \( \sigma \)-compact:
The coarse (or compact open) \( C^r \)-topology has as neighborhood basis of \( f \in C^r(M,N) \) the sets
\[
\left\{ g \in C^r(M,N) : g(K) \subseteq \text{im} \psi \quad \forall x \in K \quad \forall k \leq r : \quad \left\| (\psi^{-1} \circ g \circ \varphi)^{(k)}(x) - (\psi^{-1} \circ f \circ \varphi_i)^{(k)}(x) \right\| < \varepsilon \right\},
\]
where \( \varphi \) is a chart of \( M \), \( \psi \) is one of \( N \), \( K \subseteq \text{im} \varphi \) is compact with \( f(K) \subseteq \text{im} \psi \), and \( \varepsilon > 0 \).

The fine or Whitney \( C^r \)-topology has as neighborhood basis of \( f \in C^\infty(M,N) \) the sets
\[
\left\{ g \in C^\infty(M,N) : g(K_i) \subseteq \text{im} \psi_i \quad \forall i \quad \forall x \in K_i \quad \forall k \leq r : \quad \left\| (\psi_i^{-1} \circ g \circ \varphi_i)^{(k)}(x) - (\psi_i^{-1} \circ f \circ \varphi_i)^{(k)}(x) \right\| < \varepsilon_i \right\},
\]
where \( \varphi_i \) are charts of \( M \) whose images form a locally finite family, \( \psi_i \) are charts of \( N \), \( K_i \subseteq \text{im} \varphi_i \) are compact with \( f(K_i) \subseteq \text{im} \psi_i \), and \( \varepsilon_i > 0 \).

The coarse (resp. fine) \( C^\infty \)-topology on \( C^\infty(M,N) \) is defined as initial topology with respect to the corresponding \( C^r \)-topologies for \( r \in N \).

On \( C^r(M,N) \), for \( 0 \leq r \leq \infty \), the course \( C^r \)-topology is completely-metrizable, see [65, p.62, 2.4.4.a], and the fine \( C^\infty \)-topology has the Baire property, see [65, p.62, 2.4.4.b]. Recall that a subset \( B \subseteq X \) of a topological space \( X \) is called
- nowhere dense iff the interior of its closure is empty;
- meager iff it is a countable union of nowhere dense subsets, or equivalently, iff it is contained in the countable union of closed sets with empty interior;
- residual iff it is the complement of a meager subset, or equivalently, if contains a countable intersection of open and dense subsets of \( X \).
A topological space is called Baire iff every residual subset is dense, or equivalently, iff every meager subset has empty interior.

27.31 Transversality Theorem of Thom. [65, p.74] or [47, 4.12].
Let $M$ and $N$ be smooth manifolds and $L \subseteq N$ be a regular submanifold.

1. Then, the set $\mathcal{N}(M,N)$ of the smooth mappings $M \to N$ being transversal to $L$ is residual and hence dense in $C^\infty(M,N)$ with respect to the coarse and also the Whitney $C^\infty$-topologies.

2. If $L$ is closed in $N$ and $A$ is a closed subset of $M$, then the set $\mathcal{N}^L_A(M,N)$ of smooth mappings $M \to N$ being transversal to $L$ along $A$ is open and dense in $C^\infty(M,N)$ with respect to the Whitney $C^\infty$-topology and for compact $A$ also with respect to the coarse $C^\infty$-topology.

Here a mapping $f \in C^\infty(M,N)$ is called transversal to $L$ along $A$ if $T_f(x)N = T_f(x)L + \text{im} T_x f$ for each $x \in A$ with $f(x) \in L$. For the proof we need some preparation:

27.32 Globalization lemma for denseness. [65, p.75, 3.2.2].
For manifolds $M$ and $N$ and $r \in \mathbb{N}$ let a mapping $\Phi$ be given, which associates to each tuple $(A,U,V)$ of open subsets $U \subseteq M$, $V \subseteq N$ and closed $A \subseteq M$ with $A \subseteq U$ a subset $\Phi_A(U,V) \subseteq C^r(U,V)$ with the following properties:

**Functorality:** For such tuples $(A,U,V)$ and $(A',U',V')$ with $A' \subseteq A$, $U' \subseteq U$ and $V' \subseteq V$ we have $(f|_{U'}) : f \in \Phi_A(U,V)$ and $f(U') \subseteq \Phi_{A'}(U',V')$.

**Localization:** For each tuple $(A,U,V)$, we have that $f \in C^r(U,V)$ is in $\Phi_A(U,V)$ if there are such tuples $(A_i,U_i,V_i)$ and $f_i \in \Phi_{A_i}(U_i,V_i)$ with $A \subseteq \bigcup_i A_i$ and $f = f_i$ on a neighborhood of $A_i$ for all $i$.

**Local open and denseness:** There are open coverings $\mathcal{U}$ of $M$ and $\mathcal{V}$ of $N$, such that for tuple each $(A,U,V)$ as above but with $A$ compact and $U$ and $V$ contained in elements of $\mathcal{U}$ and $\mathcal{V}$ the set $\Phi_A(U,V)$ is open and dense in $C^r(U,V)$ in the coarse $C^r$-topology.

Then for closed subsets $A \subseteq M$ we have:

1. $\Phi_A(M,N)$ is open and dense in $C^\infty(M,N)$ for the Whitney $C^r$-topology.

2. If $A$ is compact, then $\Phi_A(M,N)$ is open (and dense) for the coarse $C^r$-topology.

**Proof.** By assumption, open coverings $\mathcal{U}$ of $M$ and $\mathcal{V}$ of $N$ exist with $\Phi_K(U,V) \subseteq C^r(U,V)$ open and dense with respect to the coarse topology provided $K \subseteq U$ is compact and $U$ and $V$ are contained in elements of $\mathcal{U}$ and $\mathcal{V}$.

**Openness:** Let $f \in \Phi_A(M,N)$. The sets $U \cap f^{-1}(V)$ with $U \in \mathcal{U}$ and $V \in \mathcal{V}$ form a covering of $M$ and can therefore be refined to a locally finite countable covering $\{U_i : i \in A\}$ because of paracompactness, and if $A$ is compact already a finite index set $A$ is enough to cover $A$. We may choose compact $K_i \subseteq U_i$ which also cover $A$. Let $V_i$ be the corresponding $V \in \mathcal{V}$ with $U_i \subseteq U \cap f^{-1}(V)$. Put

$$C := \{ g \in C^\infty(M,N) : g|_{U_i} \in \Phi_{K_i}(U_i,V_i) \text{ for all } i \}.$$ 

Because of localization, $C \subseteq \Phi_A(M,N)$, and due to functorality, $f \in C$. By the openness of $\Phi_{K_i}(U_i,V_i) \subseteq C^r(U_i,V_i)$ in the coarse $C^r$-topology, $C \subseteq \Phi_A(M,N) \subseteq C^r(U,V)$ is also open in the coarse $C^r$-topology (for finite $A$), respectively in the Whitney $C^r$-topology.
Denseness Let \( f \in C^\infty(M, N) \) and
\[
C := \left\{ g \in C^\infty(M, N) : g(K_i) \subseteq V_i \text{ and } \forall i \forall x \in K_i, \forall k \leq r: \left\| (\psi_i^{-1} \circ g \circ \varphi_i)(k)_x - (\psi_i^{-1} \circ f \circ \varphi_i)(k)_x \right\| < \varepsilon_i \right\},
\]
a typical neighborhood in the Whitney topology, i.e. \( \varphi_i \) are charts of \( M \) whose images \( U_i := \operatorname{im} \varphi_i \) form a locally finite family and are w.l.o.g. subsets of elements of \( U \); the \( K_i \subseteq U_i \) are compact and w.l.o.g. a covering of \( A \); \( \psi_i \) are charts of \( N \) with \( f(K_i) \subseteq V_i := \operatorname{im}(\psi_i) \) and w.l.o.g. the \( V_i \) are subsets of elements of \( V \) and \( \operatorname{dom} \psi_i \subseteq \mathbb{R}^n \) are convex; and finally \( \varepsilon_i > 0 \).

For fixed \( i \in \Lambda \), let \( U := U_i \cap f^{-1}(V_i) \), i.e. \( K_i \subseteq U \). Let \( \rho \in C^\infty(M, [0, 1]) \) with \( \rho = 1 \) locally around \( K_i \) and \( \operatorname{supp}(\rho) \) compact in \( U \). For \( g \in C^\infty(U, V_i) \) the mapping
\[
\Gamma(g) : x \mapsto \begin{cases} f(x) + \rho(x)(g(x) - f(x)) & \text{for } x \in U \\ f(x) & \text{for } x \notin \operatorname{supp}(\rho) \end{cases}
\]
in well-defined in \( C^\infty(M, N) \), where we identified \( V_i \) with the convex domain of \( \psi_i \). If \( g \to f|_U \) with respect to the coarse topology, then \( \Gamma(g) \to f \) in the Whitney \( C^r \)-topology because the net only varies on the compact set \( \operatorname{supp}(\rho) \subseteq U \). Since \( \Phi_{K_i}(U, V_i) \) is dense by the local denseness property, we may choose \( g \in \Phi_{K_i}(U, V_i) \) close enough to \( f \) and hence \( \Gamma(g) \in C \). Because of \( g = \Gamma(g) \) locally around \( K_i \), we have \( \Gamma(g) \in \Phi_{K_i}(M, N) \) by the localization property. Thus, \( \Phi_{K_i}(M, N) \) is (open and) dense in \( C^\infty(M, N) \) with respect to the Whitney topology, hence \( \bigcap_i \Phi_{K_i}(M, N) \subseteq \Phi_A(M, N) \) is residual and thus dense by the Baire property (see [65, p.62, 2.4.4.b]).

27.33 Lemma. [65, p.76, 3.2.3].
Let \( K \) be a compact subset of a manifold \( M \) and \( 1 \leq r < \infty \). Then
\[
\mathcal{h}^{R_k}_K(M, \mathbb{R}^n) := \left\{ f \in C^\infty(M, \mathbb{R}^n) : f \text{ is transversal along } K \text{ to } \mathbb{R}^k \subseteq \mathbb{R}^n \right\}
\]
is open and dense in \( C^\infty(M, \mathbb{R}^n) \) with respect to the coarse \( C^r \)-topology.

Note that the same proof works for the closed half space \( \{ (x_1, \ldots, x_k) \in \mathbb{R}^k : x_1 \geq 0 \} \) instead of \( \mathbb{R}^k \).

Proof. Let \( \operatorname{pr} : \mathbb{R}^n \to \mathbb{R}^n/\mathbb{R}^k \) be the canonical projection. For \( x \in M \), the map \( f \in C^\infty(M, \mathbb{R}^n) \) is transversal to \( \mathbb{R}^k \) along \( \{ x \} \) if and only if \( f(x) \notin \mathbb{R}^k \) or \( x \) is a regular point of \( \operatorname{pr} \circ f \).

Openness: Let \( f \) be transversal to \( \mathbb{R}^k \) along \( K \). Then every point \( x \in K \) has a neighborhood \( K_x \) s.t. \( f(K_x) \cap \mathbb{R}^k = \emptyset \) or each point in \( K_x \) is a regular point of \( \operatorname{pr} \circ f \). Thus there is a finite covering with such compact sets \( K_i \). The set of all \( g \in C^\infty(M, \mathbb{R}^n) \), satisfying this condition on \( K_i \), is open in the coarse \( C^1 \)-topology and contained in \( \mathcal{h}^{R_k}_K(M, \mathbb{R}^n) \). So \( \mathcal{h}^{R_k}_K(M, \mathbb{R}^n) = \bigcap_i \mathcal{h}^{R_k}_{K_i}(M, \mathbb{R}^n) \) is open.

Denseness: Let \( f \in C^\infty(M, \mathbb{R}^n) \). Then, by Proposition [11.15] of Sard, there is a sequence \( y_i \to 0 \) in \( \mathbb{R}^n \) for which \( \operatorname{pr}(y_i) \) is a regular value of \( \operatorname{pr} \circ f \). Then the sequence of functions \( f_i := f - y_i \in C^\infty(M, \mathbb{R}^n) \) converges to \( f \) in the coarse topology, and \( f_i \) is transversal to \( \mathbb{R}^k \) along \( K \), because if \( f_i(x) \in \mathbb{R}^k \), i.e. \( \operatorname{pr}(f_i(x)) = \operatorname{pr}(y_i) \), then \( x \) is a regular point of \( \operatorname{pr} \circ f \).

Proof of [27.31]. Let \( L \subseteq N \) be a regular submanifold and closed for the moment. Then
\[
\Phi_A(U, V) := \mathcal{h}^{R_k}_A(U, V) := \left\{ f \in C^\infty(U, V) : f \text{ is transversal along } A \text{ to } L \cap V \right\}
\]
fulfills the requirements of \([27.32]\).

**Functorality:** Let \((A, U, V)\) and \((A', U', V')\) be corresponding tuples with \(A' \subseteq A, U' \subseteq U\) and \(V' \subseteq V\).

Then obviously \(\{ f_{ij} : f \in \mathfrak{h}_A^L(U, V) \land f(U') \subseteq V' \} \subseteq \mathfrak{h}_{A'}^L(U', V')\).

**Localization:** Let \((A, U, V)\) as well as \((A_i, U_i, V_i)\) be corresponding tuples with \(A \subseteq \bigcup_i A_i\). Furthermore, let \(f \in C^\infty(U, V)\) and \(f_i \in \Phi_{A_i}(U_i, V_i)\) with \(f = f_i\) locally around \(A_i\). Then \(f \in \Phi_{A_i}(U, V)\), because let \(f(x) \in L\) for an \(x \in A\), then \(x \in A_i \subseteq U_i\) for some \(i\) and \(\text{im}(T_x f) = \text{im}(T_x f_i)\) together with \(T_{f(x)}(L \cap V) = T_{f_i(x)}(L \cap V)\) generates \(T_{f(x)}V\).

**Local open and denseness:** Let \(U \subseteq M\) open, \(V\) a chart that describes \(L\) as submanifold or has empty intersection with it (i.e. w.l.o.g. \(V \subseteq \mathbb{R}^n\) is open and \(L \cap V = \mathbb{R}^k \cap V\) and let \(A \subseteq U\) be compact. According to Lemma \([94, 27.33]\), \(\mathfrak{h}_A^L(U, \mathbb{R}^n)\) is open and dense in \(C^\infty(U, \mathbb{R}^n)\) with respect to the coarse \(C^r\)-topology for \(1 \leq r < \infty\), so also \(\Phi_{A}(U, V) = \mathfrak{h}_A^L(U, V) = \mathfrak{h}_A^L(U, \mathbb{R}^n) \cap C^\infty(U, V)\) in the topological subspace \(C^\infty(U, V)\) of \(C^\infty(U, \mathbb{R}^n)\). Denseness can be seen as follows: Approximate \(f \in C^\infty(U, V)\) by some \(g \in \mathfrak{h}_A^L(U, \mathbb{R}^n)\), which we may assume to have locally around \(A\) values in \(V\), and then modify \(g\) outside of \(A\) so that it is still in this neighborhood of \(f\) but has there also values in \(V\).

Thus, by \([27.32]\) the set \(\mathfrak{h}_A^L(M, N)\) is open and dense in the Whitney \(C^r\)-topology on \(C^\infty(M, N)\) and if \(A\) is compact also in the coarse one. Since the corresponding \(C^\infty\)-topologies are the union of these \(C^r\)-topologies, the result follows for them as well. This proves \(27.31.2\).

If \(L\) is not closed, then we choose a countable family of compact submanifolds \(L_i\) with boundary (the image of compact balls under charts) with \(L = \bigcup_i L_i\). Then \(\mathfrak{h}_A^L(M, N) = \bigcap_i \mathfrak{h}_A^{L_i}(M, N)\) is residual.

Concerning the coarse topology, we use a covering of \(A\) with countably many compact sets of \(A_j\). Then \(\mathfrak{h}_A^{L_j}(M, N) = \bigcap_i \mathfrak{h}_A^{L_i}(M, N)\), where \(\mathfrak{h}_A^{L_i}(M, N) \subseteq C^{\infty}(M, N)\) is open and dense in coarse topology by what was shown above.

\(27.34\) Lemma. \([19, p.160, 14.8]\).

Let \(f : M \to \mathbb{R}^n\) be continuous and, as germ on a closed subset \(A \subseteq M\), smooth. Then, arbitrarily close to \(f\) (in the fine \(C^0\)-topology) there is a smooth mapping \(\tilde{f}\) with \(\tilde{f} = f\) on \(A\).

**Proof.** Let \(\varepsilon : M \to \mathbb{R}\) be continuous with \(\varepsilon(x) > 0\) for all \(x\). Let \(f\) be \(C^\infty\) on a neighborhood \(U_{\infty}\) of \(A\). For each \(x \notin A\) let \(U_x := \{ x' \in M \cap A : |f(x') - f(x)| < \varepsilon(x') \}\), an open neighborhood of \(x\). Let \(\{ \rho_x : x \in \{ \infty \} \cup (X \setminus A) \}\) be a partition of unity subordinated to the covering \(\{ U_{\infty} \} \cup \{ U_x : x \in M \setminus \{ \infty \} \}\) and let \(\tilde{f} := \rho_\infty \cdot f + \sum_{x \neq \infty} \rho_x \cdot f(x)\). Clearly, \(\tilde{f}\) is \(C^\infty\), \(\tilde{f} = f\) on \(A\), and for \(x' \notin A\):

\[
|\tilde{f}(x') - f(x')| = \left| \rho_\infty(x') f(x') + \sum_{x \neq \infty} \rho_x(x') f(x) - f(x') \sum_{x} \rho_x(x') \right| \\
\leq \sum_{x \neq \infty} |f(x') - f(x)| \cdot \rho_x(x') \leq \varepsilon(x') \sum_{x} \rho_x(x') = \varepsilon(x').
\]

The VB-monomorphisms \(\varphi : M \times \mathbb{R}^k \to M \times \mathbb{R}^s\) obviously correspond bijectively to the smooth mappings \(\varphi^{ij} : M \to L_k(k, s)\). For these the following holds:

\(27.35\) Theorem. \([65, p.78, 3.2.6]\).
27. Orientability

Let $M$ be a $m$-dimensional manifold and $A \subseteq M$ closed.

Then any smooth germ $M \ni A \to L_k(k,s)$ with $s \geq m + k$ can be extended to a smooth mapping $M \to L_k(k,s)$.

**Proof.** By the extension theorem of Tietze $f$ can be extended to a continuous mapping $\tilde{f}: M \to L(\mathbb{R}^k, \mathbb{R}^s) =: L(k,s)$. By [27.34.1] we may choose $\tilde{f}$ smooth. For $x \in A$ let $2\varepsilon_x := d(f(x), L_k(k,s) \setminus L_k(k,s)) > 0$ and $U_x := \{y \in M : |\tilde{f}(y) - f(x)| < \varepsilon_x\} := \tilde{f}^{-1}(U_{\varepsilon_x}(f(x)))$. There is a locally finite countable refinement by relatively compact charts $U_i$. Choose $\rho \in C^\infty(M, [0,1])$ with $\rho = 1$ locally around $A$ and $\operatorname{supp} \rho \subseteq \bigcup_i U_i$ and choose compact subsets $K_i \subseteq U_i$, s.t. $\operatorname{supp} \rho \subseteq \bigcup_i K_i$. We have $L(k,s) \setminus L_k(k,s) = \bigcup_{r < k} L_r(k,s)$, where $L_r(k,s)$ is a $(r + s - r)$-dimensional submanifold of $L(k,s)$ by [3.8.1]. By [27.31.1] we find $g : M \to L(k,s)$ in the Whitney-$C^0$-neighborhood $\{g : |g(x) - \tilde{f}(x)| < \varepsilon_i \forall x \in K_i\}$ being transversal to $L_r(k,s)$ for all $r < k$. Because of

$$\dim L(k,s) - \dim L_r(k,s) = ks - r(k + s - r) = (k - r)(s - r) \geq (k - (k - 1))(s - (k - 1)) = s - k + 1 \geq m + 1 > m$$

this is only possible if $g$ does not meet the set $\bigcup_{r < k} L_r(k,s)$, i.e. $g(M) \subseteq L_k(k,s)$. Thus $\tilde{g} := \rho \cdot \tilde{f} + (1 - \rho) \cdot g : M \to L(k,s)$ is the desired mapping:

In fact, $\tilde{g} = \tilde{f}$ on $A$ and $\tilde{g} = g$ on $M \setminus \bigcup_i K_i$. Whereas, for $y \in K_i$, $\forall U_i \subseteq U_x$, we also have $\tilde{g}(y) \in L_k(k,s)$ because

$$|\tilde{g}(y) - f(x_i)| \leq |(\tilde{g} - \tilde{f})(y)| + |\tilde{f}(y) - f(x_i)| = (1 - \rho(y))|g(x) - \tilde{f}(y)| + |\tilde{f}(y) - f(x_i)| < 2\varepsilon_i.$$

Note that on order that $\tilde{g}$ is not only an extension of $f|A$ but even of the germ of $f$ along $A$, we only have to replace $A$ by a closed neighborhood contained in the domain of $f$.

27.36 Proposition (Extending germs of VB-monos). [65, p.99, 4.3.1].

Let $E \to M$ be a vector bundle with fiber dimension $k$ and $m$-dimensional base $M$. Let furthermore, $A$ be closed and $U \supseteq A$ open in $M$ and $\varphi : E|_U \to U \times \mathbb{R}^s$ be a VB-monomorphism with $k + m \leq s$. Then, there exists a VB-monomorphism $\tilde{\varphi} : E \to M \times \mathbb{R}^s$ which coincides with $\varphi$ on a neighborhood of $A$.

**Proof.** If $E \to M$ is trivial, then $\varphi$ defines a mapping $U \to L_k(k,s)$. Because of $s \geq m + k$, there is an extension $M \to L_k(k,s)$ of the germ of this mapping by [27.35.1]. Thus, we get a VB-monomorphism $E = M \times \mathbb{R}^k \to M \times \mathbb{R}^s$ over $\text{id}_M$.

The general case follows by applying the globalization lemma [27.26.1]: Namely, let $B_0$ be a locally finite covering of $M$ by closed sets $B_0 \subseteq M$, for which $E|_{U_0}$ is trivial for some neighborhood $U_0$ of $B_0$. Let $B$ be the set of all (automatically closed) unions of sets from $B_0$. For $B \in B$, let $\Phi(B)$ be the set of germs of VB-monomorphisms over $B$, i.e. there exists a neighborhood $V \subseteq M$ of $B$ and a VB-homomorphism $\varphi : E|_V \to V \times \mathbb{R}^s$, such that $\varphi$ coincides over a neighborhood $W \subseteq U \cup V$ of $A \cap B$ with $\varphi$. By shrinking $U$ and $V$ we may assume that $W = U \cap V$ and hence $\varphi$ on $E|_V$ extends via $\varphi$ on $E|_U$ to a VB-monomorphism $E|_{U \cup V} \to (U \cup V) \times \mathbb{R}^s$; in fact, $A' := A \setminus W$ and $B' := B \setminus W$ are disjoint closed subsets, so there exist disjoint open neighborhoods $U'$ and $V'$ by normality. Hence $U'' := U' \cup W$ and $V'' := V' \cup W$ are open neighborhoods of $A$ and $B$ (e.g. $U'' \supseteq A' \cup W = (A \setminus W) \cup W \supseteq A$) and $U'' \cap V'' = (U' \cap V') \cup W = \emptyset \cup W = W$.

The functor $\Phi$ is obviously not trivial and continuous. It is also locally extendible: Namely let $x \in B_0 \in B_0$, i.e. $E|_{U_0}$ is trivial for some neighborhood $U_0$ of $B_0$. Let $B \in B$ and $\varphi \in \Phi(B)$, i.e. $\varphi$ has as representant a VB-monomorphism
\( \tilde{\varphi} : E|_{V \cup U} \to (V \cup U) \times \mathbb{R}^s \) for neighborhoods \( U \) of \( A \) and \( V \) of \( B \) which extends the germ \( \varphi : E|_U \to U \times \mathbb{R}^s \). Since \( E|_{U_0} \) is trivial, we may extend the germ of the VB-monomorphism \( \tilde{\varphi} \) over the closed set \((A \cup B) \cap B_0 \) to a VB-monomorphism over \( U_0 \) by the special case and as before we may assume that it agrees with \( \tilde{\varphi} \) on the intersection of neighborhoods of \( A \cup B \) and of \( B_0 \), thus describes together with \( \tilde{\varphi} \) the germ of a VB-homomorphism over \( A \cup B \cup B_0 \), i.e. an element in \( \Phi(B \cup B_0) \) with image \( \tilde{\varphi} \in \Phi(B) \).

Hence, the result follows from \(27.26\).

**27.37 Proposition.** \([65, \text{p.}100, 4.3.2]\).

Let \( E \to M \times I \) be a vector bundle with fiber dimension \( k \) and \( m \)-dimensional \( M \). For \( s > k + m \) and \( i \in \{0,1\} \), let \( \varphi_i : E|_{M \times \{i\}} \to (M \times \{i\}) \times \mathbb{R}^s \) be a VB-monomorphism. Then there is an extension \( \varphi : E \to M \times I \times \mathbb{R}^s \) of \( \varphi_0 \cup \varphi_1 \) to a VB-monomorphism over \( M \times I \).

**Proof.** By \(27.27\), we may extend each \( \varphi_i \) to a VB-monomorphism

\[
E \cong E|_{M \times \{i\}} \times I \to \tilde{\varphi}_i \times I \to (M \times \{i\}) \times \mathbb{R}^s \times I \cong (M \times I) \times \mathbb{R}^s.
\]

This gives us an extension \( \varphi : E|_U \to U \times \mathbb{R}^s \) to a VB-monomorphism over the open neighborhood \( U := M \times (I \setminus \{\frac{1}{2}\}) \) of \( A := M \times \{0,1\} \subseteq M \times I \). Its germ over \( A \) can be extended into a global VB-monomorphism by \(27.36\).

**27.38 Theorem.** \([65, \text{p.}100, 4.3.4]\).

Let \( M \) be an \( m \)-dimensional manifold.

For \( s \geq k + m \) and each vector bundle \( E \to M \) with fiber dimension \( k \), there is a classifying mapping \( g : M \to G(k,s) \), i.e. \( E \cong g^*(E(k,s)) \).

For \( s > k + m \) the assignment \( g \mapsto g^*(E(k,s)) \) is a bijection between the homotopy classes of maps \( g \in C^\infty(M, G(k,s)) \) and isomorphism classes of vector bundles \( E \to M \) of fiber dimension \( k \).

**Proof.** By \(27.28\) taking the pull-back is a well-defined mapping \( g \mapsto g^*(E(k,s)) \) for the corresponding classes, i.e. homotopic mappings induce isomorphic pull-backs.

By \(27.36\) there exists a VB-monomorphism \( E \to M \times \mathbb{R}^s \) for \( s \geq m + k \) and thus by \(27.23\) a classifying mapping \( g : M \to G(k,s) \). This shows the surjectivity.

**Injectivity:** Let two bundles over \( M \) be isomorphic and \( g \) a classifying mapping of one of the two bundles. Then, of course, this also classifies the other bundle. Remains to show that each two classifying maps \( g^i : M \to G(k,s) \) of a vector bundle \( E \to M \) are homotopic. As such they induce VB-monomorphisms \( \varphi^i : E \cong (g^i)^*(E(k,s)) = M \times G(k,s) \xrightarrow{E(k,s)} (M \times G(k,s)) \times \mathbb{R}^s \cong M \times \mathbb{R}^s \) over \( M \) with \( g^i(x) = \text{im}(\varphi^i(x,i)) \). By \(27.37\) the VB-monomorphism \( \varphi^0 \cup \varphi^1 : (E \times I)|_{M \times \{0,1\}} \to E \times \{0,1\} \times \mathbb{R}^s = ((M \times I) \times \mathbb{R}^s)|_{M \times \{0,1\}} \) extends to a VB-monomorphism \( \varphi : E \times I \to (M \times I) \times \mathbb{R}^s \) which induces a homotopy \( g : M \times I \to G(k,s) \) between the \( g^i \) by virtue of \( g(x,t) := \text{im}(\varphi(x,t)) : E_x = (E \times I)(x,t) \to \mathbb{R}^s \).

Now we return to the investigation of orientability.

**27.39 Remarks.**
1. If two of the following three vector bundles are orientable, so is the third one: \( E_1 \to M, E_2 \to M, E_1 \oplus E_2 \to M \). From fiberwise orientations of two of these bundles it is easy to construct an orientation on the third.

2. Let \( E_0 \xrightarrow{\iota} E_1 \xrightarrow{\pi} E_2 \) be a short exact sequence of vector bundles. If two of the bundles are orientable, then also the third one (use that every short exact sequence of vector bundles splits by \( 27.16 \)) that is \( E_1 \cong E_0 \oplus E_2 \), and then apply \( 1 \).

3. If a vector bundle \( E \to M \) is orientable and \( f : N \to M \) is smooth, then the induced bundle \( f^*(E) \to N \) is orientable (choose the orientation of \( E_{f(x)} \) on \((f^*(E))_x \cong E_{f(x)} \)).

4. If 2 of the following 3 objects are orientable, so is the third one: \( E \to M \) as a vector bundle, \( E \) as a manifold, \( M \) as a manifold: Use the short exact sequence \( p^*(E) \to TE \to p^*(TM) \) from \( 27.17 \) as well as \( 2, 3 \) and the fact that \( E \to M \) is the \( 0 : M \to E \)-induced bundle to \( p^*(E) \to E \) and \( TM \to M \) is the \( 0 : M \to E \)-induced bundle to \( p^*(TM) \to E \), so \( M \) is orientable (by \( 27.3 \)) if and only if \( p^*(TM) \to E \) is it, and \( E \) if and only if \( p^*(E) \to E \) is.

5. \( TM \) is always orientable as a manifold; but as a vector bundle \( TM \to M \) is orientable if and only if \( M \) is orientable as a manifold (by \( 27.3 \)).

In the case of \( E = TM \) and \( p = \pi_M \), the sequence from \( 27.17 \) used in \( 4 \) is reduced to \( \pi^*(TM) \to T(TM) \to \pi^*(TM) \), so as a vector bundle \( T^2M \to TM \) is isomorphic to \( \pi^*(TM) \oplus \pi^*(TM) \) and the sum of identical bundles is always orientable: If one chooses the same orientation on the fibers of the two summands, this obviously results in an orientation on the sum, which is independent on the respective choice.

### 27.40 Examples.

1. Vector bundles with one-dimensional fibers are orientable if and only if they are trivial (a trivialization is given by oriented unit (with respect to some metric) vectors). The vector bundle \( \text{Möb} \to S^1 \) is not orientable (since it is not trivial), nor is the Möbius band as manifold after remark \( 27.39.4 \). All 1-dimensional manifolds are orientable.

2. Each complex vector bundle is orientable, because \( GL(\mathbb{C}^n) \subseteq GL_+(\mathbb{R}^{2n}) \) by \( [86, 14.14] \) or also because \( GL(\mathbb{C}^n) \) is connected and contains the orientation preserving identity. The tangent bundle of a complex manifold is a complex vector bundle and therefore orientable. Thus, every complex manifold itself is orientable according to \( 27.3 \).

3. A 2-dimensional manifold is orientable if and only if it carries a complex structure, see \( 29 \).

4. Let \( E \to M \) be a vector bundle with simply connected base manifold \( M \), then the vector bundle \( E \to M \) is orientable (but not necessarily trivial as \( TS^2 \to S^2 \) shows): Along curves in the basis we can prolong the orientation of the fibers independently on the chosen curve, since the base space is simply connected. In particular, any simply connected manifold is orientable.
27. Orientability 27.43

27.41 Lemma (Orientability of inverse images).

Let \( f : M \to N \) be smooth and transversal to a regular submanifold \( L \subseteq N \). If \( M \) and \((TL)^\perp \to L \) are orientable, so is \( f^{-1}(L) \).

If \( L \) is a single point or both \( L \) and \( N \) are orientable, then the normal bundle \((TL)^\perp \to L \) is orientable.

Proof. By definition the fibers of the normal bundle \((TL)^\perp \) are \( T_yN/T_yL \) for \( y \in L \), so we have the short exact sequence \( TL \hookrightarrow (TN)|_L \to (TL)^\perp \) of VB over \( L \).

If \( L \) and \( N \) are orientable, then also the bundles \( TL \to L \) and \( TN \to N \) and thus by 27.39.2 also the pull-back bundle \((TN)|_L \) and finally \((TL)^\perp \to L \) as well by 27.39.3.

The special case for \( L = \{y\} \) follows, since \((TL)^\perp \) is trivial as VB over the single-point space and thus orientable, or also because we can replace \( N \) with an (oriented) chart neighborhood.

\[
\begin{array}{c}
\text{TM} \\
\downarrow \quad \downarrow \\
T(f^{-1}L) \\
\downarrow \quad \downarrow \\
f^{-1}L
\end{array}
\begin{array}{c}
\quad
\begin{array}{c}
\text{TN} \\
\downarrow \quad \downarrow \\
T(N)|_L \\
\downarrow \quad \downarrow \\
f|_L^{-1}
\end{array}
\end{array}
\]

The map is \( T(f^{-1}L) \to (TM)|_L \) a VB monomorphism over \( f^{-1}L \) and furthermore \((TM)|_L \) \( T_f \) \( T(N)|_L \to (TL)^\perp \) a VB epimorphism over \( f|_L^{-1} : f^{-1}L \to L \), because for \( x \in f^{-1}(L), y = f(x) \) and \( \dot{w} \in (TL)^\perp \) there exists a \( w \in T_yN \) with \( \dot{w} = [w] \) and, because of transversality, there exist \( v \in T_xM \) and \( v' \in T_yL \) with \( w = T_xf \cdot v + v' \). So \( [T_xf \cdot v] = [T_xf \cdot v + v'] = [w] = \dot{w} \). Fiberwise the kernel of this epimorphism is \( \{v \in T_xM : [T_xf \cdot v] = 0\} = \{v \in T_xM : T_xf \cdot v \in T_{f(x)}L\} = (T_xf)^{-1}(T_{f(x)}L) = T_x(f^{-1}L) \) by 27.9.

Thus, \( T(f^{-1}L) \to (TM)|_L \to f^{-1}(NL)^\perp \) is a short exact sequence of vector bundles with orientable (according to 27.39.3) vector bundles \((TM)|_L \) and \( f^{-1}(NL)^\perp \). Thus \( T(f^{-1}L) \to f^{-1}L \) is orientable, i.e. \( f^{-1}(L) \) is orientable.

27.42 Examples.

1. Each \( S^n \) is orientable by 27.41.

2. All compact 2-dimensional manifolds in \( \mathbb{R}^3 \) are orientable, see the Classification Theorem 1.2 and exercise [98, 1].

3. \( \mathbb{P}^1 \cong S^1 \) is orientable. The projective surface \( \mathbb{P}^2 \) contains a Möbius strip as an open part, so it (and all the other surfaces of 1.4) is not orientable. In general \( \mathbb{P}^n \) is orientable if and only if \( n \) is odd, see 6.12.5 and 27.44.2.

27.43 The orientation covering.

For manifolds \( M \) let \( M^{or} := \{(p, \omega) : p \in M, \omega \text{ is an orientation on } T_pM\} \). We define an atlas \( A \) for \( M^{or} \) using charts \( \varphi : \text{dom} \varphi \to M^{or}, x \mapsto (\varphi(x), \pm \omega) \), where \( \varphi \) is a chart of \( M \) and \( \omega \) is the orientation induced by \( T\varphi \) from the default orientation on \( \mathbb{R}^n \). Then \( A \) is a \( C^\infty \) atlas on \( M^{or} \), because when \( \varphi \) and \( \psi \) are charts.
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of $M$, then $\varphi_+^{-1} \circ \psi_+$ (and also $\varphi_-^{-1} \circ \psi_-$, etc.) is defined precisely on the open set 
\{ $x \in \mathbb{R}^m : (\varphi^{-1} \circ \psi)'(x)$ is orientation preserving (reversing) \} and coincides there with $\varphi^{-1} \circ \psi$:

$x \in \text{dom}(\varphi_+^{-1} \circ \psi_+)$

$\Leftrightarrow x \in \text{dom}(\varphi^{-1} \circ \psi)$ s.t. $T_x \psi$ and $T_{(\varphi^{-1} \circ \psi)(x)} \varphi$ induce the same orientation

$\Leftrightarrow x \in \text{dom}(\varphi_-^{-1} \circ \psi)$ s.t. $(\varphi^{-1} \circ \psi)'(x)$ is orientation preserving.

Obviously, $\text{pr}_1 : M^\text{or} \to M$ is a two-fold covering map of $M$, the so-called ORIENTATION COVERING of $M$.

The manifold $M^\text{or}$ is oriented, with the orientation on $T_{(p, \omega)} M^\text{or} \cong T_p M$ being just $\omega$.

Furthermore $M$ is orientable $\Leftrightarrow M^\text{or} \cong M \times \{-1, 1\}$, i.e. is trivial:

$(\Rightarrow)$ The embedding $M \hookrightarrow M \times \{-1, 1\} \cong M^\text{or}$ is open so with $M^\text{or}$ also $M$ can be oriented.

$(\Rightarrow)$ If $M$ can be orientated, then there is a specified distinguished orientation $\omega_p$ on $T_p M$. Thus $(p, \pm 1) \mapsto (p, \pm \omega_p)$ provides a trivialization $M \times \{-1, 1\} \cong M^\text{or}$.

27.44 Example.

(1) A two-fold twisted Möbius strip (i.e. a cylinder) is the orientation covering of the Möbius strip.

(2) $S^n = (\mathbb{P}^n)^\text{or}$ for $n$ odd.

28. Integration and the Theorem of Stokes

28.1 Proposition.

$M$ is orientable $\Leftrightarrow \Lambda^{\dim M} T^* M$ is trivial as a vector bundle.

Proof. Let $m := \dim M$.

$(\Rightarrow)$ It suffices to show the existence of a nowhere vanishing section $\omega \in \Omega^m(M)$ (which directly provides us with a global trivialization $\Phi : M \times \mathbb{R} \to \Lambda^{\dim M} T^* M$, $(x, t) \mapsto t \cdot \omega_x$, of the one-dimensional bundle $\Lambda^{\dim M} T^* M \to M$). On the image $U$ of each orientation preserving chart $(u^1, \ldots, u^m)^{-1}$ we can define $\omega_U \in \Omega^m(U)$ by $\omega_U(\frac{\partial}{\partial u^1}, \ldots, \frac{\partial}{\partial u^m}) := 1$. Then $\omega_U(v_1, \ldots, v_m) > 0$ for any positive oriented basis by [25.4]. We choose a covering $U$ of $M$ with such open sets $U$ and associated $\omega_U$, and
28. Integration and the Theorem of Stokes

28.3 Definition (Integration of differential forms).

Let $M$ be an oriented $m$-dimensional manifold and let $\omega \in \Omega^m(M)$ have compact support.

1. If $M = U \subseteq \mathbb{R}^m$ is open then $\omega$ can be written as

$$\omega(x^1, \ldots, x^m) = f(x^1, \ldots, x^m) \, dx^1 \wedge \cdots \wedge dx^m$$

with $f \in C^\infty(U, \mathbb{R})$. The integral is then defined as the usual Riemann integral:

$$\int_M \omega := \int_U f(x^1, \ldots, x^m) \, dx^1 \wedge \cdots \wedge dx^m.$$ 

Note that for orientation preserving diffeomorphisms $g : \mathbb{R}^m \supseteq V \to U \subseteq \mathbb{R}^m$:

$$\int_{g(V)} \omega = \int_V g^*(\omega),$$

because if $\omega = f \, dx^1 \wedge \cdots \wedge dx^m$, then

$$(g^*(\omega))(x) = (f \circ g)(x) \begin{vmatrix} \frac{\partial x^i}{\partial t^j} \end{vmatrix}_{t^i \to x^i} \, dt^1 \wedge \cdots \wedge dt^m$$

by [25.3] and hence the integrals coincide by the transformation formula for multidimensional integrals, see e.g. [82, 7.5.10].
2. If $\text{supp}\, \omega \subseteq \varphi(U)$ for an orientation preserving chart $\varphi : \mathbb{R}^m \supseteq U \rightarrow \varphi(U) \subseteq M$, then we define:

$$\int_M \omega := \int_U \varphi^* (\omega).$$

This definition makes sense, because let $\text{supp}\, \omega \subseteq \varphi(U) \cap \psi(V) =: W$ for charts $\varphi$ and $\psi$ with orientation preserving chart change $g := \varphi^{-1} \circ \psi : \psi^{-1}(W) \rightarrow \varphi^{-1}(W)$. Then

$$\int_U \varphi^* (\omega) = \int_{\psi^{-1}(W)} g^* (\varphi^* (\omega)) = \int_{\psi^{-1}(W)} \psi^* (\omega).$$

3. If $\text{supp}\, \omega$ is arbitrary compact, we choose a finite open covering by chart neighborhoods of $\text{supp}\, \omega$, as well as a partition of unity $\{h_i\}$, which is subordinate to this covering. Then each $h_i \cdot \omega$ has its support contained in some chart, and so we can define using $[2]$,

$$\int_M \omega = \int_M \left( \sum_i h_i \right) \omega := \sum_i \int_M h_i \omega.$$

Again, this definition makes sense, because if $\{g_j\}$ is a second partition of unity, which is subordinate to a finite covering of the support with chart neighborhoods. Then

$$\sum_i \int_M h_i \omega = \sum_i \int_M \left( \sum_j g_j \right) h_i \omega = \sum_j \sum_i \int_M g_j h_i \omega = \sum_j \int_M \left( \sum_i h_i \right) g_j \omega = \sum_j \int_M g_j \omega.$$

28.4 Remark (Densities).

If we want to integrate over non-orientable manifolds, we need something else than $m$ forms. For this we define a one-dimensional vector bundle $\text{vol}(M)$ by using $x \mapsto |\det \psi'(x)| \in GL(1)$ as transition functions for the chart changes $\psi$ of $M$. Sections of $\text{vol}(M)$ are called DENSITIES, which can then be integrated over $M$. If $M$ is orientable, then $\text{vol}(M) \cong \Lambda^m T^* M$.

28.5.

We now approach Stokes’s Theorem: According to the fundamental theorem of Analysis (see, e.g., \cite[5.2.2]{Stok}), $\int_a^b f'(x) dx = f(b) - f(a)$. In particular: $\int_{-\infty}^{\infty} f' = \int_{-\infty}^{0} f' = f(0)$ if supp $f$ is compact and $a \leq \inf(\text{supp}\, f)$.

Lemma (Theorem of Stokes for half-spaces).

Let $H = H^{m+1} := \{(t, x) : t \leq 0, x \in \mathbb{R}^m \}$ be an $(m+1)$-DIMENSIONAL HALF SPACE. The subset $\partial H := \{(0, x) : x \in \mathbb{R}^m \} \cong \mathbb{R}^m$ is called the BOUNDARY of $H$. For each $m$-form $\omega$ on $\mathbb{R}^{m+1}$ with compact support we have

$$\int_H d\omega = \int_{\partial H} \omega := \int_{\partial H} \text{incl}^* \omega,$$

where $\text{incl} : \partial H \hookrightarrow H$ denotes the inclusion.
28. Integration and the Theorem of Stokes

28.6 Proof. For \( \omega \in \Omega^m(\mathbb{R}^{m+1}) \) we have:

\[
\omega = \sum_{i=0}^{m} \omega_i \; dx^0 \wedge \cdots \wedge dx^i \wedge \cdots \wedge dx^m;
\]

\[
d\omega = \sum_{i=0}^{m} \sum_{j=0}^{m} \frac{\partial \omega_i}{\partial x^j} \; dx^j \wedge dx^0 \wedge \cdots \wedge dx^i \wedge \cdots \wedge dx^m + 0
\]

\[
= \sum_{i=0}^{m} \frac{\partial \omega_i}{\partial x^i} (-1)^i \; dx^0 \wedge \cdots \wedge dx^m \Rightarrow
\]

\[
\Rightarrow \int_H d\omega = \sum_{i=0}^{m} \left( -1 \right)^i \int_H \frac{\partial \omega_i}{\partial x^i} \; d(x^0, \ldots, x^m) \; \text{Fubini}
\]

\[
= \int_{\mathbb{R}^m} \left( \int_{-\infty}^{0} \frac{\partial \omega_0}{\partial x^0} (x^0, x^1, \ldots, x^m) \; dx^0 \right) \; d(x^1, \ldots, x^m)
\]

\[
+ \sum_{i=1}^{m} \left( -1 \right)^i \int_H \left( \int_{-\infty}^{+\infty} \frac{\partial \omega_i}{\partial x^i} \; dx^i \right) \; d(x^0, \ldots, x^1, \ldots, x^m)
\]

\[
= \int_{\mathbb{R}^m} \omega_0(0, x^1, \ldots, x^m) \; d(x^1, \ldots, x^m) + 0,
\]

where \( H_i := \{(t, x^1, \ldots, x^i, \ldots, x^m) : t \leq 0\} \) and the second summand is 0 because \( \text{supp} \omega \) is compact. On the other hand,

\[
\int_{\partial H} \omega := \int_{\partial H} \text{incl}^* \omega
\]

\[
\overset{25.2}{=} \int_{\partial H} \sum_{i=0}^{m} \omega_i(0, x^1, \ldots, x^m) \; \text{det} \left( \frac{\partial (x^0, \ldots, x^i, \ldots, x^m)}{\partial (x^1, \ldots, x^m)} \right) \; dx^1 \wedge \cdots \wedge dx^m
\]

\[
= \int_{\mathbb{R}^m} \omega_0(0, x^1, \ldots, x^m) \; d(x^1, \ldots, x^m) + 0,
\]

because

\[
\text{det} \left( \frac{\partial (x^0, \ldots, x^i, \ldots, x^m)}{\partial (x^1, \ldots, x^m)} \right) = \begin{cases} 1 & \text{for } i = 0 \\ 0 & \text{otherwise} \end{cases}
\]

Now we want to transfer these considerations to spaces that only locally look like \( H \):

28.6 Definition (Manifolds with boundary).

A \( C^\infty \) manifold with boundary is a set \( M \) together with an atlas \( \mathcal{A} \) of injective maps \( \varphi : U \rightarrow M \), where \( U \subseteq H \) is open in a closed halfspace \( H := \{(t, x) : t \leq 0, x \in \mathbb{R}^{m+1}\} \), and the chart changes \( \psi^{-1} \circ \varphi : \varphi^{-1}(\psi(V)) \rightarrow \psi^{-1}(\varphi(U)) \) are defined on open subsets of half-spaces and are smooth.

A mapping between such subsets of half-spaces is called smooth if there is a smooth extension to open subsets of \( \mathbb{R}^m \). As usual, we assume that the final topology induced by the atlas is Hausdorff and paracompact. The boundary of \( M \) (not in the topological sense) is then defined as

\[
\partial M := \{ p \in M : \exists \varphi, \text{ a chart at } p \text{ with } \varphi^{-1}(p) \in \partial H \}.
\]
Since the chart change is a local (diffeomorphism and thus) homeomorphism of $\mathbb{R}^n$, it maps inner points (i.e. those in $H \setminus \partial H$) to inner points, and thus $p \in \partial M \Leftrightarrow \varphi^{-1}(p) \in \partial H$ for each $\varphi$ chart at $p$. The boundary $\partial M$ is a manifold (without boundary), with an atlas on $\partial M$ given by the restrictions $\varphi|_{\partial M}$ of the charts $\varphi$ of $M$. One can define $C^\infty(M,N)$, $TM$, $T^*M$, $\Lambda^kT^*M$ and $\Omega^k(M)$ as for manifolds without boundaries.

28.7 Definition (Inner tangent vector).
A vector $v \in T_pM := \text{Der}_x(C^\infty(M,\mathbb{R}))$ is called an inner tangent vector if $p \not\in \partial M$ or $T_p\varphi^{-1} \cdot v \in T_{\varphi^{-1}(p)}H = \mathbb{R} \times \mathbb{R}^m$ has 0-th component less than 0.

28.8 Lemma (Prolongation of manifolds with boundary).
Any manifold with boundary can be extended to a manifold without boundary, i.e. is a submanifold of same dimension:

Proof sketch. Using a partition of unity one finds aVF on $M$, which consists only of inner tangent vectors. By rescaling the vector field its flow can be made global (see [86, 62.11]) and thus $\text{Fl}(1,\cdot)_*: M \to M \setminus \partial M$ is an embedding of $M$ into the manifold without boundary $M \setminus \partial M$.

Simple examples of manifolds with boundary are the closed Möbius strip and the closed ball.

28.9 Lemma (Orientability of the boundary).
The boundary of each oriented manifold with boundary is canonically oriented.

Proof. For this it suffices to call a basis $(e_i)_{i=1}^m$ of $T_p(\partial M)$ positively oriented, if for an tangential vector $e_0$ pointing outwards (i.e. $-e_0$ is inner tangent vector) the basis $(e_0,\ldots,e_m)$ is positively oriented in $T_pM$.

28.10 Remark.
Let $N$ be an oriented submanifold of codimension 1 of the $(n+1)$ dimensional oriented Riemannian manifold $M$, and let $\nu_x$ be the uniquely determined vector in $T_x\mathbb{R}^n$ for $x \in N$, so that $(\nu_x,e_1,\ldots,e_n)$ is a positively oriented orthonormal basis in $T_x\mathbb{R}^n$ for an orthonormal basis $(e_1,\ldots,e_n)$ from $T_xN$. In the case of the canonically oriented boundary $N = \partial M$ of a manifold $M$ with boundary, $\nu$ is the outward-pointing unit normal vector, see [28.9] If $\nu$ is prolonged to a vector field of the same name on the whole $M$, then

$$\text{vol}_N = \text{incl}^* (\iota_\nu (\text{vol}_M))$$

on $N$, because $\text{vol}_N(e_1,\ldots,e_n) = 1 = \text{vol}_M(\nu_N,e_1,\ldots,e_n) = (\iota_{\nu_N} \text{vol}_M)(e_1,\ldots,e_n)$.

28.11 Theorem of Stokes.
Let $M$ be an $(n+1)$-dimensional oriented manifold with canonically oriented boundary $\partial M$. For every $\omega \in \Omega^n(M)$ with compact support we have

$$\int_M d\omega = \int_{\partial M} \omega := \int_{\partial M} \text{incl}^* \omega \quad \text{(where incl : } \partial M \hookrightarrow M)$$
28. Integration and the Theorem of Stokes

29. Applications of integration to cohomology

We now want to determine the highest cohomology $H^m(M)$ for each $m$-dimensional manifold $M$.

29.1 Definition. Cohomology with compact support.

By using the subspaces $\Omega^k_c(M) := \{ \omega \in \Omega^k(M) : \text{supp} \omega \text{ is compact} \}$ instead of $\Omega^k(M)$, we obtain the cohomology with compact support

$$Z^k_c(M) := \ker(d : \Omega^k_c(M) \to \Omega^{k+1}_c(M)),$$

$$B^k_c(M) := \text{im}(d : \Omega^{k-1}_c(M) \to \Omega^k_c(M)),$$

$$H^k_c(M) := Z^k_c(M)/B^k_c(M).$$

Note that $B^k_c(M) \subseteq \{ d\eta \in \Omega^k_c(M) : \eta \in \Omega^{k-1}_c(M) \}$ for $M = \mathbb{R}^n$: For $f \in C_c^\infty(\mathbb{R}^n)$ with $0 \neq f \geq 0$, the differential form $\omega := f \, dx^1 \wedge \cdots \wedge dx^n \in \Omega^0_c(\mathbb{R}^n)$ is exact by the Poincaré Lemma [26.5.6], but for no $\eta \in \Omega^{n-1}_c(\mathbb{R}^n)$ is $d\eta = \omega$, because by the theorem [28.11] of Stokes $0 < \int_{\mathbb{R}^n} \omega = \int_{\mathbb{R}^n} \eta = \int_{\mathbb{R}^n} \eta = 0$ would be a contradiction.

A direct generalization of this argument shows that for each $m$-dimensional orientable manifold $M$ there is an $\omega_0 \in \Omega^m_c(M) = Z^m_c(M)$ with $\int_M \omega_0 = 1$ and $\omega_0 \not\in B^m_c(M)$, i.e. $H^m_c(M) \not= 0$.

We now want to show that $H^m_c(M) \cong \mathbb{R}$ for all such connected $M$ by finding for each $\omega \in \Omega^m_c(M)$ an $\eta \in \Omega^{m-1}_c(M)$ with $\omega = (\int_M \omega) \, \omega_0 + d\eta$, and thus $f : \Omega^m_c(M) \to \mathbb{R}$ induces an isomorphism $H^m_c(M) \cong \mathbb{R}$, $[\omega] \mapsto \int_M \omega$.

29.2 Lemma.

Let $r : \mathbb{R}^{m+1} \setminus \{0\} \to S^m$ be the retraction $x \mapsto \frac{x}{\|x\|}$ and $\nu \in \mathcal{X}(\mathbb{R}^{m+1})$ the vector field $x \mapsto x$. Then

$$(r^* \text{vol}_{S^m})(x) = \frac{1}{\|x\|^{m+1}} \text{vol}_{\mathbb{R}^{m+1}}(x) = \frac{1}{\|x\|^{m+1}} \sum_{i=0}^m (-1)^i x^i \, dx^0 \wedge \cdots \wedge \widehat{dx^i} \wedge \cdots \wedge dx^m.$$

Proof. Since, for $x \neq 0$, the tangential space $T_x \mathbb{R}^{m+1}$ is generated by $T_x(|x| \, S^m)$ and $\nu_x$, it suffices to test both sides on vectors $v_1, \ldots, v_m$ from these two subspaces.

If $v_i = \nu_x$ is for at least one $i$, the left side is 0, because $T_x r \cdot \nu = \frac{d}{dr} |_{t=0} r(x + t \cdot x) = 0$ and also the right side:

$$\frac{1}{\|x\|^{m+1}} (\nu_x \text{vol}_{\mathbb{R}^{m+1}})(x, \ldots, v_i, \ldots) = \frac{1}{\|x\|^{m+1}} \text{vol}_{\mathbb{R}^{m+1}}(\nu_x, \ldots, \nu_x, \ldots) = 0.$$
29. Applications of integration to cohomology

29.3 Integration with respect to polar coordinates.

Let $B := \{ x \in \mathbb{R}^{m+1} : ||x|| \leq 1 \}$ and $f \in C^\infty(B, \mathbb{R})$. Then

$$\int_B f = \int_B f \circ \text{vol}_{\mathbb{R}^{m+1}} = \int_{S^m} g \circ \text{vol}_{S^m} \text{ with } g : x \mapsto \int_0^1 t^m f(t x) \, dt.$$

**Proof.** Let $h : S^m \times [0, 1] \to \mathbb{R}$ be given by $h(y, t) := t^m f(t y)$ and $dt \wedge \text{vol}_{S^m} := \text{pr}^*_2(dt) \wedge \text{pr}^*_1(\text{vol}_{S^m}) \in \Omega^{m+1}(S^m \times [0, 1])$. If we use the orientation induced by $dt \wedge \text{vol}_{S^m} \neq 0$ (see Exercise 28.10) on $S^m \times [0, 1]$, then

$$\int_{S^m} g \circ \text{vol}_{S^m} = \int_{S^m} \int_0^1 t^m f(t x) \, dt \, \text{vol}_{S^m} = \int_{S^m \times [0, 1]} h \, dt \wedge \text{vol}_{S^m}.$$

We have $B \setminus \{0\} \cong S^m \times (0, 1]$ by $\varphi : x \mapsto (\frac{x}{||x||}, ||x||)$ with inverse mapping $(y, t) \mapsto ty$. With $\rho(x) := ||x||$ we get

$$\rho^*(dt) = \sum_{i=1}^m \frac{\partial \rho}{\partial x^i} dx^i = \frac{x^i}{||x||} dx^i \quad \text{and hence}$$

$$\varphi^*(dt \wedge \text{vol}_{S^m}) = \varphi^*(\text{pr}^*_2(dt) \wedge \text{pr}^*_1(\text{vol}_{S^m})) = (\text{pr}_2 \circ \varphi)^*(dt) \wedge (\text{pr}_1 \circ \varphi)^*(\text{vol}_{S^m})$$

$$= \rho^*(dt) \wedge r^*(\text{vol}_{S^m})$$

$$= \sum_{j=0}^m \frac{x^j}{||x||} dx^j \wedge \frac{1}{||x||^{m+1}} \sum_{i=0}^m (-1)^i x^i dx^0 \wedge \cdots \wedge \widehat{dx^i} \wedge \cdots \wedge dx^m$$

and thus, for $x \neq 0$,

$$\varphi^*(h \, dt \wedge \text{vol}_{S^m})(x) = h(\varphi(x)) \varphi^*(dt \wedge \text{vol}_{S^m})(x)$$

$$= ||x||^m f(x) \frac{1}{||x||^m} dx^0 \wedge \cdots \wedge dx^m = f(x) dx^0 \wedge \cdots \wedge dx^m.$$
29. Applications of integration to cohomology

29.4 Theorem.

For each connected orientable m-dimensional manifold $M$, the mapping $[\omega] \mapsto \int_M \omega$ is an isomorphism $H^m_m(M) \cong \mathbb{R}$.

Proof. We have to show that $B^m_m(M)$ is the kernel of $\int_M : \Omega^m_0(M) \to \mathbb{R}$, i.e. for each $\omega \in \Omega^m_0(M)$ with $\int_M \omega = 0$ there exists an $\eta \in \Omega^m_{m-1}(M)$ with $\omega = d\eta$.

Claim: The theorem is valid for $M = \mathbb{R}$.

Let $\omega \in \Omega^m_0(\mathbb{R})$ be such that $\int_\mathbb{R} \omega = 0$. Because of the Poincaré Lemma 26.5.6, there is an $f \in C^\infty(\mathbb{R}, \mathbb{R})$ with $\omega = df$. Since $\text{supp} \omega = \text{supp} f'$ is compact, there is an $N, s.t. f$ is constant both on $(-\infty, -N]$ and $[N, +\infty)$. Because of $0 = \int_\mathbb{R} \omega = \int_{-N}^N f'(t) dt = \int_0^N f'(t) dt = f(N) - f(-N)$ we have $f(N) = f(-N)$ and hence $g := f - f(N) \in C^\infty_c$ and $\omega = dg$.

Claim: If the theorem holds for $S^m$, then also for $\mathbb{R}^{m+1}$.

Let $\omega = f dx^0 \wedge \cdots \wedge dx^m \in \Omega^m_0(\mathbb{R}^{m+1})$ be such that $\int_{\mathbb{R}^{m+1}} \omega = 0$ and, w.l.o.g. $\text{supp}(\omega) \subseteq B := \{x \in \mathbb{R}^{m+1} : ||x|| < 1\}$. Because of the Poincaré Lemma 26.5.6, there is an $\eta \in \Omega^m(\mathbb{R}^{m+1})$ with $\omega = d\eta$ by exercise 98, 36, w.l.o.g.

Let $g : S^m \to \mathbb{R}$ be defined as in (29.3) by $g(x) := \int_0^1 t m f(tx) dt$. There exists a $\lambda \in \Omega^m_{m-1}(S^m)$ with $g vol_{S^m} = d \lambda$ because the theorem is assumed to be valid for $S^m$ and

$$0 = \int_{\mathbb{R}^{m+1}} \omega = \int_B f \int_{S^m} g vol_{S^m}.$$ 

Since $f|_{\mathbb{R}^{m+1} \setminus B} = 0$, we have

$$\eta(x) = \int_0^1 t m f \left( t \frac{x}{||x||} \right) dt \cdot (r^\ast vol_{S^m})(x) \text{ for } ||x|| > 1.$$ 

So $\eta = (g \circ r) \cdot r^\ast vol_{S^m} = r^\ast (g vol_{S^m}) = r^\ast (d\lambda) = d(r^\ast \lambda)$ on $\mathbb{R}^{m+1} \setminus B$.

Let $h \in C^\infty(\mathbb{R}^{m+1}, [0, 1])$ be such that $h = 0$ near 0 and $h|_{\mathbb{R}^{m+1} \setminus B} = 1$. Then $h \cdot r^\ast \lambda \in \Omega^m_{m-1}(\mathbb{R}^{m+1})$ and

$$\omega = d\eta = d(\eta - d(h \cdot r^\ast \lambda)) \text{ with } (\eta - d(h \cdot r^\ast \lambda))|_{\mathbb{R}^{m+1} \setminus B} = (\eta - d(r^\ast \lambda))|_{\mathbb{R}^{m+1} \setminus B} = 0.$$ 

Claim: If the theorem holds for $\mathbb{R}^m$, then it does so for all $m$-dimensional connected $M$.

Let $\omega_0 \in \Omega^m_0(M)$ be such that $\int_M \omega_0 = 1$ and $\text{supp} \omega_0 \subseteq \text{im} \psi_0$ for a chart $\psi_0 : \mathbb{R}^m \to M$. We show that for $\omega \in \Omega^m_0(M)$ there is an $\eta \in \Omega^m_{m-1}(M)$ with $\omega = d\eta$.
First, consider the case \( \text{supp} \omega \subseteq \text{im} \psi \) for some chart \( \psi : \mathbb{R}^m \to M \): There are finitely many charts \( \psi_0, \ldots, \psi_l : \mathbb{R}^m \to M \) with \( \text{im} \psi_i \cap \text{im} \psi_{i+1} \neq \emptyset \), where \( \psi_0 \) is the chart from above for \( \omega_0 \) and \( \psi_l = \psi \). There are \( \omega_i \in \Omega^m_c(M) \) with \( \text{supp} \omega_i \subseteq \text{im} \psi_{i-1} \cap \text{im} \psi_i \) and \( \int \omega_i = 1 \). Since the theorem is assumed to be valid for \( \mathbb{R}^m \cong \text{im} \psi_{i-1} \), there exist \( \eta_i \in \Omega^{m-1}_c(M) \) with \( \text{supp} \eta_i \subseteq \text{im} \psi_{i-1} \) and \( \omega_i - \omega_{i-1} = d \eta_i \).

Finally, there is, for \( c := \int \omega \), also an \( \eta_{i+1} \) with \( \omega - c \omega_i = d \eta_{i+1} \). Consequently

\[
\omega = c \omega_i + d \eta_{i+1} = \ldots = c \omega_0 + c \sum_{i=1}^l d \eta_i + d \eta_{i+1} = c \omega_0 + d \left( \eta_{i+1} + c \sum_{i=1}^l \eta_i \right).
\]

Now, if \( \omega \in \Omega^m(M) \) is arbitrary and \( \{ f_i \} \) is a partition of unity subordinated to a covering with open sets diffeomorphic to \( \mathbb{R}^m \), then \( f_i \omega = c_i \omega_0 + d \eta_i \) for some \( \eta_i \in \Omega^{m-1}(M) \) and thus \( \omega = \sum f_i \omega = (\sum c_i) \omega_0 + d \sum \eta_i \) with \( \int_M \omega = \sum c_i \int_M \omega_0 + \int_M d \sum \eta_i = \sum c_i \), where we only have to sum over the finitely many \( i \) with \( f_i \omega \neq 0 \).

**29.5 Theorem (Highest cohomology).**

For connected \( m \)-dimensional manifolds \( M \) without boundary, the following holds:

\[
\begin{align*}
H^m(M) &\cong \begin{cases} 
\mathbb{R} & \text{if } M \text{ is compact and orientable}, \\
0 & \text{otherwise}.
\end{cases} \\
H^m_c(M) &\cong \begin{cases} 
\mathbb{R} & \text{if } M \text{ is orientable}, \\
0 & \text{otherwise}.
\end{cases}
\end{align*}
\]

**Proof.** According to [29.4], \( H^m_c(M) \cong \mathbb{R} \) for all orientable \( M \) and thus \( H^m(M) = H^m_c(M) \cong \mathbb{R} \) for all orientable compact \( M \).

Next, let \( M \) be orientable but not compact:

Since \( M \) is not compact, a covering \( \{ \text{im} \psi_i : i \in \mathbb{N} \} \) exists by charts \( \psi_i \), s.t. every compact set meets only finitely many \( \text{im} \psi_i \) (see [9.3.3]) and (by rearrangement we may assume w.l.o.g. that) \( \text{im} \psi_i \cap \text{im} \psi_{i+1} \neq \emptyset \). Let \( \{ f_i : i \in \mathbb{N} \} \) be a subordinated partition of unity. We again choose \( \omega_i \in \Omega^m_c(M) \) with \( \text{supp} \omega_i \subseteq \text{im} \psi_i \cap \text{im} \psi_{i+1} \) and \( \int_M \omega_i = 1 \). Now let \( \omega \in \Omega^m(M) \) s.t. \( \text{supp} \omega \subseteq \text{im} \psi_j \) for some \( j \) and put \( c := \int_M \omega \) and \( c \omega_{i-1} = c \omega_i + d \eta_i \) for \( i > j \) by [29.4]. Thus,

\[
\omega = c \omega_j + d \eta_j = \cdots = c \omega_k + \sum_{i=j}^k d \eta_i = d \left( \sum_{i=j}^k \eta_i \right) = d \mu_j
\]

where \( \mu_j := \sum_{i=j}^k \eta_i \) is locally finite.

Now let \( \omega \in \Omega^m(M) \) be arbitrary. Then \( f_j \omega \) is as before, so there is a \( \mu_j \in \Omega^{m-1}(M) \) with \( f_j \omega = d \mu_j \) and \( \text{supp} \mu_j \subseteq \bigcup_{i \geq j} \text{im} \psi_i \), by what we have just shown.

So \( \sum_j \mu_j \) is locally finite and

\[
\omega = \sum_j f_j \omega = \sum_j d \mu_j = d \left( \sum_j \mu_j \right).
\]

hence \( H^m(M) = \{0\} \).

Finally, let \( M \) be not orientable:

Let \( p : \tilde{M} \to M \) be a two-folded covering and let \( \chi : \tilde{M} \to \tilde{M} \) be the automorphism, which exchanges the two points in each fiber.
We put
\[ \Omega^k_\pm(\tilde{M}) := \{ \omega \in \Omega^k(\tilde{M}) : \chi^*\omega = \pm \omega \} \]
\[ \Omega^k_{0,c}(\tilde{M}) := \{ \omega \in \Omega^k(\tilde{M}) : \chi^*\omega = \omega \} \]
\[ H^k_\pm(\tilde{M}) := \{ \omega \in \Omega^k_{0,c}(\tilde{M}) : d\omega = 0 \} / \{ d\eta : \eta \in \Omega^{k-1}_\pm(\tilde{M}) \} \]
\[ H^k_{0,c}(\tilde{M}) := \{ \omega \in \Omega^k_{0,c}(\tilde{M}) : d\omega = 0 \} / \{ d\eta : \eta \in \Omega^{k-1}_\pm(\tilde{M}) \} \].

Claim:
\[ \Omega^k(\tilde{M}) = \Omega^k_+(\tilde{M}) \oplus \Omega^k_-(\tilde{M}) \]
\[ H^k(\tilde{M}) = H^k_+(\tilde{M}) \oplus H^k_-(\tilde{M}) \]
\[ p^* : H^k(M) \xrightarrow{\cong} H^k_+(\tilde{M}) \]
and analogously for forms with compact supports:

Let \( \omega \in \Omega^k(\tilde{M}) \), then
\[ \omega = \frac{1}{2} \left( (\omega + \chi^*\omega) + (\omega - \chi^*\omega) \right) \in \Omega^k_+ \oplus \Omega^k_- \]
\[ \Rightarrow \Omega^k_-(\tilde{M}) = \Omega^k_- (\tilde{M}) \oplus \Omega^k_+ (\tilde{M}) \]
\[ d(\Omega^k_-) \subseteq \Omega^{k+1}_- \]
\[ \Rightarrow \chi^*(d\omega) = d(\chi^*\omega) = \pm d\omega \]
\[ \Rightarrow H^k_-(\tilde{M}) = H^k_- (\tilde{M}) \oplus H^k_+(\tilde{M}) \]

The mapping \( p^* : \Omega^k(M) \rightarrow \Omega^k(\tilde{M}) \) is injective (since \( p \) is a surjective submersion) with image \( \Omega^k(M) = \Omega^k_+(M) \) if and only if \( \chi^*\omega = \omega \) holds, since \( \chi^*p^*\omega = (p \circ \chi)^*\omega = p^*\omega \).

Let \( \omega \in \Omega^k_+(\tilde{M}) \) and let \( U \subseteq \tilde{M} \) be such that \( p|_U : U \rightarrow p(U) \) is a diffeomorphism. Put \( \tilde{\omega} := ((p|_U)^{-1})^*\omega \). Then \( \tilde{\omega} \in \Omega^k(M) \) is well defined (because \( \chi^*\omega = \omega \) and \( p^*\tilde{\omega} = \omega \)).

Thus, \( p^* : \Omega^k(M) \xrightarrow{\cong} \Omega^k_+(\tilde{M}) \) holds. Because of \( p^* \circ d = d \circ p^* \), it follows that \( p^* : H^k(M) \xrightarrow{\cong} H^k_+(\tilde{M}) \) and analogously \( p^* : H^k_-(M) \xrightarrow{\cong} H^k_-(\tilde{M}) \), which is the last statement claimed above.

We now apply this to the orientation covering \( \tilde{M} := M^{or} \) and the orientation reversing automorphism \( \chi : (x, \pm o) \mapsto (x, \mp o) \). Let \( \omega \in \Omega^m_+(M^{or}) \). Then \( \int \omega = 0 \), because \( \int \omega = \int \chi^*\omega = \int \chi^*\omega = -\int \omega \). Thus, for the oriented manifold \( M^{or} \), there exists an \( \eta \in \Omega^{m-1}_{c}(M^{or}) \) with \( d\eta = \eta \) and hence \( \omega = \frac{1}{2}(\omega + \chi^*\omega) = \frac{1}{2}(\eta + \chi^*\eta) = d(\eta_+) \) with \( \eta_+ := \frac{1}{2}(\eta + \chi^*\eta) \in \Omega^{m-1}_{c}(M^{or}) \). Thus, \( H^m_+(M) \cong H^m_+(M^{or}) = \{ 0 \} \). And, for compact \( M \), also \( H^m(M) = H^m(M) = \{ 0 \} \). If, on the other hand, \( M \) is not compact, then \( H^m(M) = \{ 0 \} \) follows from the orientable case, because \( p^* : H^m(M) \mapsto H^m(M^{or}) = \{ 0 \} \).

### 29.6 Example

For the oriented two-fold covering map \( S^n \rightarrow \mathbb{P}^n \) let \( \chi \) be the antipodal map \( x \mapsto -x \). Then \( H^k(\mathbb{P}^n) \cong H^k_+(S^n) \subseteq H^k(S^n) \) because of the claim at the end of the proof of [29.5] and thus

\[
H^k_+(\mathbb{P}^n) \cong H^k(\mathbb{P}^n) \cong \begin{cases} \mathbb{R} & \text{for } k = 0 \quad \text{(because } \mathbb{P}^n \text{ is connected)} \\ 0 & \text{for } k \notin \{0,n\} \quad \text{(because } H^k(S^n) = 0) \\ 0 & \text{for } k = n \text{ even} \\ \mathbb{R} & \text{for } k = n \text{ odd} \end{cases}
\]
In fact, $\chi$ is orientation preserving on $S^n$ if and only if $n$ is odd and thus $\int_{S^n} \pm \omega = \int_{S^n} \chi^* \omega = (-1)^{n+1} \int_{S^n} \omega$ for $\omega \in \Omega^k_+(S^n)$, so as in the proof of \[29.5\] $H^*_+(S^n) = 0$ if $n$ is even; and $H^*_+(S^n) = 0$ for odd $n$ and therefore $H^n(\mathbb{R}^n) \cong H^*_+(S^n) = H^n(S^n) = \mathbb{R}$.

\subsection*{29.7 Fixed Point Theorem of Brouwer.}

Let $f : B^n \rightarrow B^n := \{x \in \mathbb{R}^n : \|x\| \leq 1\}$ be smooth, then there is an $x \in B^n$ with $f(x) = x$.

\textbf{Proof.} Indirectly: If $f(x) \neq x$ for all $x$, then there is a smooth retraction $r : B^n \rightarrow S^{n-1}$, i.e. $r|_{S^{n-1}} = \text{id}_{S^{n-1}}$, namely let $r(x)$ be the intersection point of the sphere $S^{n-1}$ with well-defined straight half-line from $f(x)$ through $x$. For $n = 1$ this is not possible because of the intermediate value theorem. For $n > 1$, we extend $r$ to a retraction of the same name $r : \mathbb{R}^n \rightarrow S^{n-1}$ using the radial projection. Since $r \circ \text{incl} = \text{id}_{S^{n-1}}$ we have:

\[
\begin{array}{ccc}
H^{n-1}(S^{n-1}) & \overset{r^*}{\longrightarrow} & H^{n-1}(\mathbb{R}^n) \\
\downarrow & & \downarrow \\
\mathbb{R} & \overset{\text{incl}^*}{\longrightarrow} & H^{n-1}(S^{n-1}) \\
\downarrow & & \\
\mathbb{R} & \overset{\text{id}}{\longrightarrow} & \mathbb{R}
\end{array}
\]

This is a contradiction. $\square$

\subsection*{50.9 Definition (Degree of mappings).}

Let $M$ and $N$ be connected compact and oriented manifolds of equal dimension $m$ and let $f : M \rightarrow N$ be smooth. The degree $\deg f \in \mathbb{R}$ of $f$ is defined by the adjacent diagram:

\[
\begin{array}{ccc}
H^m(M) & \overset{H^m(f)}{\longrightarrow} & H^m(N) \\
\downarrow_{\text{id}} & & \downarrow_{\text{id}} \\
\mathbb{R} & \overset{\deg f}{\longrightarrow} & \mathbb{R}
\end{array}
\]

i.e. $\deg f : \int \omega = \deg f \cdot \int [\omega] = \int H^m(f)[\omega] = \int [f^*\omega] = \int f^*\omega$.

More generally, if $M$ and $N$ are oriented but not necessarily compact manifolds of equal dimension $m$ and $f : M \rightarrow N$ is smooth and \textsc{proper} (i.e. the inverse image of compact sets is compact), we generalize the degree $\deg f \in \mathbb{R}$ of a map via the following diagram:

\[
\begin{array}{ccc}
H^m_c(M) & \overset{H^m_c(f)}{\longrightarrow} & H^m_c(N) \\
\downarrow_{\text{id}} & & \downarrow_{\text{id}} \\
\mathbb{R} & \overset{\deg f}{\longrightarrow} & \mathbb{R}
\end{array}
\]

Note that $f^* : \Omega^k_c(N) \rightarrow \Omega^k_c(M)$ is well-defined for proper $f$ and thus also $H^*_c(f) : H^*_c(N) \rightarrow H^*_c(M)$.

\subsection*{29.9 Proposition.}

Let $f : M \rightarrow N$ be a \textsc{proper} smooth mapping between connected oriented $m$-dimensional manifolds and $y \in N$ a regular value of $f$. Then

\[
\deg f = \sum_{x \in f^{-1}(y)} \text{sign}_x f \in \mathbb{Z},
\]

where

\[
\text{sign}_x f := \begin{cases} 
+1 & \text{if } T_x f : T_x M \rightarrow T_y N \text{ is orientation preserving,} \\
-1 & \text{if } T_x f : T_x M \rightarrow T_y N \text{ is orientation reversing.}
\end{cases}
\]
Note that according to Sard’s theorem \[ \text{such a regular value \( y \) always exists, and because \( f \) is proper, \( f^{-1}(y) \) is finite.} \]

**Proof.** Let \( f^{-1}(y) = \{x_1, \ldots, x_n\} \). We choose pairwise disjoint open coordinate neighborhoods \( U_i \) of \( x_i \), s.t. \( f : U_i \to f(U_i) \) is an orientation preserving or reversing diffeomorphism. We want to make \( V := f(U_i) \) independent of \( i \) and \( f^{-1}(V) = \bigcup_i U_i \). Let \( W \subseteq \bigcap_i f(U_i) \) be a compact neighborhood of \( y \). Then \( W' := f^{-1}(W) \setminus \bigcup_i U_i \subseteq M \setminus f^{-1}(y) \) is compact and thus \( f(W') \) is closed and does not contain \( y \). Let \( V \subseteq W \setminus f(W') \subseteq \bigcap_i f(U_i) \) be a neighborhood of \( y \). Then

\[
 f^{-1}(V) \subseteq f^{-1}(W \setminus f(W')) = f^{-1}(W) \setminus f^{-1}(f(W')) \subseteq f^{-1}(W) \setminus W' \subseteq \bigcup_i U_i.
\]

Because \( f(f^{-1}V \cap U_i) \subseteq f(f^{-1}V) \subseteq V \) and \( V \subseteq f(f^{-1}V \cap U_i) \) we may replace \( U_i \) by \( f^{-1}(V) \cap U_i \) and obtain even \( f(U_i) = V \). And since \( f^{-1}V \subseteq \bigcup_i U_i \) we have \( f^{-1}V = f^{-1}V \cap \bigcup_i U_i = \bigcup_i f^{-1}V \cap U_i \) and \( f^{-1}(V) = U_i \) after the replacement.

Now let \( w \in \Omega^m(N) \) with \( \text{supp} \, \omega \subseteq V \subseteq \bigcap_i f(U_i) \) and \( \int_M \omega = 1 \). Then \([w]\) is a generator of \( H^m(N) \cong \mathbb{R} \) with \( \text{supp} \, \omega \subseteq V \subseteq \bigcup_i U_i \) and

\[
 \int_M f^\ast \omega = \sum_i \int_{f(U_i)} f^\ast \omega = \sum_i \text{sign}_{x_i} f \cdot \int_{f(U_i)} \omega = \sum_i \text{sign}_{x_i} f \cdot \int_M \omega. \quad \Box
\]

**29.10 Corollary.**

1. \( \deg(f \circ g) = \deg(f) \cdot \deg(g) \).
2. \( f \sim g \) between compact manifolds \( \Rightarrow \deg f = \deg g \).
3. \( f \) is diffeomorphism \( \Rightarrow \deg f = \pm 1 \); furthermore, \( \deg f = 1 \Leftrightarrow f \) is orientation preserving.
4. \( \deg f \neq 0 \Rightarrow f \) is surjective.

**Proof.** \#1 since \( (f \circ g)^* = g^* \circ f^* \).

\#2 because then \( H^k(f) = H^k(g) \) by \[ 26.3.2 \].

\#3 follows from \#1 using \( \deg f \in \mathbb{Z} \) by \#29.9.

\#4 Let \( f \) be not surjective. Then \( \deg(f) = 0 \) by \#29.9 since every \( y \in N \setminus f(M) \) is a regular value. We can also see this directly by choosing \( \omega \in \Omega^m(N) \) s.t. \( \text{supp} \, \omega \subseteq N \setminus f(M) \) and \( \int_N \omega = 1 \). So \( \deg f = \deg f \cdot \int_M \omega = \int_M f^\ast \omega = \int_M 0 = 0 \). \( \Box \)

**29.11 Hairy Ball Theorem.**

Let \( \xi \in \mathcal{X}(S^{2n}) \). Then there is an \( x \in S^{2n} \) with \( \xi(x) = 0 \).

**Proof.** Indirectly: Let \( \xi(x) \neq 0 \) for all \( x \). Then there is a homotopy between the identity \( I \) and the antipodal mapping \( \sigma \) (for this we connect \( x \) with \( -x \) along the (half) circle in direction \( \xi(x) \)) and thus \( 1 = \deg(\text{id}) = \deg(\sigma) = -1 \) (see \[ 29.6 \]), a contradiction. \( \Box \)
29.12 Mayer-Vietoris sequence for cohomology with compact support.

If \( M = U \cup V \) with open \( U, V \subseteq M \), then there are linear maps \( \delta_k \) which make the following long sequence exact:

\[
\ldots \to H^k_c(U \cap V) \xrightarrow{(i_U)_* + (i_V)_*} H^k_c(U) \oplus H^k_c(V) \xrightarrow{i_U^* + i_V^*} H^k_c(U \cup V) \xrightarrow{\delta_k} \]

\[
H^{k+1}_c(U \cap V) \to H^{k+1}_c(U) \oplus H^{k+1}_c(V) \to H^{k+1}_c(U \cup V) \to \ldots \]

with the inclusions \( i_U : U \hookrightarrow U \cup V \), \( i_V : V \hookrightarrow U \cup V \), \( j_U : U \cap V \hookrightarrow U \) and \( j_V : U \cap V \hookrightarrow V \) where the mappings \( i_U, j_U, \) etc. are given using extension by 0.

Cf. [26.3.4].

Proof. Because of [26.4], it suffices to show exactness of

\[
0 \to \Omega^k_c(U \cap V) \to \Omega^k_c(U) \oplus \Omega^k_c(V) \to \Omega^k_c(U \cup V) \to 0.
\]

Obviously, the first mapping is injective. The second is surjective, because \( \omega = h_U \omega + h_V \omega \), where \( \{h_U, h_V\} \) is a partition of unity, which is subordinate to \( \{U, V\} \).

The composition is obviously 0, and if \( \tilde{i}_U(\omega_1) = \tilde{i}_V(\omega_2) = 0 \), then \( \text{supp} \omega_1 = \text{supp} \tilde{i}_U(\omega_1) = \text{supp} \tilde{i}_V(\omega_1) = \text{supp} \omega_2 \), hence \( \omega := \omega_1|_{U \cap V} \in \Omega^k_c(U \cap V) \) and \( j_U^*(\omega) = \omega_1 \) and \( j_V^*(\omega) = -\omega_2 \).

29.13 Remark.

The cohomology \( H^*_c \) with compact supports is much harder to calculate than \( H^* \), since the homotopy axiom does not hold for it. For example, \( \mathbb{R}^m \) is homotopy-equivalent to \( \{0\} \) and \( H^*_c(\{0\}) = H^0(\{0\}) = \mathbb{R} \) but \( H^*_c(\mathbb{R}^m) = \{0\} \), because every \( f \in C^\infty(\mathbb{R}^m) \) with \( df = 0 \) must be constant and thus equal to 0. Another example is \( H^2(S^1 \times \mathbb{R}) = \mathbb{R} \) because the cylinder \( S^1 \times \mathbb{R} \) is orientable and 2-dimensional, but \( H^2_c(S^1) = H^2(S^1) = \{0\} \).

29.14 Theorem. The long exact sequence of a pair.

Let \( N \subseteq M \) be a compact submanifold. Then there is a long exact sequence in cohomology:

\[
\ldots \to H^k_c(M \setminus N) \to H^k_c(M) \to H^k_c(N) \xrightarrow{\delta_k} \]

\[
H^{k+1}_c(M \setminus N) \to H^{k+1}_c(M) \to H^{k+1}_c(N) \to \ldots
\]

Proof. Note, that

\[
0 \to \Omega^k_c(M \setminus N) \to \Omega^k_c(M) \xrightarrow{\text{incl}^*} \Omega^k_c(N) \to 0
\]

is not exact at \( \Omega^k_c(M) \), because \( \ker(\text{incl}^*) \) contains all \( \omega \in \Omega^k_c(M) \) which vanish on \( N \), while the image of the extension operator \( \Omega^k_c(M \setminus N) \to \Omega^k_c(M) \) consists of those \( \omega \in \Omega^k_c(M) \), which vanish on an neighborhood of \( N \). Therefore we replace \( \Omega^k_c(N) = \Omega^k(N) \) by \( \Omega^k(N \subseteq M) \), the space of germs on \( N \subseteq M \) of smooth k-forms, i.e. \( \Omega^k(N \subseteq M) := \bigcup_{U \supseteq N} \Omega^k(U)/\sim \), where \( U \) runs through the open neighborhoods of \( N \) in \( U \) and \( \omega_1 \sim \omega_2 \iff \omega_1 = \omega_2 \) on a neighborhood of \( N \) in \( M \).

Then

\[
0 \to \Omega^k_c(M \setminus N) \to \Omega^k_c(M) \xrightarrow{\text{incl}^*} \Omega^k(N \subseteq M) \to 0
\]

is obviously exact.

From [26.4] the existence of a long exact sequence in cohomology follows:

\[
\ldots \to H^k_c(M \setminus N) \to H^k_c(M) \to H^k_c(N \subseteq M) \xrightarrow{\delta_k} H^{k+1}_c(M \setminus N) \to \ldots
\]
Remains to show \( H(\Omega^*(N \subseteq M)) \cong H(N) \): For this, let \( p : M \supseteq U \to N \) be a tubular neighborhood according to \([86, 62.9]\), i.e. \( U \) is open in \( M \) and \( p \) diffeomorphic to a vector bundle over \( N \). If we choose a metric \( g \) on \( p : U \to N \), then the sets \( U_j := \{ \xi : g(\xi, \xi) < \frac{1}{j^2} \} \) form a neighborhood basis of \( N \) and \( 0^* : H^k(U_j) \to H^k(N) \) is an isomorphism since \( U_j \) is homotopy equivalent to \( N \). The restriction map \( \Omega^k(N \subseteq M) \to \Omega^k(N) \) induces a mapping \( H^k(\Omega^*(N \subseteq M)) \to H^k(N) \), which is surjective because the composition with \( H^k(U_j) \to H^k(N) \) is an isomorphism. It is also injective, because let \( \omega \in \Omega^k(N \subseteq M) \) be a closed form with \( \omega \in \Omega^k(U_j) \) and \( \omega|N \in \Omega^k(N) \) exact. Thus \( \text{incl}^*(\omega) = [\omega]|_N = 0 \) and hence \( 0 = [\omega] \in H^k(U_j) \), i.e. \( \omega \) is exact and consequently also \( [\omega] \in \Omega^k(N \subseteq M) \) is exact, so the cohomology class \([\omega]\) of \([\omega]\) in \( H^k(\Omega^*(N \subseteq M)) \) vanishes. \( \square \)

**29.15 Corollary.**

Let \( M \) be a manifold with compact boundary \( \partial M \). Then there is a long exact sequence:

\[
\ldots \to H^k(M \setminus \partial M) \to H^k(M) \to H^k(\partial M) \xrightarrow{\delta} H^{k+1}(M \setminus \partial M) \to H^{k+1}(M) \to H^{k+1}(\partial M) \to \ldots
\]

**29.16 Corollary.**

\[
H^k_c(\mathbb{R}^m) = \begin{cases} 
\mathbb{R} & \text{for } k = m \\
0 & \text{for } k \neq m > 0
\end{cases}
\]

**First proof.** We apply \(29.15\) to the closed unit ball \( M \subseteq \mathbb{R}^m \). Then \( M \setminus \partial M \cong \mathbb{R}^m \), \( \partial M = S^{m-1} \), and \( H^k_c(M) = H^k(M) \cong H^k(\{+\}) = \{0\} \) for \( k > 0 \) and thus \(29.15\) yields the exact sequence

\[
0 \to H^k(S^{m-1}) \xrightarrow{\delta} H^k_c(\mathbb{R}^m) \to 0 \quad \text{for } k > 0
\]

starting with \(0 \to \mathbb{R} \to H^0(S^{m-1}) \xrightarrow{\delta} H^1_c(\mathbb{R}^m) \to 0\) because \( H^0_c(\mathbb{R}^m) = 0\), see \(29.13\). It follows that

\[
H^k_c(\mathbb{R}^m) = H^{k-1}(S^{m-1}) \xrightarrow{26.5.13} \begin{cases} \mathbb{R} & \text{for } 1 < k = m \\
0 & \text{for } 1 < k \neq m
\end{cases}
\]

and

\[
H^1_c(\mathbb{R}^m) = \begin{cases} 
\mathbb{R} & \text{for } m = 1 \\
0 & \text{for } m > 1
\end{cases}
\]

**Second proof.** \((k = 0)\) we have already seen in \(29.13\).\((0 < k < n)\) We have \( \omega \in \Omega^k_c(\mathbb{R}^m) \) with \( d\omega = 0 \). According to the Poincaré lemma, an \( \eta \in \Omega^{k-1}(\mathbb{R}^m) \) exists with \( d\eta = \omega \). Let \( B \) be a ball with \( \text{supp} \omega \subseteq B \). For \( k = 1 \) the form \( \eta \) is therefore constant outside \( B \), say \( c \), and thus \( \eta - c \in \Omega^k_c(\mathbb{R}^m) \) with \( d(\eta - c) = d\eta = \omega \). If \( k > 1 \), \( \eta|_{\mathbb{R}^m \setminus B} \) is closed and, because of \( \mathbb{R}^m \setminus B \cong \mathbb{R}^n \setminus \{0\} \) and \( H^{k-1}(\mathbb{R}^n \setminus \{0\}) \cong H^{k-1}(\mathbb{S}^{n-1}) \cong \{0\} \) by \(26.5.13\), there is an \( \lambda \in \Omega^{k-2}(\mathbb{R}^n \setminus B) \) with \( d\lambda = \eta|_{\mathbb{R}^m \setminus B} \). Let \( f \in C^\infty(\mathbb{R}^n, \mathbb{R}) \) with \( f = 1 \) on \( \mathbb{R}^n \setminus 2B \) and \( f = 0 \) on a neighborhood of \( B \). Then \( f \lambda \in \Omega^{k-2}(\mathbb{R}^n) \) is well-defined and \( \eta - d(f \lambda) \in \Omega^{k-1}(\mathbb{R}^n) \) has compact support in \( 2B \) with \( d(\eta - d(f \lambda)) = d\eta = \omega \). \( \square \)

**29.17 Preparation for the generalized curve theorem of Jordan.**
Let \( M \subseteq \mathbb{R}^{n+1} \) be a compact connected hypersurface. First we want to show that \( \mathbb{R}^{n+1} \setminus M \) has at least 2 connected components. Let \( M \) be oriented for the moment.

The winding number of \( M \) with respect to \( p \notin M \) is defined by

\[
w_M(p) := \deg(r_p|_M), \quad \text{where} \quad r_p : x \mapsto \frac{1}{\|x - p\|}(x - p), \quad M \to S^n.
\]

It is constant on the connected components of \( \mathbb{R}^{n+1} \setminus M \): Namely, if \( t \mapsto p(t) \) is a curve in \( \mathbb{R}^{n+1} \setminus M \), then \( (t, x) \mapsto r_{p(t)}(x) \) is a homotopy and thus \( t \mapsto \deg(r_{p(t)}|_M) = w_M(p(t)) \) is constant. Up to a diffeomorphism (with compact support), \( 0 \in M \) and \( M \) is locally around 0 a hyperplane \( v^* \). We claim that \( w_M(p) - w_M(q) = \pm 1 \) for \( p, q \) close to 0 on different sides of \( v^* \) and thus \( \mathbb{R}^{n+1} \setminus M \) has at least two connected components. In fact, \([-1,1] \ni t \mapsto r_{tv}|_{M \setminus \{0\}} \) is a homotopy and for \( x \in v^* \) with \( \|x\| \leq \delta \) the images is a polar cap around \( v \) which degenerates for \( t = 0 \) to the equator and then mutates into the opposite polar cap.

We modify this homotopy to a homotopy \( H \) on the whole of \( M \) by keeping the images of points close to 0 fixed near the pole \( v \) and not allowing the remaining points to come close to the antipodal pole \( -v \). Let \( y \) near \( -v \) be a regular value for \( r_v \). Then, the end value \( H_1 : M \to S^n \) of the homotopy has one inverse image \( x \) (near 0) less than \( r_v \), and thus \( w_M(-v) = \deg(r_{-v}|_M) = \deg(H_{-1}) = \deg(H_1) = \deg(r_v|_M) - \mathrm{sign}_v(r_v) = w_M(v) \pm 1 \) by 29.9.

Now let \( M \) and \( N \) be compact and connected but not necessarily orientable. We define the mod-2 DEGREE of \( f : M \to N \) by \( \deg_2(f) := \sum_{x \in f^{-1}(y)} 1 \in \mathbb{Z}_2 := \mathbb{Z}/(2\mathbb{Z}) \), where \( y \) is some regular value of \( f \).

We have to show that this number modulo 2 does not depend on the choice of \( y \).

For the moment, let \( f_0 \) and \( f_1 \) be smoothly homotopic via \( H : [0,1] \times M \subseteq \mathbb{R} \times M \to N \) and let \( y \) be a joint regular value of \( f_0 \) and \( f_1 \). Without loss of generality, \( H(t,x) = f_i(x) \) for \( t \) near \( i \in \{0,1\} \) (replace \( H \) by \( (t,x) \mapsto H(h(t),x) \), with \( h \) constant near 0 and near 1). By the proof of 29.9, all values close to regular values are themselves regular (and have the same number of inverse images). Thus we may assume (because of the Proposition 11.15 of Surd) that \( y \) is a regular value of \( H \) and also of \( f_0 \) and \( f_1 \). Hence \( H^{-1}(y) \) is a 1-dimensional submanifold of \( \mathbb{R} \times M \) that intersects \( \{0,1\} \times M \) transversely. The trace \( H^{-1}(y) \cap [0,1] \times M \) is thus a disjoint union of finitely many connected 1-dimensional manifolds with boundary contained in \( \partial([0,1] \times M) = \{0,1\} \times M \) and thus the total number of boundary points \( \{(i,x) : i \in \{0,1\}, f_i(x) = y\} \) is even, so

\[
\sum_{x \in f_0^{-1}(y)} 1 \equiv - \sum_{x \in f_1^{-1}(y)} 1 \equiv \sum_{x \in f_1^{-1}(y)} 1 \mod 2.
\]

Now, if \( y_0 \) and \( y_1 \) are both regular values of \( f \), then there exists a diffeotopy \( h_1 \) on \( N \) (i.e. a diffeomorphism which can be connected to the identity by means of a homotopy consisting entirely of diffeomorphisms) with compact support which maps \( y_0 \) to \( y_1 \) (the equivalence classes of points with respect to diffeotopies are open: consider the flow \( F^t \) of the vector field \( \xi = f \cdot \frac{\partial}{\partial f} \) with appropriate \( f \) with compact support) and thus \( h_1 \circ f \sim f \) and \( y_1 = h_1(y_0) \) is a regular value of \( f \) and of \( h_1 \circ f \), hence \( |f^{-1}(y_0)| = |(h_1 \circ f)^{-1}(y_1)| \equiv |f^{-1}(y_1)| \mod 2 \) by what we have previously shown.

Now, if we define the winding number \( w_M(p) \in \mathbb{Z}_2 \) as before, but with \( \deg_2 \) instead of \( \deg \), we can proceed in the proof as above and get \( w_{p}(M) \neq w_{q}(M) \) for points locally on different sides of \( M \).
29. Applications of Integration to Cohomology

29.18 Generalized Curve Theorem of Jordan.

Let $M \subseteq \mathbb{R}^{n+1}$ be a compact connected hypersurface. Then $M$ is orientable and $\mathbb{R}^{n+1} \setminus M$ has exactly 2 connected components and $M$ is the boundary of both. In particular this holds for $M \cong S^n$.

**Proof.** The cohomology sequence \([29.14]\) of the pair $M \subseteq \mathbb{R}^{n+1}$ is by \([29.16]\) the following:

$$
\begin{array}{c}
\rightarrow H^0(\mathbb{R}^{n+1}) \rightarrow H^n(M) \xrightarrow{\partial} H^{n+1}(\mathbb{R}^{n+1} \setminus M) \rightarrow H^{n+1}(\mathbb{R}^{n+1}) \\
\cong \mathbb{R} \rightarrow H^{n+1}(M) \rightarrow
\end{array}
$$

Thus, by \([26.5.8]\), $1 + \dim H^n(M) = \dim(H^{n+1}(\mathbb{R}^{n+1} \setminus M))$ is the number of (by \([29.17]\) at least 2) connected components of $\mathbb{R}^{n+1} \setminus M$. So $\dim H^n(M) \geq 1$ and thus $M$ is orientable and $\dim H^n(M) = 1$ by \([29.5]\). Hence $\mathbb{R}^{n+1} \setminus M$ has exactly 2 connected components.

Since, by the arguments in \([29.17]\) near $x \in M$ there are points in both connected component of $\mathbb{R}^{n+1} \setminus M$ we get that $M$ is the boundary of each component. \qed

29.19 Corollary.

*Neither the projective plane nor the Klein bottle can be realized as a submanifold of $\mathbb{R}^3$.**

**Proof.** Otherwise they would be orientable by \([29.18]\) \qed

29.20 Example.

Even for orientable connected 2-dimensional manifolds $M$, the first cohomology $H^1(M)$ need not be finite dimensional. Let e.g. $U := \mathbb{C} \setminus \mathbb{Z} \subseteq \mathbb{R}^2$ and $V \subseteq \mathbb{C}$ be the union of the open balls around all $z \in \mathbb{Z}$ with radius $\frac{1}{3}$. Then $U \cap V \sim \bigcup_z S^1$ and thus the Mayer-Vietoris \([26.3.4]\) sequence is

$$
0 \rightarrow H^1(U) \oplus 0 \rightarrow H^1(U \cap V) \xrightarrow{\partial} 0.
$$

So $H^1(U) \cong H^1(U \cap V) \cong H^1(\bigcup_z S^1) = \prod_z \mathbb{R} = \mathbb{R}^\mathbb{Z}$.

29.21 Definition.

The **cup product** $\cup : H^k(M) \times H^l(M) \rightarrow H^{k+l}(M)$ is defined by $[\alpha] \cup [\beta] := [\alpha \wedge \beta]$ and orientable manifolds $M$ the **Poincaré duality** $H^k(M) \rightarrow H^{n-k}(M)\ast$ is the induced linear mapping via $H^n_\ast(M) \cong \mathbb{R}$.

A **triangulation** is a finite family \(\{\sigma_i : i\}\) of diffeomorphic images of the standard $m$-simplex $\Delta_m := \{x = (x^0, \ldots, x^m) \in \mathbb{R}^{n+1} : \sum_i x^i = 1 \text{ and } \forall i : x^i \geq 0\}$, s.t. $\sigma_i \cap \sigma_j \neq \emptyset \Rightarrow \sigma_i \cap \sigma_j$ is a $k$-face of $\sigma_i$ and $\sigma_j$, where a $k$-face is the image of the subset of $\Delta_m$ formed by setting $m - k$ many coordinates $x^i$ to 0. It can be shown with some effort that every smooth manifold has a triangulation, see \([122]\) or \([154]\).
29.22 Proposition.

Let $M$ be a connected oriented manifold. Then the Poincaré duality is an isomorphism $H^k(M) \cong H_c^{n-k}(M)^*.$

Proof (for triangulable manifolds). If $M = U \cup V$ with open $U$ and $V,$ s.t. the theorem for $U,$ $V$ and $U \cap V$ holds, then by the Mayer-Vietoris sequence and the dual of Mayer-Vietoris sequence for compact support we get the result for $M$ by means of the following 5-Lemma, because as exercise [98, EX30] shows the diagram to be commutative, and the dual of an exact sequence is also exact (as one easily shows).
To use this for a proof by induction, we choose on each face of the simplices of the triangulation an “inner” point, e.g. the barycenter. Recursively, we define a covering of $M$ by disjoint unions $U_k$ of open contractible subsets of $M$ as follows:

Let $U_0$ be the disjoint union of suitably chosen contractible neighborhoods of each vertex, which does not contain any of the other interior points.

The set $U_k$ then consists of the disjoint union of suitably chosen open contractible neighborhoods of the chosen points on the faces of dimension $k$.

Explicitly, this can be achieved by looking at all the simplices that have the previously chosen inner points as vertices, for ascending ordered faces of a simplex of the triangulation.

Now we take as $U_0$ the union of all such “open” simplices which have one of the original vertices as a joint vertex.

And more generally, for $U_k$, we take the union of all such “open” simplices that each have one of the inner points of a $k$-simplex as a vertex.
29. Applications of integration to cohomology

29.23

Obviously \( \sigma \subseteq \bigcup_{j \leq k} U_j \) for each (closed) \( k \)-simplex \( \sigma \) and thus \( \bigcup_{k=0}^m U_k = M \). Furthermore, \( U_k \cong \bigcup_{\alpha_k} \mathbb{R}^m \) and, for \( k > 0 \), \( U_k \cap \bigcup_{j < k} U_j \cong \bigcup_{\alpha_k} S^{k-1} \times \mathbb{R}^{m-k+1} \).

Clearly, the Poincaré duality holds for \( \mathbb{R}^m \) (because \( H_0(\mathbb{R}^m) = \mathbb{R} = H^m_0(\mathbb{R}^m) \) and 0 otherwise), and it follows by induction (using the Mayer-Vietoris sequence) that it also holds for \( S^m \times \mathbb{R}^k \) (See exercise [98, EX29]). Since \( H_k(\bigcup_{j \in J} M_j) \cong \prod_{j \in J} H_k(M_j) \) and \( H^k_0(\bigcup_{j \in J} M_j) \cong \bigoplus_{j \in J} H^k_0(M_j) \), it also holds for \( U_k \cap \bigcup_{j < k} U_j \) and thus by induction for \( \bigcup_{j \leq k} U_j \) and hence also for \( M = \bigcup_{j \leq \dim(M)} U_j \).

29.23 Five Lemma.

Let \[
\begin{array}{cccccc}
A_1 & \varphi_1 & A_2 & \varphi_2 & A_3 & \varphi_3 & A_4 & \varphi_4 & A_5 \\
\downarrow f_1 & \equiv & \downarrow f_2 & \equiv & \downarrow f_3 & \equiv & \downarrow f_4 & \equiv & \downarrow f_5 & \equiv \\
B_1 & \psi_1 & B_2 & \psi_2 & B_3 & \psi_3 & B_4 & \psi_4 & B_5 \\
\end{array}
\]
be a commutative diagram with exact horizontal rows. If all but the middle vertical arrow are isomorphisms, then also the middle one is an isomorphism.

Proof.

\((f_3 \text{ is injective})\)

\[f_3a_3 = 0 \implies 0 = \psi_3f_3a_3 = f_4\varphi_3a_3\]

\[f_4 \text{ inj.} \implies \varphi_3a_3 = 0\]

\[\text{exact at } A_3 \implies \exists a_2 : a_3 = \varphi_2a_2\]

\[\implies 0 = f_3a_3 = f_3\varphi_2a_2 = \psi_2f_2a_2\]

\[\text{exact at } B_3 \implies \exists b_1 : f_2a_2 = \psi_1b_1\]

\[f_1 \text{ surj.} \implies \exists a_1 : b_1 = f_1a_1\]

\[\implies f_2a_2 = \psi_1f_1a_1 = f_2\varphi_1a_1\]

\[f_2 \text{ inj.} \implies a_2 = \varphi_1a_1\]

\[\text{exact at } A_5 \implies a_3 = \varphi_2a_2 = \varphi_2\varphi_1a_1 = 0\]
29. Applications of integration to cohomology

29.24 Proposition.

\[ \chi(M) = \sum_i (-1)^i \alpha_i. \]

Proof. We use the open sets \(U_k \subseteq M\) constructed in the proof of 29.22, which are disjoint unions of \(\alpha_k\) many sets diffeomorphic to \(\mathbb{R}^m\) and for which the \(U_k \cap \bigcup_{j<k} U_j\) are disjoint unions of \(\alpha_k\) many sets diffeomorphic to \(S^{k-1} \times \mathbb{R}^{m-k+1} \sim S^{k-1}\). Thus, for the Euler characteristic we get:

\[
\chi\left( \bigcup_{j<k} U_j \right) + \alpha_k = \chi\left( \bigcup_{j<k} U_j \right) + \chi(U_k) \overset{26.5.8}{=} \chi\left( \bigcup_{j \leq k} U_j \right) + \chi(U_k \cap \bigcup_{j<k} U_j) \overset{26.5.9}{=} \chi\left( \bigcup_{j \leq k} U_j \right) + (1 + (-1)^{k-1})\alpha_k.
\]

So

\[ \chi\left( \bigcup_{j \leq k} U_j \right) = \chi\left( \bigcup_{j<k} U_j \right) + (-1)^k \alpha_k \]

and thus

\[ \chi(M) = \chi\left( \bigcup_{j \leq m} U_j \right) = \chi(\emptyset) + \sum_{j \leq m} (-1)^j \alpha_j = \sum_{j \leq m} (-1)^j \alpha_j. \]

\(\square\)
29.25 Definition (Thom and Euler class of a vector bundle).

Let \( p : E \to M \) be an oriented \( k \)-plane bundle over an \( m \)-dimensional compact oriented connected manifold \( M \). The cup product
\[
\cup : H^m(E) \times H^k(E) \to H^{m+k}(E) \cong \mathbb{R}, \quad [\alpha] \cup [\beta] := [\alpha \wedge \beta]
\]
duces by \( 29.21 \) and \( 29.22 \) the Poincaré duality
\[
H^k(E) \xrightarrow{\cong} H^m(E)^*, \quad [\beta] \mapsto \left( [\alpha] \mapsto \int_E \alpha \wedge \beta \right).
\]
Since 0 : \( M \hookrightarrow E \) is a deformation retract with retraction \( p, H^m(M) \cong H^m(E) \) via \([\gamma] \mapsto [p^*(\gamma)]\) and thus
\[
H^k(E) \cong H^m(E)^* \cong H^m(M)^*
\]
via
\[
H^k(E) \ni [\beta] \mapsto \left( H^m(E) \ni [\alpha] \mapsto \int_E \alpha \wedge \beta \right) \mapsto \left( H^m(M) \ni [\gamma] \mapsto \int_M p^*(\gamma) \wedge \beta \right).
\]
By \( 29.5 \) we have \( \mathbb{R} \cong \mathbb{R}^* \cong H^m(M)^* \), via \( 1 \mapsto \int_M (\cdots) : H^m(M) \to \mathbb{R}, [\gamma] \mapsto \int_M \gamma \).

Thus, there exists a unique class \( U(p) := [\tau] \in H^k(E) \), the so-called THOM CLASS of the \( k \)-plane bundle \( p \), defined by
\[
\int_E p^*(\gamma) \wedge \tau = \int_M \gamma \text{ for all } [\gamma] \in H^m(M).
\]

The Euler class \( \chi(p) \in H^k(M) \) of the \( k \)-plane bundle \( p \) is then defined by
\[
\chi(p) := 0^*(U(p)) = s^*(U(p)) \text{, where } 0 : M \hookrightarrow E \text{ is the 0-section, resp. } s \text{ is any (obviously homotopic) section of } p.
\]
If \( p : E \to M \) has a nowhere vanishing section \( s \), then \( \chi(p) = (K \cdot s)^*(U(p)) = 0 \), where \( K \) was chosen such that \( \text{im}(K \cdot s) \cap \text{supp}(\tau) = \emptyset \) for \( [\tau] = U(p) \).

29.26 Proposition.

Let \( M \) be a connected compact oriented \( m \)-dimensional manifold. Furthermore, let \( p : E \to M \) be an oriented \( k \)-plane bundle, and for \( x \in M \) let \( j_x : E_x \hookrightarrow E \) be the inclusion of the fiber \( E_x \) over \( x \).

Then the Thom class \( U(p) = [\tau] \) is the unique element from \( H^k(E) \) with \( \int_{E_x} j_x^*(\tau) = 1 \) for all \( x \in M \).

Proof. The Thom class \( [\tau] \in H^k(E) \) is uniquely defined by the implicite equation
\[
\int_E p^*(\mu) \wedge \tau = \int_M \mu \text{ for all } \mu \in \Omega^m(M).
\]
Let \( W \cong \mathbb{R}^m \) be an open subset of \( M \) for which \( E|_W \) is trivial, that is, w.l.o.g. \( E|_W = W \times \mathbb{R}^k \) and \( p = pr_1 \), as well as \( j_x : v \mapsto (x,v) \). Then there is a \( K > 0 \) with \( \text{supp}(\tau|_{p^{-1}(W)}) \subseteq W \times \{ v : \|v\| < K \} \) and for the moment let \( \text{supp}(\mu) \subseteq W \). The contraction \( H : W \times I \to W \) from \( W \) to \( x \in W \) induces a smooth homotopy \( H : W \times \mathbb{R} \to W \times \mathbb{R}^k \), \((y,v,t) \mapsto (H(y,t),v)\) with \( H_0 = \text{id} \) and \( H_1 = (\text{konst}_x, pr_2) = j_x \circ pr_2 \). We have \( \text{supp}(H^*\tau) \subseteq H^{-1}(\text{supp} \tau|_{p^{-1}(W)}) \subseteq \{(y,v,t) : \|v\| < K\} \). Therefore, for \( \lambda := G(\tau) \in \Omega^{k-1}(W \times \mathbb{R}^k) \), where \( G := I_0^* \circ H \), the homotopy operator from the proof of the homotopy axiom \( 26.3.2 \) with \( \xi := \frac{\partial}{\partial t} \), we have \( \text{supp}(\lambda) \subseteq \{(y,v) : \|v\| < K\} \), and thus
\[
pr_2^* j_x^* \tau - \tau = (H_1)^*(\tau) - (H_0)^*(\tau) = \frac{dG}{G}(\tau) = d\lambda.
\]
Thus (compare with the proof of [29.3] or see exercise [98, EX26])
\[
\int_{p^{-1}(W)} p^*(\mu) \wedge \tau = \int_{W \times \mathbb{R}^k} pr_1^* \mu \wedge (pr_2^* j^*_x \tau - d\lambda) = \int_W \mu \cdot \int_{\mathbb{R}^k} j^*_x \tau,
\]

because \(pr_1^* \mu \wedge d\lambda = \pm d(pr_1^* \mu \wedge \lambda)\) and hence \(\int_{W \times \mathbb{R}^k} pr_1^* \mu \wedge d\lambda = 0\). As a result, \(\int_{\mathbb{R}^k} j^*_x \tau\) is independent on \(x \in W\) and hence we denote this value by \(\int_{\mathbb{R}^k} j^*_x \tau\).

Let \(W\) be a covering of \(M\) with trivializing open sets \(W\) as before and let \(\{\lambda_W : W \in W\}\) be a subordinated partition of 1. Then
\[
\int_M \mu = \int_E p^*(\mu) \wedge \tau = \sum_{W \in W} \int_{p^{-1}(W)} p^*(\lambda_W \mu) \wedge \tau = \sum_{W \in W} \int_W \lambda_W \mu \cdot \int_{\mathbb{R}^k} j^*_x \tau = \int_M \mu \cdot \int_{\mathbb{R}^k} j^*_x \tau,
\]

hence \(\int_{\mathbb{R}^k} j^*_x \tau = 1\).

**Uniqueness**: For each \(U \in H^k_\text{loc}(E)\) there exists \(c \in \mathbb{R}\) with \(U = c \cdot [\tau]\) because \(H^k_\text{loc}(E) \cong \mathbb{R}\). If \(U\) has also the required property, then \(j^*_x U = j^*_x (c[\tau]) = cj^*_x [\tau]\) and thus \(c = 1\) because of \(c \int_{E_x} j^*_x [\tau]\). \(\square\)

29.27 Definition. Index of vector fields in isolated zeros.

Let \(\xi\) be a vector field with isolated zero 0 on an open set \(U \subseteq \mathbb{R}^m\). Then the **index** of \(\xi\) at 0 is defined by
\[
\text{ind}_0(\xi) = \deg(r \circ \xi \circ \iota : S^{m-1} \hookrightarrow U \setminus \{0\} \xrightarrow{\lambda} \mathbb{R}^m \setminus \{0\} \to \mathbb{S}^{m-1}),
\]

where \(r(x) = \frac{1}{|x|} x\) and \(\iota : S^{m-1} \hookrightarrow U \setminus \{0\}\) is the embedding of a sphere, contained together with its interior in \(U \setminus (\xi^{-1}(0) \setminus \{0\})\).

This index is invariant under diffeomorphisms: In fact, if \(h\) is a (for now) orientation preserving diffeomorphism with \(h(0) = 0\), then \(\text{id}\) is smooth homotopic to \(h'(0)\) (since \(GL_+(\mathbb{R}^m)\) is connected, see [103, 1.10]) and furthermore
\[
H(x,t) := \begin{cases} h(tx) & \text{for } t > 0 \\ h'(0)(x) & \text{for } t = 0 \end{cases}
\]

is a smooth homotopy between \(h'(0)\) and \(h\) locally around 0. Thus \(r \circ \xi \sim r \circ h^* \xi\) near 0 and thus \(\deg(r \circ \xi \circ \iota) = \deg(r \circ h^* \xi \circ \iota)\).

In order to obtain this also for non orientation preserving \(h\) it suffices to show this in particular for the linear isometry \(h : (x^1, \ldots, x^{m-1}, x^m) \mapsto (x^1, \ldots, x^{m-1}, -x^m)\). For this we have \(h^* \xi = h^{-1} \circ \xi \circ h\) and thus \(r \circ h^* \xi \circ \iota = r \circ h^{-1} \circ \xi \circ h \circ \iota = h|_{\mathbb{S}^{m-1}} \circ r \circ \xi \circ \iota \circ h|_{\mathbb{S}^{m-1}}\) so
\[
\deg(r \circ h^* \xi \circ \iota) = \deg(h|_{\mathbb{S}^{m-1}} \circ r \circ \xi \circ \iota \circ h|_{\mathbb{S}^{m-1}}) \overset{29.10.1}{=} \deg(r \circ \xi \circ \iota).
\]

The radial vector field \(x \mapsto x\) obviously has index 1 at 0. More generally, a linear vector field \(\xi\) at \(\mathbb{R}^m\) which is diagonalizable with \(k\) negative and \(m-k\) positive eigenvalues has index \((-1)^k\), because up to linear orientation preserving isomorphisms, it is of the form
\[
(x_1, \ldots, x_m) \mapsto (-x_1, \ldots, -x_k, x_{k+1}, \ldots, x_m)
\]

and restricted to \(\mathbb{S}^{m-1}\) has degree \((-1)^k\) (because, for example, \(e_1\) is a regular value of \(\xi \circ \iota = r \circ \xi \circ \iota\) with single inverse image \(-e_1\) and \(\det(T_{-e_1} \xi|_{\mathbb{S}^{m-1}}) = (-1)^k\)).

For a vector field \(\xi\) with isolated zero \(x\) on a manifold we define the **index** \(\text{ind}_x \xi\) as \(\text{ind}_0 \xi\) for a chart representation \(\xi\) of \(\xi\) centered at \(x\).
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29.28 Proposition.

Let $M$ be a compact oriented connected manifold and $[\mu] \in H^n(M)$ with $\int_M \mu = 1$. Let $\xi \in \mathcal{X}(M)$ be a vector field with only isolated zeros. Then

$$\chi(\pi_M : TM \to M) = \left( \sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi \right) \cdot [\mu] \in H^n(M).$$

**Proof.** Let $\xi^{-1}(0) = \{x_1, \ldots, x_k\}$ and $W_i$ be pairwise disjoint compact chart neighborhoods centered at $x_i$ and diffeomorphic to the closed ball $D := \{v \in \mathbb{R}^m : ||v|| \leq 1\}$. So $TM|_{W_i} \cong W_i \times \mathbb{R}^m$ is trivial. We extend the norm on $\mathbb{R}^m$ to a Riemannian metric $g$ on $M$. Let $[\tau] \in H^k_\pi(TM)$ be the Thom class of $\pi_M : TM \to M$ and hence a $K > 0$ exists with $\text{supp}(\tau) \subseteq \{\eta_x \in TM : g(\eta_x, \eta_x) < K^2\}$. Consider the scalar multiplication $K : TM \to TM$, $\xi \mapsto K\xi$. Then

$$\int_{E_x} j_x^* (K^* \tau) = \int_{E_x} K^* (j_x^* \tau) = \int_{E_x} j_x^* \tau = 1,$$

hence $[\tau] = [K^* \tau]$ by 29.25 and $K \cdot \text{supp}(K^* \tau) = \text{supp}(\tau)$. So we may assume w.l.o.g. that $\text{supp}(\tau) \subseteq \{\eta_x \in TM : g(\eta_x, \eta_x) < 1\}$, i.e. $K = 1$.

Because of $\chi(\pi_M) := \chi((\pi|_W)^* [\tau])$ by 29.25 we have to show $\int_M K^* \tau = \sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi$. By stretching $\xi$ (which does not change $\text{ind}_x \xi$) we achieve $g(\xi_y, \xi_y) \geq K^2$ for all $y \notin \bigcup_i W_i$, i.e. $\text{supp}(\xi^* \tau) \subseteq \xi^{-1}(\text{supp} \tau) \subseteq \bigcup_{i=1}^k W_i$.

$$\int_M \xi^* \tau = \sum_{i=1}^k \int_{W_i} \xi^* \tau$$

and it is enough to show $\int_{W_i} \xi^* \tau = \text{ind}_{x_i} \xi$.

For the sake of simplicity we omit the index $i$ in the remainder of the proof and denote with $\iota : D \to \iota(D) = : W$ a chart centered at $\{x\} := \xi^{-1}(0) \cap W$ and $\psi = T_0 (\iota^{-1} \times \mathbb{R}^m) : W \times \mathbb{R}^m \to TM|_W$ the corresponding VB-chart. Let $\tilde{\tau} := \psi^* \tau$ and let $\xi := \psi^{-1} \circ \xi$ be the representation of $\xi$. Then $\xi^* \tau = \psi^* \tilde{\tau} (\psi \circ \xi) \tau = \xi^* \tau$.

In the proof of 29.26 we have shown that $\text{pr}_2^* j_x^* \tau - \tilde{\tau} = d\lambda$ for $\lambda \in \Omega^{m-1}(W \times \mathbb{R}^m)$ with $\text{supp}(\lambda) \subseteq \{(y, v) : ||v|| < 1\}$ because $\text{supp}(\tilde{\tau}) = \psi^{-1}(\text{supp} \tau) \subseteq \{(y, v) : ||v|| < 1\}$. For all $y \in \partial W = \iota(S^{m-1})$ we have $g(\xi_y, \xi_y) \geq 1$ and thus $\xi^* \lambda|_{\partial W} = 0$, hence

$$\int_W \xi^* \text{pr}_2^* j_x^* \tau = \int_W \xi^* d\lambda = \int_W d\xi^* \lambda = \int_{\partial W} \xi^* \lambda = 0.$$  

Because of the Poincaré lemma 26.5.6 for $W \cong D \subseteq \mathbb{R}^m$, $j_x^* \tau = d\rho$ for some $\rho \in \Omega^{m-1}(\mathbb{R}^m)$. Since the retraction $r : \mathbb{R}^m \setminus \{0\} \to S^{m-1} \subseteq \mathbb{R}^m$ is homotopic to the identity we get

$$\int_{S^{m-1}} \rho = \int_D \rho \text{ pr}_2^* j_x^* \tau = \int_D j_x^* \tau = \int_D j_x^* \tau = \int_{T_x M} j_x^* \tau$$

because $\text{supp}(\tilde{\tau}) \subseteq \{(y, v) : ||v|| < 1\}$ and thus

$$\int_{S^{m-1}} \rho = \int_D \rho \text{ pr}_2^* j_x^* \tau = \int_D j_x^* \tau = \int_D j_x^* \tau = \int_{T_x M} j_x^* \tau = 29.26 1.$$
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29.29 Theorem of Poincaré-Hopf.

Let $M$ be a compact oriented connected manifold and let $\xi \in \mathfrak{X}(M)$ be a vector field with isolated zeros only. Then

$$\chi(M) = \sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi = \int_M \chi(\pi_M).$$

Proof (for triangulable manifolds). For $\mu \in \Omega^m(M)$ with $\int_M \mu = 1$, and for each vector field $\xi$, with isolated zeros only, we have by 29.28 that

$$\sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi \cdot [\mu] = \chi(\pi_M)$$

and thus

$$\sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi = \int_M \sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi \cdot \mu = \int_M \chi(\pi_M)$$

is independent on $\xi$. Therefore, it is sufficient to find such some $\xi \in \mathfrak{X}(M)$ with

$$\chi(M) = \sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi.$$

We use a finite triangulation and, as in the proof of 29.22, we choose an “inner” point on each face simplex. By 29.24, $\chi(M) = \sum_{k=0}^m (-1)^k \alpha_k$, where $\alpha_k$ denotes the number of $k$-simplices. Recursively we choose a vector field $\xi$ with exactly these points as zeros, so that on each $k$-simplex it has the chosen inner points as sink.

According to what is said in 29.27, the index of $\xi$ in these inner points of the $k$-simplices is just $(-1)^k$ and thus

$$\sum_{x \in \xi^{-1}(0)} \text{ind}_x \xi = \sum_{k=0}^m (-1)^k \alpha_k = \chi(M).$$
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