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Abstract. We show that maximal analytic Hardy fields are η1 in the sense of

Hausdorff. We also prove various embedding theorems about analytic Hardy

fields. For example, the ordered differential field T of transseries is shown to
be isomorphic to an analytic Hardy field.
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Introduction

This is a follow-up on [5] where the main result is that for any Hardy field H and
countable subsets A < B of H there exists y in a Hardy field extension of H such
that A < y < B. Equivalently, (the underlying ordered set of) any maximal Hardy
field is η1 in the sense of Hausdorff. In this result we do not require H ⊆ Cω, and
the glueing constructions in [5] do not give y ∈ Cω, even if H ⊆ Cω; see Notations
and Conventions at the end of this introduction for the notation used here. We call
a Hardy field H smooth if H ⊆ C∞ and analytic if H ⊆ Cω. By [8, Corollary 11.20]
and [ADH, 16.0.3, 16.6.3], maximal Hardy fields, maximal smooth Hardy fields,
and maximal analytic Hardy fields are all elementarily equivalent to the ordered
differential field T of transseries, and have no proper d-algebraic H-field extension
with constant field R. We shall tacitly use these facts throughout.

Some may view non-analytic Hardy fields as artificial, since most Hardy fields
that occur “in nature” are analytic. (But see [24, 25] for Hardy fields H ̸⊆ C∞,
and [33] for Hardy fields H ⊆ C∞, H ̸⊆ Cω.) To conciliate this view and answer an
obvious question we prove in Section 4 the analytic version of [5]:
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2 ASCHENBRENNER AND VAN DEN DRIES

Theorem A. If H is an analytic Hardy field with countable subsets A < B, then
there exists y ∈ Cω in a Hardy field extension of H such that A < y < B.

Equivalently, all maximal analytic Hardy fields are η1. The theorem goes through
for smooth Hardy fields with y ∈ C∞ in the conclusion; this can be obtained by
refining the glueing constructions from [5] (as was actually done in an early version
of that paper at the cost of three extra pages). Here we take care of the smooth and
analytic versions simultaneously. Compared to [5] the new tool we use is a powerful
theorem due to Whitney on approximating any Cn-function or C∞-function by an
analytic function, where the approximation also takes derivatives into account.
From that we obtain an analogue for germs, namely Corollary 1.8, which in turn
we use to derive Theorem A from various results in the non-analytic setting of [5].

In the course of establishing Theorem A in Sections 3 and 4 we revisit results on
pc-sequences and on extensions of type (b) from [5]. In Section 4 (see Theorem 4.15)
this also leads to:

Theorem B. If H is a maximal analytic Hardy field, then H is dense in any Hardy
field extension of H.

If all maximal analytic Hardy fields are maximal Hardy fields, which seems to us
implausible, then of course the theorems above would be trivially true. Can a
maximal analytic Hardy field ever be a maximal Hardy field? For all we know
answering questions of this kind might involve set-theoretic assumptions like CH.
In [5] and the present paper we ran into other set-theoretic issues of this kind, and
in Section 8 we state some problems that arose this way.

Sections 5–7 prove embedding theorems about (not necessarily maximal) analytic
Hardy fields. A special case of a result in Section 7: the ordered differential field T
is isomorphic over R to an analytic Hardy field extension of R.

Notations and conventions. We take these from [5, end of introduction], but
for the convenience of the reader we list here what is most needed.

We let i, j, k, l, m, n range over N = {0, 1, 2, . . . }. We let C be the ring of
germs at +∞ of continuous functions (a,+∞) → R, a ∈ R. Let f , g range over C,
with representatives (a,+∞) → R (a ∈ R) of f , g also denoted by f , g. Then
on C we have binary relations ⩽, <e given by f ⩽ g :⇔ f(t) ⩽ g(t), eventually,
and f <e g :⇔ f(t) < g(t), eventually, as well as ≼, ≺, ≍, ∼ defined as follows:

f ≼ g :⇐⇒ |f | ⩽ c|g| for some c ∈ R>,

f ≺ g :⇐⇒ g ∈ C× and |f | ⩽ c|g| for all c ∈ R>,

f ≍ g :⇐⇒ f ≼ g and g ≼ f ,

f ∼ g :⇐⇒ f − g ≺ g.

For r ∈ N ∪ {∞} we let Cr be the subring of C consisting of the germs of r times
continuously differentiable functions (a,+∞) → R, a ∈ R. Thus C<∞ :=

⋂
n Cn is

a differential ring with the obvious derivation, and has C∞ as a differential subring.
We let Cω be the differential subring of C∞ consisting of the germs of real analytic
functions (a,+∞) → R, a ∈ R. A Hausdorff field is a subfield H of C; it is
naturally also an ordered and valued field (see [6, Section 2]), with the relations⩽,≼
on C restricting to the ordering of H and the dominance relation associated to the
valuation of H, respectively. A Hardy field is a differential subfield of C<∞. (So
every Hardy field is a Hausdorff field.)
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The prefix “d” abbreviates “differentially”; for example, “d-algebraic” means
“differentially algebraic”.

Acknowledgements. We thank the anonymous referee for suggestions as to how
to improve readability of the paper.

1. Whitney’s Approximation Theorem

In this section we let r ∈ N∪ {∞} and a, b ∈ R. We shall use the one-variable case
of an approximation theorem due to Whitney [40, Lemma 6] to upgrade various
constructions of smooth functions to analytic functions. To formulate this theorem
we introduce some notation. Let U ⊆ R be open. Then Cm(U) denotes the R-
algebra of Cm-functions U → R, with C(U) := C0(U) and C∞(U) :=

⋂
m Cm(U),

and Cω(U) denotes the R-algebra of analytic functions U → R, so Cω(U) ⊆ C∞(U).
Let S ⊆ U be nonempty. For f in C(U) we set

∥f∥S := sup
{
|f(s)| : s ∈ S

}
∈ [0,∞],

so for f, g ∈ C(U) and λ ∈ R (and the convention 0 · ∞ = ∞ · 0 = 0) we have

∥f + g∥S ⩽ ∥f∥S + ∥g∥S , ∥λf∥S = |λ| · ∥f∥S , and ∥fg∥S ⩽ ∥f∥S∥g∥S .
If ∅ ≠ S′ ⊆ S then ∥f∥S′ ⩽ ∥f∥S . Next, let f ∈ Cm(U). We then put

∥f∥S;m := max
{
∥f∥S , . . . , ∥f (m)∥S

}
∈ [0,∞].

Then again for f, g ∈ C(U) and λ ∈ R we have

∥f + g∥S;m ⩽ ∥f∥S;m + ∥g∥S;m, ∥λf∥S;m = |λ| · ∥f∥S;m,

and

(1.1) ∥fg∥S;m ⩽ 2m∥f∥S;m∥g∥S;m

Let f ∈ C(U). For U = R we set ∥f∥m := ∥f∥R;m. For k ⩽ m and ∅ ≠ S′ ⊆ S ⊆ U
we have ∥f∥S′; k ⩽ ∥f∥S;m. Moreover, ∥f∥S;m does not change if S is replaced by
its closure in U .

Theorem 1.1 (Whitney). Let (an), (bn), (εn) be sequences in R and (rn) in N
such that a0 = b0, (an) is strictly decreasing, (bn) is strictly increasing, and εn > 0,
rn ⩽ r for all n. Set I :=

⋃
nKn, where Kn := [an, bn]. Then, for any f ∈ Cr(I),

there exists g ∈ Cω(I) such that for all n we have ∥f − g∥Kn+1\Kn; rn < εn.

For a self-contained proof of Theorem 1.1, see the appendix to this paper.

We let Cm
a be the R-algebra of functions f : [a,+∞) → R which extend to a function

in Cm(U) for some open neighborhood U ⊆ R of [a,+∞). Likewise we define C∞
a

and Cω
a , and Ca := C0

a; see [6, Section 3]. For f ∈ Cm
a and nonempty S ⊆ [a,+∞)

we put ∥f∥S;m := ∥g∥S;m where g ∈ Cm(U) is any extension of f to an open neigh-
borhood U ⊆ R of [a,+∞). We shall use the following special case of Theorem 1.1:

Corollary 1.2. Let f ∈ Cr
b , and let (bn) be a strictly increasing sequence in R such

that b0 = b and bn → ∞ as n → ∞, and let (εn) be a sequence in R> and (rn) be
a sequence in N with rn ⩽ r for all n. Then there exists g ∈ Cω

b such that for all n
we have ∥f − g∥[bn,bn+1]; rn < εn.

Proof. Extend f to a function in Cr(I), also denoted by f , where I := (a,+∞),
a < b, and take a strictly decreasing sequence (an) in R with a0 = b0 and an → a
as n→ +∞. Now apply Theorem 1.1. □
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Here is a useful reformulation of Corollary 1.2:

Corollary 1.3. Let f ∈ Cr
b and ε ∈ Cb be such that ε > 0 on [b,+∞). Then there

exists g ∈ Cω
b such that |(f − g)(k)(t)| < ε(t) for all t ⩾ b and k ⩽ min

{
r, 1/ε(t)

}
.

Proof. Take a strictly increasing sequence (bn) in R with b0 = b and bn → ∞
as n→ ∞, and for each n, set

εn := min
{
ε(t) : t ∈ [bn, bn+1]

}
∈ R>, rn := min

{
r,
⌊
∥1/ε∥[bn,bn+1]

⌋}
∈ N.

Corollary 1.2 yields g ∈ Cω
b such that ∥f − g∥[bn,bn+1]; rn < εn for all n. Then

for t ∈ [bn, bn+1] and k ⩽ min
{
r, 1/ε(t)

}
we have k ⩽ rn and so

|(f − g)(k)(t)| ⩽ ∥f − g∥[bn,bn+1]; rn < εn ⩽ ε(t). □

This leads to an improved version of [5, Lemma 2.5]:

Lemma 1.4. Let f, g ∈ Cb be such that f < g on [b,+∞). Then there exists y ∈ Cω
b

such that f < y < g on [b,+∞).

Proof. Let z := 1
2 (f + g) ∈ Cb and ε := 1

2 (g − f) ∈ Cb. Corollary 1.3 (with r = 0)
then yields y ∈ Cω

b such that |y − z| < ε on [b,+∞), so f < y < g on [b,+∞). □

Thus we can replace “ϕ ∈ C∞” by “ϕ ∈ Cω” in the statements of Lemma 2.7 and
Corollary 2.8 in [5]. Here is another consequence of Corollary 1.3:

Corollary 1.5. Let f ∈ Cr and ε ∈ C, ε >e 0. Then there exists g ∈ Cω such that
for all k ⩽ r we have |(f − g)(k)| <e ε.

Proof. Pick a and representatives of f in Cr
a and of ε in Ca, also denoted by f , ε,

with ε > 0 on [a,+∞). Take ε∗ ∈ Ca with 0 < ε∗ ⩽ ε on [a,+∞) and ε∗ ≺ 1.
Corollary 1.3 applied to ε∗ in place of ε yields g ∈ Cω

a such that |(f−g)(k)(t)| < ε∗(t)
for all t ⩾ a and k ⩽ min

{
r, 1/ε∗(t)

}
. Given k ⩽ r, take b ⩾ a such that k ⩽ 1/ε∗(t)

for all t ⩾ b; then |(f − g)(k)(t)| < ε(t) for such t. □

Our next goal is to prove a version of Corollary 1.5 for approximating germs in C<∞

by germs in Cω: see Corollary 1.8 below. First a lemma about glueing two approx-
imations g− and g+ to a function f to make a single approximation g to f that
combines properties of g− and g+:

Lemma 1.6. Let f ∈ Ca0 and a0 ⩽ a < b. Suppose f is of class Cn on [a,+∞)
and of class Cn+1 on [b,+∞). Let also functions ε ∈ Ca0

and g−, g+ ∈ C∞
a0

be given
such that

• ε > 0 on [a0,+∞);
• |(f − g−)

(j)| < ε on [a,+∞) for j = 0, . . . , n; and
• |(f − g+)

(j)| < ε on [b,+∞) for j = 0, . . . , n+ 1.

Then, for any δ ∈ R>, there is a function g ∈ C∞
a0

and a b′ > b such that:

(i) g = g− on [a0, b] and g = g+ on [b′,+∞);
(ii) |(f − g)(j)| < (1 + δ)ε on [a,+∞) for j = 0, . . . , n; and
(iii) |(f − g)(j)| < ε on [b′,+∞) for j = 0, . . . , n+ 1.

Proof. Let b′ > b, set β := αb,b′ as in [5, (3.4)], and g := (1−β)g−+βg+ on [a0,+∞),
so g ∈ C∞

a0
. Let δ > 0; we show that if b′ − b is sufficiently large, then g satisfies (i),

(ii), (iii). It is clear that (i) holds, and so (iii) as well. Then the inequality in (ii)
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holds on [a, b] and on [b′,+∞), so it suffices to consider what happens on [b, b′].
There we have for j = 0, . . . , n:

(f − g)(j) = f (j) −
(
(1− β)g

(j)
− + βg

(j)
+

)
−

j−1∑
i=0

(
j

i

)
β(j−i)

(
g
(i)
+ − g

(i)
−
)
,

and
f (j) −

(
(1− β)g

(j)
− + βg

(j)
+

)
= (1− β)

(
f − g−)

(j) + β
(
f − g+)

(j),

so∣∣f (j) − ((1− β)g
(j)
− + βg

(j)
+

)∣∣ ⩽ max
{∣∣(f − g−)

(j)
∣∣, ∣∣(f − g+)

(j)
∣∣} < ε on [b, b′].

By [5, (3.5)] we have reals Cm ⩾ 1 (independent of b′) with |β(m)| ⩽ Cm/(b
′ − b)m.

Hence for j = 0, . . . , n we have on [b, b′]:∣∣∣∣∣
j−1∑
i=0

(
j

i

)
β(j−i)

(
g
(i)
+ − g

(i)
−
)∣∣∣∣∣ ⩽

j−1∑
i=0

(
j

i

)
Cj−i

(b′ − b)j−i

∣∣g(i)+ − g
(i)
−
∣∣

and
∣∣g(i)+ − g

(i)
−
∣∣ < 2ε for i = 0, . . . , n. So for b′ − b so large that

j−1∑
i=0

(
j

i

)
Cj−i

(b′ − b)j−i
< δ/2,

condition (ii) is satisfied. (See also Figure 1.) □

a b b′

t

g+
g−
g

Figure 1.

Proposition 1.7. Suppose f ∈ C<∞ and ε ∈ C, ε >e 0. Then there exists g ∈ C∞

such that |(f − g)(n)| <e ε for all n.

Proof. Represent f and ε by continuous functions [a0,+∞) → R (a0 ∈ R), also
denoted by f and ε, such that ε > 0 on [a0,+∞). Next, take a strictly increasing
sequence (an) of real numbers starting with the already given a0, such that an → ∞
as n → ∞, and f is of class Cn on [an,+∞), for each n. Then Corollary 1.3
gives for each n a function gn ∈ C∞

a0
such that |(f − gn)

(j)| < ε/2 on [an,+∞)
for j = 0, . . . , n. All this remains true when increasing each an while keeping a0
fixed and maintaining that (an) is strictly increasing. Now use the lemma above
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to construct g as required: first glue g0 and g1 and increase the an for n ⩾ 1, then
glue the resulting function with g2 and increase the an for n ⩾ 2, and so on, and
arrange the product of the (1 + δ)-factors to be < 2. □

Now Corollary 1.5 (for r = ∞) and Proposition 1.7 yield:

Corollary 1.8. For any germs f ∈ C<∞ and ε ∈ C with ε >e 0, there exists a
germ g ∈ Cω such that |(f − g)(n)| <e ε for all n.

In the next section we apply Corollary 1.8 to bounded Hardy fields.

2. Bounded Hardy Fields

As in [6, Section 5] a set H ⊆ C is called bounded if for some ϕ ∈ C we have h ⩽ ϕ
for all h ∈ H, and unbounded otherwise. Every countable subset of C is bounded,
cf. [6, remarks after Lemma 5.17]. As a consequence, the union of countably many
bounded subsets of C is also bounded.

In this section we first establish a few general facts about the class of bounded
Hardy fields, notably an “analytification” result (Corollary 2.4) needed for the proof
of Proposition 3.5. We then focus on the subclass of Hardy fields with countable
cofinality, and show it to be closed under natural differential-algebraic Hardy field
extensions (Theorem 2.13). Some auxiliary results from this subsection (e.g., 2.8,
2.15, 2.16) are also used later, notably in Section 5, where we continue our study
of Hardy fields of countable cofinality.

Observations on bounded Hardy fields. In the rest of this section H is a
Hardy field. If H is bounded, then there is a ϕ ∈ C with ϕ >e 0 and g ≺ ϕ for
all g ∈ H, so ε := 1/ϕ ∈ C× satisfies ε >e 0 and ε ≺ h for all h ∈ H×. A germ y ∈ C
is said to be H-hardian if it lies in a Hardy field extension of H, and hardian if it
lies in some Hardy field (equivalently, it is Q-hardian). For r ∈ {∞, ω}, if H ⊆ Cr

and y ∈ Cr is H-hardian, then H⟨y⟩ ⊆ Cr; see [6, Section 4]. By [6, Lemmas 5.18,
5.19] we have:

Lemma 2.1. If H is bounded, then any d-algebraic Hardy field extension of H is
bounded, and for any H-hardian f ∈ C<∞, the Hardy field H⟨f⟩ is bounded.

Corollary 2.2. If H is bounded and F is a Hardy field extension of H and d-
algebraic over H⟨S⟩ for some countable S ⊆ F , then F is bounded.

Lemma 2.3. Let f, g ∈ C<∞ be such that f is H-hardian, d-transcendental over H,
and (f − g)(n) ≺ h for all h ∈ H⟨f⟩× and all n. Then g is H-hardian, and there is
a unique isomorphism H⟨f⟩ → H⟨g⟩ of Hardy fields over H sending f to g.

Proof. Let P ∈ H{Y }̸=, r := orderP , so P (f) ∈ H⟨f⟩×. It suffices to show that
then P (f) ∼ P (g). By Taylor expansion [ADH, p. 210], with i ranging over N1+r:

P (g)− P (f) =
∑
|i|⩾1

P(i)(f)(g − f)i where P(i) =
P (i)

i!
∈ H{Y }.

If |i| ⩾ 1, then (g − f)i ≺ h for all h ∈ H⟨f⟩×, and hence P(i)(f)(g − f)i ≺ P (f).
Thus P (g)− P (f) ≺ P (f) as required. □

With Corollary 1.8 we now obtain analytic “copies” of certain H-hardian germs:
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Corollary 2.4. Suppose H is bounded and f in a Hardy field extension of H is
d-transcendental over H. Then there is an H-hardian g ∈ Cω and an isomor-
phism H⟨f⟩ → H⟨g⟩ of Hardy fields over H sending f to g.

Proof. By Lemma 2.1, the Hardy field H⟨f⟩ is bounded, so we can take ε ∈ C×

with ε >e 0 and ε ≺ h for all h ∈ H⟨f⟩×. Corollary 1.8 yields a g ∈ Cω such
that |(f − g)(n)| ⩽ ε for all n, and so it remains to appeal to Lemma 2.3. □

Recall from [ADH, 10.6] that an H-field L is said to be Liouville closed if it is real
closed and for all f, g ∈ L there exists y ∈ L× with y′ + fy = g. If H ⊇ R, then
our Hardy field H is an H-field, and H has a smallest Liouville closed Hardy field
extension Li(H). (See [6, Section 4].) We can now also strengthen [5, Theorem 5.1]:

Corollary 2.5. Suppose H ⊇ R is Liouville closed, and ϕ ∈ C, ϕ >e H. Then
there is an H-hardian z ∈ Cω with z >e ϕ.

Proof. By [5, Theorem 5.1] we have an H-hardian y ∈ C∞ with y >e ϕ+1. Then y
is d-transcendental overH andH⟨y⟩ is bounded, by [6, Lemma 5.1] and Lemma 2.1.
This yields ε ∈ C such that ε >e 0 and ε ≺ h for all h ∈ H⟨y⟩×. Now Corollary 1.8
gives z ∈ Cω with |y(n) − z(n)| <e ε for all n. Then z is H-hardian by Lemma 2.3,
and z = y + (z − y) >e ϕ. □

Thus maximal Hardy fields, maximal C∞-Hardy fields, and maximal Cω-Hardy
fields are unbounded; see also [6, Corollary 5.23 and succeeding remarks].) The
cofinality of a totally ordered set S (that is, the smallest ordinal isomorphic to a
cofinal subset of S) is denoted by cf(S); likewise ci(S) denotes the coinitiality of S;
cf. [ADH, 2.1]. As [5, Theorem 5.1] gave rise to [5, Corollary 5.2], so Corollary 2.5
yields:

Corollary 2.6. If H is a maximal analytic Hardy field, then cf(H) > ω, and thus

ci(H) = cf(H<a) = ci(H>a) > ω for all a ∈ H.

Likewise with “smooth” in place of “analytic”.

Call a subset F of C cofinal if for each ϕ ∈ C there exists f ∈ F with ϕ ⩽ f .
If F1, F2 ⊆ C and for all f1 ∈ F1 there is an f2 ∈ F2 with f1 ⩽ f2, and F1 is cofinal,
then F2 is cofinal. Clearly each cofinal subset of C is unbounded. The following
strengthens [36, Theorem 7]:

Corollary 2.7. Assume the Continuum Hypothesis CH: 2ℵ0 = ℵ1. Then there is
a cofinal analytic Hardy field.

Proof. Put c := 2ℵ0 , and let α, α′, β range over ordinals < c. Choose an enumer-
ation (ϕα)α<c of C. Suppose

(
(Hα, hα)

)
α<β

is a family of bounded analytic Hardy

fields Hα, each with an element hα ∈ Hα, such that

(2.1) α < α′ < β ⇒ Hα ⊆ Hα′ and α < β ⇒ ϕα <e hα.

Then H :=
⋃

α<β Hα is an analytic Hardy field, and H is bounded, as the union

of countably many bounded subsets of C. By Lemma 2.1, H∗ := Li
(
H(R)

)
is also

bounded. Take ϕ ∈ C with ϕ >e H
∗ and ϕ ⩾ ϕβ . Corollary 2.5 yields an H∗-

hardian hβ ∈ Cω with hβ >e ϕ. Then the analytic Hardy field Hβ := H∗⟨hβ⟩ is
bounded by Lemma 2.1, contains Hα for all α < β, and ϕβ <e hβ .
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Now transfinite recursion yields a family
(
(Hα, hα)

)
α<c

where Hα is a bounded

analytic Hardy field and hα ∈ Hα such that (2.1) holds with c in place of β.
Then

⋃
α<cHα is a cofinal analytic Hardy field. □

See Corollary 4.14 below for a strengthening of Corollary 2.7.

Remark. Vera Fischer suggested replacing CH in Corollary 2.7 by b = d, which is
strictly weaker than CH (provided of course that our base theory ZFC is consistent).
Here b and d are so-called cardinal characteristics of the continuum. See [13, 2.1,
2.2] for their definitions, and [13, 2.4] for the inequalities ℵ1 ⩽ b ⩽ d ⩽ c. Martin’s
Axiom (MA) implies b = d = c, see [13, 6.8, 6.9] and [35, Corollary 8]. If ZFC is
consistent, then MA is strictly weaker than CH by [37]. It is easy to check from
their definitions that b is the least cardinality of an unbounded subset of C, and d
is the least cardinality of a cofinal subset of C. Replacing in the proof above c by d
and taking (ϕα)α<d to enumerate a cofinal subset of C, the proof does indeed go
through with b = d instead of CH.

Hardy fields of countable cofinality. Hardy fields of countable cofinality are
bounded. For later use we study here such Hardy fields in more detail. Given a
valued differential field K, let C denote its constant field and Γ its value group.

Lemma 2.8. Let K be a pre-H-field with Γ ̸= {0}. Then cf(K) = cf(Γ).

Proof. Apply [ADH, 2.1.4] to the increasing surjection f 7→ −vf : K> → Γ. □

In the next two lemmas Γ is an ordered abelian group. Recall from [ADH, 2.4] that
the archimedean class of α ∈ Γ is

[α] :=
{
β ∈ Γ : |α| ⩽ n|β| and |β| ⩽ n|α| for some n ⩾ 1

}
.

We write [α]Γ instead of [α] if we want to stress the dependence on Γ. We equip [Γ] ={
[α] : α ∈ Γ

}
with the ordering satisfying [α] ⩽ [β] iff |α| ⩽ n|β| for some n ⩾ 1.

If ∆ is an ordered subgroup of Γ, then for each δ ∈ ∆ we have [δ]∆ = [δ]Γ ∩ ∆,
and we have an embedding [δ]∆ 7→ [δ]Γ : [∆] → [Γ] of ordered sets via which we
identify [∆] with an ordered subset of [Γ].

Lemma 2.9. Suppose Γ ̸= {0}. If [Γ] has no largest element, then cf(Γ) = cf([Γ]);
otherwise cf(Γ) = ω.

Proof. If [Γ] has no largest element, then [ADH, 2.1.4] applied to the increasing
surjection γ 7→ [γ] : Γ⩾ → [Γ] yields cf(Γ) = cf([Γ]). If γ ∈ Γ> is such that [γ] is
the largest element of [Γ], then Nγ is cofinal in Γ. □

Let G be an abelian group, with divisible hull QG = Q ⊗Z G. Then rankQG :=
dimQ QG (a cardinal) is the rational rank of G. (NB: in [ADH, 1.7] we defined the
rational rank of G to be ∞ if the Q-linear space QG is not finitely generated.)

Lemma 2.10. Let ∆ ̸= {0} be an ordered subgroup of Γ with rankQ(Γ/∆) ⩽ ℵ0.
Then cf(Γ) ⩽ cf(∆).

Proof. By Lemma 2.9 we may assume that [Γ] has no maximum. Let S be a well-

ordered cofinal subset of [∆] of order type cf([∆]), so |S| = cf([∆]). Then S̃ :=

S ∪
(
[Γ] \ [∆]

)
is cofinal in [Γ], so cf(Γ) = cf([Γ]) = cf(S̃) ⩽ |S̃| by Lemma 2.9

and [ADH, 2.1.2]. Since [Γ] \ [∆] is countable by [ADH, 2.3.9], we have |S̃| ⩽
max

{
|S|, ω

}
= max

{
cf([∆]), ω

}
. Now apply Lemma 2.9 to ∆ in place of Γ. □
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A valued differential field K has small derivation if for all f ∈ K: f ≺ 1 ⇒ f ′ ≺ 1,
and very small derivation if for all f ∈ K: f ≼ 1 ⇒ f ′ ≺ 1. For more on this,
see [ADH, 4.4] and [8, Section 13], respectively.

Lemma 2.11. Let K ⊆ L be an extension of pre-H-fields where rankQ(ΓL/Γ) is
countable, and suppose Γ ̸= {0} or L has very small derivation and archimedean
residue field. Then cf(L) ⩽ cf(K).

Proof. If Γ ̸= {0}, then by Lemmas 2.8 and 2.10 we have cf(L) = cf(ΓL) ⩽ cf(Γ) =
cf(K). Suppose Γ = {0}, so L has very small derivation and archimedean residue
field. ThenK is archimedean, so cf(K) = ω, and ΓL is countable, hence cf(ΓL) ⩽ ω.
Therefore, if ΓL ̸= {0}, then cf(L) = cf(ΓL) ⩽ ω = cf(K) by Lemma 2.8 applied
to L in place of K, and if ΓL = {0}, then cf(L) = ω = cf(K). □

By [ADH, 3.1.10] the hypothesis on rankQ(ΓL/Γ) in Lemma 2.11 is satisfied if
trdeg(L|K) is countable. Hence this lemma yields:

Corollary 2.12. If F is a Hardy field extension of H such that trdeg(F |H) is
countable, then cf(F ) ⩽ cf(H). Hence if trdeg(H|CH) is countable, then cf(H) = ω
(and so H is bounded).

In [5, Corollary 3.13] we showed that if H ⊇ R and H>R has countable coini-
tiality, and Hda is the d-closure of H in a maximal Hardy field extension of H,
then (Hda)>R also has countable coinitiality. The property of H having countable
cofinality is equally robust:

Theorem 2.13. Let E be a differentially algebraic Hardy field extension of H such
that exp

(
E(x)

)
⊆ E(x). Then cf(E) ⩽ cf(H), with equality if exp

(
H(x)

)
⊆ H(x).

Here is an immediate consequence:

Corollary 2.14. If H has countable cofinality, then so does Li
(
H(R)

)
as well as

the d-closure of H in any maximal Hardy field extension of H.

We precede the proof of Theorem 2.13 by a few lemmas. In Lemmas 2.15 and 2.16 we
letK be a pre-d-valued field ofH-type with asymptotic couple (Γ, ψ) where Γ ̸= {0}.
By [ADH, 10.3.1], K has a d-valued extension dv(K) of H-type, the d-valued hull
of K, such that any embedding of K into any d-valued field L of H-type extends
uniquely to an embedding dv(K) → L.

Lemma 2.15. Γ is cofinal in Γdv(K).

Proof. This is clear if Γ = Γdv(K). Otherwise Γdv(K) = Γ+Zα where 0 < nα < Γ>

for all n ⩾ 1, by [ADH, 10.3.2], so Γ is cofinal in Γdv(K). □

For the proof of the next lemma we recall that |Γ \ (Γ̸=)′| ⩽ 1, and for β ∈ Γ we
have β ∈ Γ \ (Γ̸=)′ iff β = maxΨ or Ψ < β < (Γ>)′, by [ADH, 9.2.1, 9.2.16]. We
say that K has asymptotic integration if Γ = (Γ̸=)′ and K is grounded if Ψ has a
largest element. A gap in K is a β ∈ Γ such that Ψ < β < (Γ>)′. (So there is at
most one gap in K, and K has asymptotic integration or is grounded iff it has no
gap.) For all this, see [ADH, 9.1, 9.2].

Lemma 2.16. Let s ∈ K and y′ = s, y in a pre-d-valued extension of K of H-type.
Then Γ is cofinal in ΓK(y).
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Proof. Set L := K(y) and M := dv(L). Lemma 2.15 allows us to replace K by its
d-valued hull inside M to arrange that K is d-valued. Using [ADH, 10.5.15 and
remark preceding 4.6.16] we replace K by K(CM ) to arrange also L to be d-valued
with C = CL. Finally, replacing K by its algebraic closure inside an algebraic
closure of L we arrange K to be algebraically closed. We may assume y /∈ K, so y
is transcendental over K. Then

S :=
{
v(s− a′) : a ∈ K

}
⊆ Γ.

Assume for now that S has a maximum β. Then β /∈ (Γ̸=)′ by [ADH, 10.2.5(i)],
so β = maxΨ or β is a gap inK. If β = maxΨ, then ΓL = Γ+Zα with Γ< < nα < 0
for all n ⩾ 1, so Γ is cofinal in ΓL. Suppose β is a gap in K. Take a ∈ K
with β = v(s − a′) and set z := y − a, so z′ = s − a′. We arrange z ̸≍ 1 by
replacing a with a+ c for suitable c ∈ CL = C. If z ≺ 1, then [ADH, 10.2.1 and its
proof] gives ΓL = Γ + Zα with 0 < nα < Γ> for all n ⩾ 1, so Γ is cofinal in ΓL.
If z ≻ 1, then [ADH, 10.2.2 and its proof] gives likewise that Γ is cofinal in ΓL.

If S does not have a largest element, then L is an immediate extension of K: this
holds by [ADH, 10.2.6] if S < (Γ>)′; otherwise take a ∈ K with v(s − a′) ∈ (Γ>)′

and y − a ̸≍ 1, and apply [ADH, 10.2.4 and 10.2.5(iii)] to s − a′, y − a in place
of s, y, respectively. □

Lemmas 2.8, 2.16, and [6, Proposition 4.2(iv)] yield:

Lemma 2.17. If H ⊆ R, then xN is cofinal in H(x), and if H ̸⊆ R, then H is
cofinal in H(x). Hence cf(H) = cf(H(x)).

We can now give the proof of Theorem 2.13. First, replacing E, H by E(x), H(x),
respectively, and using the last lemma, we arrange x ∈ H. Let S be a well-ordered
cofinal subset of H of order type cf(H). For ϕ ∈ C, define expn(ϕ) ∈ C by recursion:

exp0(ϕ) := ϕ and expn+1(ϕ) := eexpn(ϕ). Then |S| = cf(H), and S̃ :=
⋃

n expn(S)

is a cofinal subset of E, by [6, Lemma 5.1]. Thus cf(E) = cf(S̃) ⩽ |S̃| = |S| = cf(H)

as claimed. If exp(H) ⊆ H, then S̃ ⊆ H, hence cf(E) = cf(H). □

The following corollary of Lemma 2.15 is not used later. If K is a pre-H-field,
then by [ADH, 10.5.13] there is a unique field ordering on dv(K) making it a pre-
H-field extension of K. Equipped with this ordering, dv(K) is an H-field, the
H-field hull of K, which embeds uniquely over K into any H-field extension of K;
notation: H(K) (not to be confused with the Hardy field H(R) generated over the
Hardy field H by R).

Corollary 2.18. H is cofinal in H(R).

Proof. This is clear if H ⊆ R; assume H ̸⊆ R. Let E be the H-field hull of H,
taken as an H-subfield of the Hardy field extension H(R) of H. Then H is cofinal
in E (Lemma 2.15), so replacing H by E we arrange that H is an H-field. Now
use that ΓH(R) = ΓH ̸= {0} by [ADH, 10.5.15 and remark preceding 4.6.16]. □

For use in Section 5 we include the following cofinality result, which is immediate
from Lemma 2.9 and [ADH, 10.4.5(i)]:

Lemma 2.19. Let K be a d-valued field of H-type with divisible asymptotic cou-
ple (Γ, ψ), Γ ̸= {0}, and let s ∈ K be such that

S :=
{
v(s− a†) : a ∈ K×} < (Γ>)′
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and S has no largest element. Let f be an element of an H-asymptotic field exten-
sion of K, transcendental over K, with f† = s. Then [Γ] =

[
ΓK(f)

]
, so Γ is cofinal

in ΓK(f).

3. Pseudoconvergence in Analytic Hardy Fields

We complement the material on pc-sequences from [5, Sections 3, 4] by criteria for
germs in C<∞ to be pseudolimits of pc-sequences in Hardy fields, and then use this
to show that each pc-sequence of countable length in an analytic Hardy field has
an analytic pseudolimit. The main results to this effect are Propositions 3.3, 3.4,
and 3.5. In this section H is a Hardy field.

Revisiting pseudoconvergence in Hardy fields. Let H ⊇ R(x) be real closed
with asymptotic integration and (fρ) a pc-sequence in H of d-transcendental type
overH (cf. [ADH, 4.4]) with pseudolimit f in a Hardy field extension ofH. Then the
valued field extension H⟨f⟩ ⊇ H is immediate by [ADH, 11.4.7, 11.4.13]. In [5] we
only considered pc-sequences of countable length, but here we do not assume (fρ)
has countable length (to be exploited in the proof of Theorem B). We begin by
deriving a sufficient condition on y ∈ C<∞ to be H-hardian with fρ ⇝ y. This
will enable us to find such y in Cω. (Another possible use is to find such y with
oscillating y− f , so that H⟨y⟩ and H⟨f⟩ are “incompatible” Hardy field extensions
of H.) To simplify notation, set t := x−1. Let ϕ ∈ H×. Recall from [ADH, 11.1]
that ϕ is said to be active in H if ϕ ≽ h† for some h ∈ H×, h ̸≍ 1. Denoting by ∂ the
derivation of the differential ring C<∞, we let (C<∞)ϕ be the ring C<∞ equipped
with the derivation δ := ϕ−1

∂ and Hϕ be the ordered valued field H equipped with
the restriction of δ to H; we then have a ring isomorphism P 7→ Pϕ : C<∞{Y } →
(C<∞)ϕ{Y } with P (y) = Pϕ(y) for each y ∈ C<∞. We first observe:

Lemma 3.1. Let ϕ be active in H, 0 < ϕ ≺ 1, let δ := ϕ−1
∂ be the derivation

of (C<∞)ϕ, and let z ∈ C<∞ satisfy z(i) ≺ tj for all i, j. Then δ
k(z) ≺ 1 for all k.

Proof. This is clear for k = 0. Suppose k ⩾ 1. The identity (3.1) in [5] gives δ
k(z) =

ϕ−k
∑k

j=1R
k
j (−ϕ†)z(j) where Rk

j (Z) ∈ Q{Z} for j = 1, . . . , k. This yields δ
k(z) ≺ 1

in view of ϕ† ≼ 1 and z(j) ≺ t2k ≺ ϕk for j = 1, . . . , k. □

The proof of the next result uses various items from [ADH]: for P+h, P×h see 4.3,
for ddeg≺v P , see 6.6, for ndeg≺v P , see 11.1, and for Z(H, f), see 11.4.

Lemma 3.2. Let y ∈ C<∞ be such that for all h ∈ H, m ∈ H× with f − h ≼ m
and all n there is an active ϕ0 in H such that for all active ϕ > 0 in H with ϕ ≼ ϕ0
we have δ

n
(
y−h
m

)
≼ 1 for δ = ϕ−1

∂. Then y is H-hardian and there is a Hardy field
isomorphism H⟨y⟩ → H⟨f⟩ over H sending y to f .

Proof. First, Z(H, f) = ∅ by [ADH, 11.4.13], since (fρ) is of d-transcendental type
over H and fρ ⇝ f . It is enough to show that Q(y) ∼ Q(f) for all Q ∈ H{Y } \H.
Let Q ∈ H{Y } \ H. Then Q /∈ Z(H, f), so we have h ∈ H and v ∈ H×

such that h− f ≺ v and ndeg≺vQ+h = 0. Since H⟨f⟩ ⊇ H is immediate, we
have m ∈ H× with f − h ≍ m. Let r := orderQ and choose active ϕ0 in H such
that for all active ϕ > 0 in H with ϕ ≼ ϕ0 we have δ

j
(
y−h
m

)
≼ 1 for δ = ϕ−1

∂

and j = 0, . . . , r. Now take any w ∈ H× with m ≺ w ≺ v. Then ndegQ+h,×w = 0,

so we can choose an active ϕ > 0 in H with ϕ ≼ ϕ0 and ddegQϕ
+h,×w = 0.

Then ddeg≺wQ
ϕ
+h = 0, so renaming w as v we arrange ddeg≺vQ

ϕ
+h = 0.
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Using ( )◦ as explained in [8, Section 8], we have the Hardy field H⟨f⟩◦ and
the H-field isomorphism h 7→ h◦ : H⟨f⟩ϕ → H⟨f⟩◦. Put u := (y − h)/m ∈ C<∞.

Then ddeg≺v◦ Q
ϕ◦
+h◦ = 0 and (u◦)(j) ≼ 1 for j = 0, . . . , r, hence Qϕ◦(y◦) ∼ Qϕ◦(f◦)

by [8, Lemma 11.7] with H◦, H⟨f⟩◦, h◦, f◦, m◦, Qϕ◦, v◦, y◦ in place of H, Ĥ,

h, ĥ, m, Q, v, y, respectively. This yields Q(y) ∼ Q(f), since Qϕ◦(g◦) = Q(g)◦

for g ∈ C<∞. □

Proposition 3.3. Suppose 0 ∈ v(f −H) and y ∈ C<∞ is such that for all m ∈ H×

with vm ∈ v(f −H) and all i, j, k we have

y(i) − f (i) ≺ mjtk in C<∞.

Then y is H-hardian and there is an isomorphism H⟨y⟩ → H⟨f⟩ of Hardy fields
over H sending y to f (and thus fρ ⇝ y).

Proof. Let ϕ be active in H, 0 < ϕ ≺ 1, and δ = ϕ−1
∂ the derivation of (C<∞)ϕ.

Let also h ∈ H and m ∈ H× with f − h ≼ m, and put z := y−f
m . By Lemma 3.2

it suffices to show that then δ
k
(
y−h
m

)
≼ 1 for all k; equivalently, δ

k(z) ≼ 1 for all k

(thanks to y−h
m − z = f−h

m ≼ 1 and smallness of the derivation of H⟨f⟩ϕ).

Claim 1 : Suppose m ≼ 1. Then z(n) ≺ mjtk for all n, j, k.

This holds for n = 0 because mz ≺ mj+1tk for all j, k. Let n ⩾ 1 and assume
inductively that z(i) ≺ mjtk for i = 0, . . . , n − 1 and all j, k. Now (mz)(n) =
y(n) − f (n) ≺ mjtk for all j, k, and

(mz)(n) = m(n)z + · · ·+mz(n).

Since m ≼ 1, the smallness of the derivation of H and the inductive assumption
gives m(n−i)z(i) ≼ z(i) ≺ mjtk for i = 0, . . . , n− 1 and all j, k, so mz(n) ≺ mjtk for
all j, k, and thus z(n) ≺ mjtk for all j, k.

Claim 2 : δ
k(z) ≺ 1 for all k.

If m ≼ 1, then this holds by Claim 1 and Lemma 3.1. In general, take h1 ∈ H
with f − h1 ≺ f − h and f − h1 ≼ 1, and then m1 ∈ H× with f − h1 ≍ m1. By the
special case just proved with h1, m1 in place of h, m we have δ

k
(
y−f
m1

)
≺ 1 for all k.

Now z =
(
y−f
m1

)(
m1

m

)
and m1

m ≺ 1 (in H), so the claim follows using the Product

Rule for the derivation of (C<∞)ϕ and smallness of the derivation of Hϕ. □

Here is a more useful variant for the case 0 /∈ v(f −H):

Proposition 3.4. Suppose 0 /∈ v(f −H), and y ∈ C<∞ is such that

y(i) − f (i) ≺ tk for all i, k.

Then y is H-hardian and there is an isomorphism H⟨y⟩ → H⟨f⟩ of Hardy fields
over H sending y to f .

Proof. Let ϕ, h, m, z be as in the proof of Proposition 3.3; as in that proof it suffices
to show that δ

k(z) ≼ 1 for all k. Now v(f−H) is downward closed, so v(f−H) < 0,
which gives 1 ≺ f − h ≼ m. Thus m ≻ 1, hence with n := m−1 ∈ H× we
have z = n(y − f) and n ≺ 1, so in view of z(i) = n(i)(y − f) + · · ·+ n(y − f)(i) we
obtain z(i) ≺ tj for all i, j, and Lemma 3.1 then yields δ

k(z) ≺ 1 for each k. □

Multiplicative conjugation gives a reduction to Proposition 3.4, except when (fρ)
is a cauchy sequence, not just a pc-sequence. We shall exploit this several times.
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Constructing analytic pseudolimits in Hardy field extensions. Let (fρ)
be a pc-sequence in H. Corollary 3.2 from [5] says: if (fρ) has countable length,
then (fρ) pseudoconverges in some Hardy field extension of H. Using Corollary 1.8
and Proposition 3.4 we now deduce smooth and analytic versions of this key fact.
We say that an H-field with real closed constant field is closed if it has no proper d-
algebraic H-field extension with the same constant field. (This is not how “closed”
was introduced in [5], but it is equivalent to it in view of [ADH, 16.0.3 and proof of
16.4.8].) By [8, Corollary 11.20], every maximal Hardy field is a closed H-field; like-
wise with “maximal smooth” or “maximal analytic” in place of “maximal”. Every
closed H-field is Liouville closed, by [ADH, 10.6.13, 10.6.14], and every divergent
pc-sequence in a closed H-field is of d-transcendental type over it, by [ADH, 11.4.8,
11.4.13].

Proposition 3.5. Suppose H is an analytic Hardy field and (fρ) pseudoconverges
in some Hardy field extension of H. Suppose also that H is bounded or (fρ) does
not have width {∞} in the valued field H. Then (fρ) pseudoconverges in an analytic
Hardy field extension of H. Likewise with “smooth” in place of “analytic”.

Proof. Assume H is analytic; the smooth case goes the same way. As in [5] we can
pass from H to an extension of H and reduce to the case that H ⊇ R, H is closed,
and (fρ) has no pseudolimit in H. Take f in a Hardy field extension of H such
that fρ ⇝ f . Then f /∈ H, so f is d-transcendental over H. If H is bounded, then
Corollary 2.4 yields an H-hardian y ∈ Cω with fρ ⇝ y.

Suppose (fρ) does not have width {∞}. Then take h ∈ H× with v(hf − hfρ) < 0
for all ρ. Take ε ∈ C such that ε >e 0 and ε ≺ tk for all k, for example, ε = e−x.
Now Corollary 1.8 gives y ∈ Cω such that (hf)(i) − y(i) ≺ tk for all k. Then y
is H-hardian and hfρ ⇝ y by Proposition 3.4, hence h−1y ∈ Cω is H-hardian
and fρ ⇝ h−1y. □

Corollary 3.6. If H is an analytic Hardy field, then every pc-sequence in H of
countable length pseudoconverges in an analytic Hardy field extension of H. Like-
wise with “smooth” in place of “analytic”.

Proof. Suppose (fρ) has countable length. Then (fρ) pseudoconverges in a Hardy
field extension of H, by [5, Corollary 3.2]. Moreover, if (fρ) has width {∞},
then

(
v(f − fρ)

)
is cofinal in ΓH , so cf(H) = cf(ΓH) = ω by Lemma 2.8, hence H

is bounded. Now use Proposition 3.5. □

Arguing as in the proof of [5, Corollary 4.8], using Corollary 3.6 instead of [5,
Corollary 3.2], yields:

Corollary 3.7. If H is a maximal analytic or maximal smooth Hardy field, then
ci(H>R) > ω.

Recall from [5, Section 6] that the H-couple (Γ, ψ) of H is said to be countably
spherically complete if in the valued abelian group (Γ, ψ), every pc-sequence of
length ω in it pseudoconverges in it. In view of [5, Remark preceding Corollary 8.1],
Corollaries 2.6, 3.6, 3.7 yield a version of [5, Corollary 8.1] for maximal analytic
Hardy fields:

Corollary 3.8. If H is a maximal analytic or maximal smooth Hardy field, then
its H-couple (Γ, ψ) is countably spherically complete and

cf(Γ<) = ci(Γ>) > ω, ci(Γ) = cf(Γ) > ω.
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4. Proofs of Theorems A and B

We begin with revisiting Case (b) extensions, then prove Theorem A and use it to
characterize the possible gaps in maximal analytic Hardy fields. We also determine
the number of maximal analytic Hardy fields. Next we prove Theorem B, and finish
this section with two subsections on dense pairs of closed H-fields.

Case (b) extensions. Let H ⊇ R be a Liouville closed Hardy field with H-
couple (Γ, ψ) over R. Suppose β in an H-couple (Γ∗, ψ∗) over R extending (Γ, ψ)
falls under Case (b), that is, with

(
Γ⟨β⟩, ψβ

)
the H-couple over R generated by β

over (Γ, ψ) in (Γ∗, ψ∗):

(b) We have a sequence (αi) in Γ and a sequence (βi) in Γ∗ that is R-linearly
independent over Γ, such that β0 = β − α0 and βi+1 = β†

i − αi+1 for all i,
and such that Γ⟨β⟩ = Γ⊕

⊕∞
i=0 Rβi.

Unlike in key parts of [5, Section 9] we do not assume β is of countable type over Γ,
and this will be exploited in the proof of Theorem B. (Recall from [5, Section 8]
that an element γ of an ordered vector space over R extending Γ has countable type
over Γ if γ /∈ Γ and cf(Γ<γ), ci(Γ>γ) ⩽ ω.) By [5, Corollary 8.15], β also falls under
Case (b) with the same sequences (αi), (βi) when (Γ, ψ) and (Γ∗, ψ∗) are viewed
as H-couples over Q; see [5, Section 8] for the relevant definitions.

In the next proposition and its corollary we assume y ∈ C<∞ is H-hardian,
y > 0, and vy realizes the same cut in Γ as β. Then by [5, Remark 8.21] we have a
unique isomorphism over Γ of the H-couple over Q generated by Γ∪{β} in (Γ∗, ψ∗)
with the H-couple of the Hardy field H⟨y⟩rc over Q sending β to vy. Moreover,
if z ∈ C<∞ is also H-hardian with z > 0 and vz realizes the same cut in Γ as β,
then we have a unique Hardy field isomorphism H⟨y⟩ → H⟨z⟩ over H sending y
to z, by [5, Proposition 8.20]. The problem here is to find such z in Cω (in which
case H⟨z⟩ is smooth, respectively analytic, if H is). This can always be done, in
view of Corollary 1.8 and the following:

Proposition 4.1. There exists ε ∈ C such that ε >e 0 and for all z ∈ C<∞,
if (z−y)(i) ≺ ε for all i, then z is H-hardian and vz realizes the same cut in Γ as β.

Proof. Let the sequences (αi), (βi) be as in (b). Take fi ∈ H> with vfi = αi, and

recursively we set y0 := y/f0, yi+1 := y†i /fi+1. Then vyi realizes the same cut in Γ
as βi, andH⟨y⟩ = H(y0, y1, y2, . . . ), by [5, proof of Proposition 8.20]. Next setK :=
R⟨f0, f1, f2, . . .⟩ and note that K⟨y⟩ = K(y0, y1, y2, . . . ), using that the right hand
side contains all y′n. Suppose z ∈ C<∞ is such that (z − y)(i) ≺ f for all i and
all f ∈ K⟨y⟩×. Then z is K-hardian and d-transcendental over K by Lemma 2.3,
and the proof of that lemma also shows that P (y) ∼ P (z) for all P ∈ K{Y } ̸=.
Thus we have elements zi ∈ K⟨z⟩ defined recursively by z0 := z/f0, zi+1 :=

z†i /fi+1, and then yi ∼ zi for all i. For the Hausdorff field Hn := H(y0, . . . , yn) we
have v(H×

n ) = Γ⊕Zvy0⊕· · ·⊕Zvyn by [5, proof of Proposition 8.20], and for h ∈ H×

and i0, . . . , in ∈ N we have hyi00 · · · yinn ∼ hzi00 · · · zinn (in C). Hence z0, . . . , zn gen-
erate a Hausdorff field over H with an isomorphism Hn → H(z0, . . . , zn) over H
sending yi to zi for i = 0, . . . , n. These isomorphisms have therefore a common
extension to an isomorphism H⟨y⟩ → H⟨z⟩ of Hardy fields over H. In particu-
lar, z is H-hardian, and vz realizes the same cut in Γ as β. Now by Lemma 2.2
and the remarks preceding it there exists ε ∈ C such that ε >e 0 and ε ≺ f for
all f ∈ K⟨y⟩×, so any such ε has the desired property. □
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Combining Corollary 1.8 with Proposition 4.1 yields:

Corollary 4.2. There exists an H-hardian z ∈ Cω such that z > 0 and vz realizes
the same cut in Γ as β.

We can now use [5, Theorem 9.2] to obtain an analytic strengthening of it:

Corollary 4.3. Suppose β is of countable type over Γ and β†
i < 0 for all i. Then

for some H-hardian z ∈ Cω: z > 0 and vz realizes the same cut in Γ as β.

Proof. [5, Theorem 9.2] gives H-hardian y > 0 such that vy realizes the same cut
in Γ as β. Then Corollary 4.2 gives a z as required. □

Proof of Theorem A. First an analytic/smooth version of [5, Lemma 9.1]:

Lemma 4.4. Let H be a maximal analytic or maximal smooth Hardy field with
H-couple (Γ, ψ) over R. Then no element in any H-couple over R extending (Γ, ψ)
has countable type over Γ.

Proof. By Corollary 3.8, (Γ, ψ) is countably spherically complete, and both Γ
and Γ< have uncountably cofinality. By [5, Lemma 8.11], any element of any H-
couple over R extending (Γ, ψ) and of countable type over Γ falls under Case (b).
Now argue as in the proof of [5, Lemma 9.1], using Corollary 4.3 in place of [5,
Theorem 9.2], that there are no such elements. □

Theorem A from the introduction and its smooth version follow from Corollary 3.6
and Lemma 4.4, just as the main theorem in [5] is derived in the beginning of [5,
Section 9] from the non-smooth analogues of that corollary and lemma. We now
use this to characterize gaps in maximal analytic Hardy fields: Corollary 4.9 below.

Characters of gaps in maximal Hardy fields. Let S be an ordered set (as in [5]
this means linearly ordered set) and C a cut in S, that is a downward closed subset
of S. We define the character of C (in S) to be the pair (α, β∗) where α := cf(C)
and β∗ is the set β := ci(S \C) equipped with the reversed ordering. We then also
call C an (α, β∗)-cut (in S); see [28, §3.2]. The characters of the cuts ∅ and S in S
are

(
0, ci(S)∗

)
and

(
cf(S), 0

)
, respectively. Note that S is η1 iff no cut in S has

character (α, β∗) with α, β ⩽ ω. A gap A < B in S is a pair (A,B) of subsets of S
such that A < B and there is no s ∈ S with A < s < B. The character of such a
gap A < B is defined to be the character (α, β∗) of the cut A↓ = S \B↑ in S, and
then A < B is also called an (α, β∗)-gap in S.

Let G be an ordered abelian group. If v : G → S∞ is a surjective convex val-
uation on G ([ADH, p. 99]) and A < B is an (α, β∗)-gap in S where α, β ⩾ ω,
then

(
v−1(A) ∩ G<, v−1(B) ∩ G<

)
is a (α, β∗)-gap in G. If H is an ordered field,

then cf(H<) = ci(H>) = cf(H), and the cuts H<h and H⩽h (h ∈ H) in H have
character

(
cf(H), 1

)
and

(
1, cf(H)∗

)
, respectively.

Corollary 4.5. Let H be a maximal Hardy field, or a maximal analytic Hardy
field, or a maximal smooth Hardy field. Set κ := ci(H>R). Then ω < κ ⩽ c, and H
has gaps of character (ω, κ∗), (κ, ω∗), and (κ, κ∗).

Proof. Corollary 3.7 and [5, Corollary 4.8] give ω < κ ⩽ c. The gaps R < H>R

and H<R < R in H have character (ω, κ∗) and (κ, ω∗), respectively. To obtain
a (κ, κ∗)-gap in H, take a coinitial sequence (ℓρ)ρ<κ in H>R with ℓρ ≻ ℓρ′ for
all ρ < ρ′ < κ. Put γρ := ℓ†ρ > 0, so (1/ℓρ)

′ = (1/ℓρ)
†/ℓρ = −γρ/ℓρ < 0. Set A :=
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{γρ/ℓρ : ρ < κ}, B := {γρ : ρ < κ}. With (Γ, ψ) the asymptotic couple of H, v(A)
is coinitial in (Γ>)′ and has no smallest element, and v(B) is cofinal in Ψ = (Γ ̸=)†

and has no largest element. Now H has asymptotic integration, so there is no γ ∈ Γ
with Ψ < γ < (Γ>)′. Hence A < B is a (κ, κ∗)-gap in H. □

Let now G be an ordered abelian group. Assume G ̸= {0} and G> has no smallest
element, so ci(G>) ⩾ ω. A gap A < B in G is said to be cauchy if A,B ̸= ∅, A has
no largest element, B has no smallest element, and for each ε ∈ G> there are a ∈ A,
b ∈ B with b− a < ε. If A < B is a cauchy gap in G, then so is −B < −A.

Lemma 4.6. Let A < B be a cauchy gap in G and (aρ) be an increasing cofinal
well-indexed sequence in A. Then (aρ) is a divergent c-sequence in G.

Proof. Let ε ∈ G> and take a ∈ A, b ∈ B with b− a < ε. Take ρ0 such that a ⩽ aρ
for all ρ > ρ0. Then 0 < aρ′ − aρ < b − a < ε for ρ0 < ρ < ρ′. Hence (aρ) is a
c-sequence in G, and there is no a ∈ G with aρ → a. □

Lemma 4.7. Every cauchy gap in G has character
(
cf(G<), cf(G<)∗

)
. Moreover,

G is complete iff G has no cauchy gap.

Proof. The first claim follows from Lemma 4.6 and [ADH, 2.4.11]. It also follows
from this lemma that if G is complete, then G has no cauchy gap. Conversely,
suppose G has no cauchy gap. Let (aρ) be a c-sequence in G. For each ε ∈ G>,
take ρε such that |aρ − aρ′ | < ε for all ρ, ρ′ ⩾ ρε, and set

A := {aρε
− ε : ε ∈ G>}, B := {aρδ

+ δ : δ ∈ G>}.
Then A < B and for all ε ∈ G> there are a ∈ A and b ∈ B with b − a < ε.
But A < B is no cauchy gap, so we have g ∈ G with A ⩽ g ⩽ B. Then aρ → g. □

Corollary 4.8. Let H be a maximal, or maximal analytic, or maximal smooth
Hardy field, and λ := cf(H). Then ω < λ ⩽ c, and H has gaps of character (0, λ∗),
(λ, 0), (1, λ∗), (λ, 1), and if H is not complete, then H has a (λ, λ∗)-gap.

Proof. Lemma 2.8 yields λ = cf(Γ), so ω < λ ⩽ c by [5, Corollary 8.1] and Corol-
lary 3.8. For the rest use the remarks before Corollary 4.5 and Lemma 4.7. □

The main result of [5], Theorem A, and Corollaries 4.5, 4.8 now give:

Corollary 4.9. Assume CH. If H is a maximal Hardy field, or a maximal analytic
Hardy field, or a maximal smooth Hardy field, then the characters of gaps in H are

(0, ω∗
1), (ω1, 0), (1, ω

∗
1), (ω1, 1), (ω, ω

∗
1), (ω1, ω

∗), and (ω1, ω
∗
1).

The number of maximal analytic Hardy fields. We recall some definitions
from [5]. A germ ϕ ∈ C is said to be overhardian if ϕ is hardian and ϕ >e expn(x)
for all n; see [5, Corollary 5.11]. Let H ⊇ R be a Hardy field. Then

Hte :=
{
f ∈ H : f > expn(x) for each n

}
denotes the set of overhardian (or transexponential) elements of H. We let ∗Hte

be the set of equivalence classes of the equivalence relation ∼exp on Hte given by

f ∼exp g :⇐⇒ f ⩽ expn(g) and g ⩽ expn(f) for some n (f, g ∈ Hte).

Denoting the equivalence class of f ∈ Hte by ∗f , we linearly order Hte by

∗f < ∗g :⇐⇒ expn(f) < g for all n (f, g ∈ Hte).

We now establish analytic and smooth versions of Theorem 7.1 from [5]:
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Corollary 4.10. The number of maximal analytic Hardy fields is 2c where c = 2ℵ0 .
Likewise with “smooth” in place of “analytic”.

Proof. We treat the number of maximal analytic Hardy fields; the smooth case is
similar, using the smooth version of Theorem A. In the argument following the
statement of [5, Proposition 7.4] we replace H by the set of all analytic Hardy
fields H ⊇ R with |∗Hte| < c. Thus modified, this argument shows that it is
enough to prove that in [5, Proposition 7.4] we can choose f0, f1 to be analytic
whenever the Hardy field H is analytic. For this we first note that if H in [5,
Lemma 7.7] is analytic, then we can take y there to be analytic, by appealing to
Theorem A instead of [5, Section 5 and Corollary 6.7]. Now argue as in the remarks
following [5, Lemma 7.10] using this analytic version of [5, Lemma 7.7]. □

Corollary 7.8 of [5] has an analytic version with a similar proof:

Corollary 4.11. If H is a maximal analytic Hardy field, then the ordered set ∗Hte

is η1, and |∗Hte| = c.

We now improve Corollary 2.7: assuming CH, there are as many cofinal maximal
analytic Hardy fields as there are maximal analytic Hardy fields, by Corollary 4.14.

Lemma 4.12. Let ϕ ∈ Cω be overhardian. Then there is a set Hϕ of analytic
Hardy field extensions of R⟨ϕ⟩ with |Hϕ| = 2c such that for each H ∈ Hϕ, ∗ϕ is the
largest element of ∗Hte, and each Hardy field contains at most one H ∈ Hϕ.

Proof. By [5, Lemma 7.7] we have ∗R⟨ϕ⟩te = {∗ϕ}. Let H ⊇ R⟨ϕ⟩ be an an-
alytic Hardy field with ∗ϕ = max ∗Hte, and let P < Q be a countable gap
in ∗Hte with Q < ∗ϕ. Then [5, Proposition 7.4] and the argument in the proof
of Corollary 4.10 yields analytic Hardy fields H0 = H⟨f0⟩ and H1 = H⟨f1⟩ with-
out a common Hardy field extension such that for j = 0, 1, we have fj ∈ Hte

j ,

P < ∗fj < Q ∪ {∗ϕ}, and ∗Hte
j = ∗Hte ∪ {∗fj} (thus ∗ϕ = max ∗Hte

j ).
We now follow the argument after the statement of [5, Proposition 7.4], with H

now the set of all analytic Hardy fields H ⊇ R⟨ϕ⟩ such that |∗Hte| < c and ∗ϕ =
max ∗Hte. For an ordinal λ we let 2λ be the set of functions λ→ {0, 1}. With s
ranging over

⋃
λ<c 2

λ, we construct a tree (Hs) inH with |∗Hte| ⩽ |λ+ 1| for s ∈ 2λ,
as follows. For λ = 0 the function s has empty domain and we take Hs = R⟨ϕ⟩.
If s ∈ 2λ (λ < c) and Hs ∈ H are given with |∗Hte

s | ⩽ |λ+ 1|, then [5, Lemma 7.2]
provides a countable gap P , Q in ∗Hte

s \ {∗ϕ}, and we let Hs0, Hs1 ∈ H be obtained
from Hs as H0, H1 are obtained from H in the remark above. Suppose λ < c is
an infinite limit ordinal, s ∈ 2λ, and that for every α < λ we are given Hs|α ∈ H
with Hs|α ⊆ Hs|β whenever α ⩽ β < λ. Then we set Hs :=

⋃
α<λHs|α ∈ H.

Assuming also inductively that |∗Hte
s|α| ⩽ |α + 1| for all α < λ, we have |∗Hte

s | ⩽
|λ| · |λ+1| = |λ+1|, as desired. This finishes the construction of our tree. Then for
each s ∈ 2c we have an analytic Hardy field Hs :=

⋃
λ<cHs|λ such that if s, s′ ∈ 2c

are different, then Hs, Hs′ have no common Hardy field extension. Hence Hϕ :=
{Hs : s ∈ 2c} has the required properties. □

Lemma 4.13. Assume CH. Let H be a bounded analytic Hardy field. Then H
extends to a cofinal analytic Hardy field.

Proof. By Lemma 2.1 we can replace H by Li
(
H(R)

)
to arrange that H ⊇ R

and H is Liouville closed. Next, take an enumeration (ϕα)α<c of C with ϕ0 >e H.
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Corollary 2.5 yields an H-hardian h0 ∈ Cω with h0 >e ϕ0, and then the analytic
Hardy field H0 := H⟨h0⟩ is bounded by Lemma 2.1. Now a transfinite recursion
as in the proof of Corollary 2.7, beginning with (H0, h0), yields a cofinal analytic
Hardy field extension of H0 and thus of H. □

Corollary 2.5 gives an overhardian ϕ ∈ Cω. For such ϕ and Hϕ as in Lemma 4.12,
all H ∈ Hϕ are bounded. With Lemma 4.13 we can now improve Corollary 2.7:

Corollary 4.14. Assuming CH, there are 2c cofinal maximal analytic Hardy fields.

Maximal analytic Hardy fields approximate maximal Hardy fields. A
maximal analytic Hardy field is an ∞ω-elementary substructure of any maximal
Hardy field extension, by Corollary 7.5 below. Maximal analytic Hardy fields are
also very close to maximal Hardy fields in another way:

Theorem 4.15. Let H be a maximal analytic Hardy field or a maximal smooth
Hardy field. Then H is dense in any Hardy field extension of H.

Proof. We establish two claims:

Claim 1 : If f ∈ C<∞ is H-hardian and H⟨f⟩ is an immediate extension of H,
then H is dense in H⟨f⟩.
To prove this, assume f ∈ C<∞ is H-hardian, (fρ) is a divergent pc-sequence in H,
and fρ ⇝ f . By [ADH, 16.0.3, Section 11.4], (fρ) is of d-transcendental type overH.
If the sequence

(
v(f−fρ)

)
is cofinal in Γ := v(H×), then (fρ) is a cauchy sequence,

and so H is indeed dense in H⟨f⟩, by [7, Corollary 4.1.6]. Suppose
(
v(f − fρ)

)
is

not cofinal in Γ. Then we have h ∈ H× such that 0 /∈ v(hf −H), so Corollary 1.8
and Proposition 3.4 yield an H-hardian pseudolimit of (hfρ) in Cω, contradicting
the maximality of H. This proves Claim 1.

Claim 2 : For any Hardy field extension K of H we have ΓK = Γ.

Towards a contradiction, supposeK is a Hardy field extension ofH and β ∈ ΓK \ Γ.
We arrange that K is Liouville closed. Let (Γ, ψ) and (ΓK , ψK) be the H-couples
of H and K over R, respectively, and let

(
Γ⟨β⟩, ψβ

)
be the H-couple over R gen-

erated by β over (Γ, ψ) in (ΓK , ψK). There are several cases to consider, and we
show that each is impossible. For closed H-couples and H-couples of Hahn type
mentioned below, see [4, p. 536].

First the case that
(
Γ⟨β⟩, ψβ

)
is an immediate extension of (Γ, ψ). Then we

have a divergent pc-sequence (γρ) in (Γ, ψ) with γρ ⇝ β. As in the beginning
of [5, Section 8] we take gρ ∈ H with vgρ = γρ so that (g†ρ) is a pc-sequence in H,

and arguing as in loc. cit. (using H† = H) we see that (g†ρ) has no pseudolimit
in H (because then (γρ) would have one in Γ). Now take g ∈ K with vg = β.
Then v(g† − g†ρ) = (β − γρ)

†, and the latter is eventually strictly increasing as a

function of ρ, and so g†ρ ⇝ g†. Moreover,
(
v(g† − g†ρ)

)
is not cofinal in Γ. As at

the end of the proof of Claim 1, with g† and (g†ρ) in the role of f and (fρ), this
contradicts the maximality assumption on H.

Since the H-field H is Liouville closed with constant field R, its H-couple (Γ, ψ)
over R is closed. Hence by [4, Proposition 4.1] and the remark following its proof,
the vector β falls under Case (a), or Case (b), or Case (c)n for a certain n. In
Case (a) we have (Γ + Rβ)† = Γ† and so Γ⟨β⟩ = Γ + Rβ; but (ΓK , ψK) is of
Hahn type, hence

(
Γ⟨β⟩, ψβ

)
is an immediate extension of (Γ, ψ), and we have just



ANALYTIC HARDY FIELDS 19

excluded that possibility. Case (c)n gives an element βn ∈ Γ⟨β⟩ with β†
n /∈ Γ and β†

n

falling under Case (a), and so this is also impossible.
Finally, suppose β falls under Case (b). Take y ∈ K> with vy = β. Then

Corollary 4.2 gives an H-hardian z ∈ Cω with vz realizing the same cut in Γ as β,
contradicting the maximality assumption on H. This finishes the proof of Claim 2.

To finish the proof of the theorem, let f ∈ C<∞ be H-hardian; it suffices to show
that then H is dense in H⟨f⟩. Now by Claim 2, H⟨f⟩ is an immediate extension
of H, and hence H is indeed dense in H⟨f⟩ by Claim 1. □

Question. Is every maximal Hardy field dense in every Hausdorff field extension?

Dense pairs of closed H-fields. Let L = {0, 1,−,+, · , ∂,⩽,≼} be the language
of ordered valued differential rings; cf. [ADH, p. 678]. We view each ordered valued
differential field as an L-structure in the natural way. We let L2 extend L by a
new unary predicate symbol U . The L2-structures are presented as pairs (K,F )
where K is an L-structure and U names the subset F of K. Let T be the L-theory
of closed H-fields with small derivation. Recall from [ADH] that T is complete and
model-complete. Here we announce:

Theorem 4.16. The following requirements on L2-structures (K,F ) axiomatize a
complete L2-theory T d:

(1) K |= T , that is, K is a closed H-field with small derivation;
(2) F is the underlying set of a closed H-subfield of K; and
(3) F ̸= K and F is dense in the ordered field K.

Moreover, each L2-formula φ(x) where x = (x1, . . . , xm) is T d-equivalent to a
boolean combination of formulas of the form

(4.1) ∃y1 · · · ∃yn
(
U(y1) & · · · & U(yn) & ψ(x, y)

)
where ψ(x, y) with y = (y1, . . . , yn) is an L-formula.

This follows from Fornasiero’s [23, Theorems 8.3 and 8.5], with details of how it
follows to appear in [9]. Note that by this theorem the L2-theory T d is decidable.
Moreover, no pair (K,F ) |= T d induces “new structure” on F :

Corollary 4.17. Let (K,F ) |= T d, and let S ⊆ Km be A-definable in (K,F ),
where A ⊆ F . Then S ∩ Fm is A-definable in the L-substructure F of K.

Proof. By the theorem this reduces to the case where S is defined in (K,F ) by a
formula as in (4.1) where however ψ(x, y) is now an LA-formula. Then S ∩ Fm is
defined in F by the LA-formula ∃yψ(x, y). □

Note that if M is a maximal analytic or maximal smooth Hardy field and N a
maximal Hardy field with M ⊆ N , M ̸= N , then (N,M) |= T d by Theorem 4.15.
But strictly speaking, we do not know whether there exist such M , N .

To secure a model of the complete theory T d we proceed as follows. Let F be
an H-field. Then the completion F c of the ordered valued differential field F is
an H-field extension of F , and F is dense in F c; see [ADH, 10.5.9]. If F is closed
and of countable cofinality, then F c is closed, by [ADH, 14.1.6], so if in addition F
has small derivation and F ̸= F c, then (F c, F ) |= T d. Now T is not complete:

set e0 = x and ei+1 = exp ei for all i; then
(∑n

i=0 1/ei
)∞
n=0

is a cauchy sequence

in T but has no limit in T. Therefore (Tc,T) |= T d.
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5. Analytic Hardy Fields of Countable Cofinality

Generalizing terminology introduced in [5, Section 8], call a valued abelian group
countably spherically complete if every pc-sequence in it of length ω pseudo-
converges in it. Any η1-ordered abelian group with a convex valuation is countably
spherically complete, by [ADH, 2.4.2]. Thus maximal analytic and maximal smooth
Hardy fields are countably spherically complete. In the first subsection we use this
fact to realize the completion of an analytic Hardy field of countable cofinality as
an analytic Hardy field: Corollary 5.10. Another main result of this section is a
realization of the H-field Tlog of logarithmic transseries from [ADH, Appendix A]
as an analytic Hardy field. This is obtained in Corollary 5.25, preceded by some
observations on short ordered sets.

Completing analytic Hardy fields of countable cofinality. Lemma 5.1 be-
low concerns H-asymptotic fields, and we recall from [ADH, Ch 9] the definition:
an asymptotic field is a valued differential field K such that for all f, g ∈ K×

with f, g ≺ 1 we have: f ≺ g ⇔ f ′ ≺ g′; an H-asymptotic field is an asymptotic
field K such that for all f, g ∈ K× with f, g ≺ 1 we have: f ≺ g ⇒ f† ≽ g†.
Every pre-H-field is an H-asymptotic field, by [ADH, 9.1, 10.5]. We shall also
mention certain properties an H-asymptotic field may have: being, respectively,
λ-free, ω-free, newtonian, asymptotically d-algebraically maximal. For these, see
Sections 11.6–11.7 and Chapter 14 of [ADH], or the summary in the introduction
of [7]. For H-fields, being Liouville closed, ω-free, and newtonian is equivalent to
being closed.

Let now K be an asymptotic field. Equip the completion Kc of the valued
field K with the unique extension of the derivation of K to a continuous derivation
on Kc; cf. [ADH, 4.4.11, 9.1.5]. Then Kc is asymptotic by [ADH, 9.1.6], and if K
is a pre-H-field (H-field, respectively), then so is Kc by [ADH, 10.5.9]. Let L be
an asymptotic field extension of K such that Γ is cofinal in ΓL. By [ADH, 3.2.20],
the natural inclusion K → L extends uniquely to an embedding Kc → Lc of valued
fields, and it is easily checked that this is an embedding of valued differential fields.
If K is dense in L, then there is a unique valued field embedding L→ Kc over K,
by [ADH, 3.2.13], and this is also an embedding of valued differential fields.

Whenever in sections 5,6,7 we are given valued differential fields K and L (for
example, asymptotic fields), an embedding K → L means: an embedding of valued
differential fields. If in addition K and L are given as pre-H-fields (for example,
Hardy fields) such an embedding should also preserve the ordering, that is, be an
embedding of ordered valued differential fields.

Lemma 5.1. Let K be an ω-free H-asymptotic field whose value group ΓK has
countable cofinality. Let M be a newtonian H-asymptotic field with asymptotic
integration, and suppose M is countably spherically complete. Then any embed-
ding K →M extends to an embedding Kc →M .

Proof. Let ι : K → M be an embedding; we need to extend ι to an embed-
ding Kc →M . The d-valued hull L := dv(K) of K is ω-free by [ADH, remark
after 13.6.1], and ΓL = ΓK by [ADH, 10.3.2(i)]. By [ADH, 14.2.5], M is d-valued;
let ιL be the extension of ι to an embedding L → M . Using a remark before the
lemma we see that it is enough to show that ιL extends to an embedding Lc →M .
Hence replacing K, ι by L, ιL, we arrange K is d-valued. Take an immediate
asymptotically d-algebraically maximal d-algebraic extension L of K; by a remark
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following the statement of [ADH, Theorem 14.0.1] such L exists and is ω-free and
newtonian. Then by [32, Theorem 3.5], L is a newtonization of K (as defined
on [ADH, p. 643]), so embeds into M over K. Passing to this newtonization we
arrange that K is newtonian. Then Kc is ω-free by [ADH, 11.7.20] and newtonian
by [ADH, 14.1.5].

Suppose f ∈ Kc \ K. It suffices to show that then ι extends to an embed-
ding ιf : K⟨f⟩ → M . Here is why: K⟨f⟩ is ω-free by the remark before [ADH,
11.7.20], so K⟨f⟩ has a newtonization E in Kc by [32, Theorem B]; by the same
remark E is ω-free; moreover, ιf extends to an embedding E → M . Hence we
can transfinitely iterate this extension process to obtain an embedding Kc → M
extending ι.

To construct ιf , take a c-sequence (fρ) in K with fρ → f (in Kc). By [ADH,
2.2.25] the index set of (fρ) has cofinality ω, so by passing to a cofinal subsequence
we arrange (fρ) is a divergent pc-sequence in K of length ω and width {∞} such
that fρ ⇝ f . Take g ∈ M such that ι(fρ) ⇝ g. Now K is asymptotically d-
algebraically maximal by [32, Theorem A], so (fρ) is of d-transcendental type overK
by [ADH, 11.4.8, 11.4.13], hence [ADH, 11.4.7] yields an embedding K⟨f⟩ → M
extending ι and sending f to g. □

Lemma 5.1 yields a pre-H-field version of it without the ω-free hypothesis on K:

Proposition 5.2. Let K be a pre-H-field with cf(ΓK) = ω and M a countably
spherically complete closed H-field. Then every embedding K → M extends to an
embedding Kc →M .

Before we begin the proof, from [ADH, 16.3.21] we recall that a pre-ΛΩ-field K =
(K, I,Λ,Ω) is a pre-H-field K equipped with a ΛΩ-cut (I,Λ,Ω) of K as defined
on [ADH, p. 691]. A ΛΩ-field is a pre-ΛΩ-field K = (K; . . . ) where K is an H-
field. If M = (M ; . . . ) is a pre-ΛΩ-field and K is a pre-H-subfield of M , then K
has a unique expansion to a pre-ΛΩ-field K such that K ⊆ M . Given a pre-ΛΩ-
field K = (K, . . . ), we denote the value group and residue field of K by ΓK , resK,
and K is said to have some given property of pre-H-fields if its underlying pre-H-
field K does. Given pre-ΛΩ-fields K and L, an embedding K → L is an embedding
in the usual model-theoretic sense.

To show Proposition 5.2, let K, M be as in the proposition. We arrange that M
extends K and then have to find an embedding Kc →M over K. Take any expan-
sion M of M to a ΛΩ-field and expand K to a pre-ΛΩ-field K such that K ⊆ M .
Then the proposition below applied to M in place of L yields an ω-free H-field
extension K∗ of K such that K is cofinal in K∗ and an embedding ι∗ : K∗ → M
over K. Lemma 5.1 gives an extension of ι∗ to an embedding (K∗)c →M , and by
a remark before that lemma this yields an embedding Kc →M as required.

It remains to establish the following “cofinality” refinement of [ADH, 16.4.1]. Here
we recall that a Liouville closed H-field K is said to be Schwarz closed if for
all a ∈ K the linear differential operator ∂

2−a splits over the algebraic closure K[i]
of K, and for all a, b ∈ K, if a ⩽ b, and ∂

2 − a splits over K, then so does ∂
2 − b;

cf. [ADH, 5.2, 11.8]. Every closed H-field is Schwarz closed [ADH, 14.2.20].

Proposition 5.3. Let K be a pre-ΛΩ-field with ΓK ̸= {0}. Then there exists an
ω-free ΛΩ-field extension K∗ of K such that;

(i) resK∗ is algebraic over resK;
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(ii) K is cofinal in K∗; and
(iii) any embedding of K into a Schwarz closed ΛΩ-field L extends to an em-

bedding K∗ → L.

We revisit the proof of [ADH, 16.4.1], which consists of several lemmas and a
corollary. Recall: a differential field F is said to be closed under logarithms if for
all f ∈ F there is a y ∈ F× such that y† = f ′, and F is closed under integration
if for all g ∈ F there is a z ∈ F such that z′ = g. Let K = (K, I,Λ,Ω) be a
pre-ΛΩ-field with Γ := ΓK ̸= {0}.
Lemma 5.4. Suppose K is grounded, or there exists b ≍ 1 in K such that v(b′) is a
gap in K. Then K has an ω-free ΛΩ-field extension K∗ such that resK = resK∗,
K is cofinal in K∗, and any embedding of K into a ΛΩ-field L closed under
logarithms extends to an embedding K∗ → L.

Proof. By Lemma 2.15, K is cofinal in the H-field hull F := H(K) of K, and hence
by Lemma 2.16, K is also cofinal in the H-field extension Fω of F constructed
in [ADH, 11.7]. Thus the lemma follows from the proof of [ADH, 16.4.2]. □

Lemma 5.5. Suppose K has gap β and v(b′) ̸= β for all b ≍ 1 in K. Then there
exists a grounded pre-ΛΩ-field extension K1 of K such that resK = resK∗, K is
cofinal in K1, and any embedding of K into a ΛΩ-field L closed under integration
extends to an embedding K1 → L.

Proof. Take s ∈ K such that vs = β. Recall from [ADH, 14.2] that I(K) denotes
the O-submodule of K generated by ∂O. Following the proof of [ADH, 16.4.3],
suppose s /∈ I(K), and take K1 as in Case 1 of that proof, so K1 = H(K)(y)
where y′ = s. Now use that ΓH(K) = Γ, and that ΓH(K) is cofinal in ΓH1

by Lem-
ma 2.16. If s ∈ I(K) and K1 is as in Case 2, then K1 = K(y) where y′ = s, so
again K is cofinal in K1 by Lemma 2.16. □

These two lemmas yield a “cofinality” refinement of [ADH, 16.4.4]:

Corollary 5.6. Suppose K does not have asymptotic integration. Then K has
an ω-free ΛΩ-field extension K∗ such that resK∗ = resK, K is cofinal in K∗,
and any embedding of K into a ΛΩ-field L closed under integration extends to an
embedding K∗ → L.

The next three lemmas are “cofinality” refinements of [ADH, 16.4.5, 16.4.6, 16.4.7]
and take care of the case where K has asymptotic integration.

Lemma 5.7. Assume K has asymptotic integration and is not λ-free. Then K ex-
tends to an ω-free ΛΩ-field K∗ such that resK∗ = (resK)rc, K is cofinal in K∗,
and any embedding of K into a Liouville closed ΛΩ-field L extends to an embed-
ding K∗ → L.

Proof. As in the proof of [ADH, 16.4.5], it is enough, by Corollary 5.6, to show
that K has a ΛΩ-field extension K1 = (K1, . . . ) with a gap such that resK1 =
(resK)rc, K is cofinal in K1, and any embedding of K into a Liouville closed ΛΩ-
field L extends to an embedding K1 → L. Take K1 as in the proof of [ADH,
16.4.5]. Put E := H(K)rc. Then ΓE = QΓ, so K is cofinal in E. If E has a
gap, then K1 = E, and we are done. Suppose E has no gap. Then K1 = E(f)
where f ∈ K×

1 and λ := −f† ∈ K, and s := −λ creates a gap over E (as defined
in [ADH, p. 503]). By the proof of Case 2 in [ADH, 16.4.5], the hypothesis of
Lemma 2.19 holds for E in place of K, so E is cofinal in K1, and hence so is K. □
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Lemma 5.8. Suppose K is λ-free but not ω-free. Then K has an ω-free ΛΩ-field
extension K∗ such that resK∗ is algebraic over resK, K is cofinal in K∗, and any
embedding of K into a Schwarz closed ΛΩ-field L extends to an embedding of K∗

into L.

Proof. For the definition of the pc-sequence (ωρ) in K and the d-rational func-
tions ω, σ and their role in ω-freeness as used in this proof, see [ADH, 11.7, 11.8].
Take ω ∈ K with ωρ ⇝ ω. Let K∗ be as in the proof of [ADH, 16.4.6]. That
proof shows that Ω = ω(K)↓ or Ω = K \σ

(
Γ(K)

)↑. Suppose first that Ω = ω(K)↓.
With Kγ = (Kγ , . . . ) as in Case 1 of that proof, we have Kγ = K⟨γ⟩ where γ ̸= 0,

σ(γ) = ω, and vγ is a gap inKγ . The remarks before [ADH, 13.7.7] give [Γ] =
[
ΓKγ

]
,

so K is cofinal in Kγ . Now follow the argument in Case 1 of loc. cit., using Corol-

lary 5.6 instead of [ADH, 16.4.4]. If Ω = K \σ
(
Γ(K)

)↑, then we argue as in Case 2
of loc. cit., using Lemma 5.7 instead of [ADH, 16.4.5]. □

Lemma 5.9. Suppose K is ω-free. Then K has an ω-free ΛΩ-field extension K∗

such that resK∗ = resK, K is cofinal in K∗, and any embedding of K into a
ΛΩ-field L extends to an embedding of K∗ into L.

Proof. Take K∗ = (K∗, . . . ) as in the proof of [ADH, 16.4.7]. Then K∗ = H(K),
and by Lemma 2.15, K is cofinal in H(K). □

This concludes the proof of Proposition 5.3 and of Proposition 5.2. Combining the
latter with [5, Corollary 3.2] and Corollary 3.6 yields:

Corollary 5.10. Let H be a Hardy field of countable cofinality and M ⊇ H a
maximal Hardy field. Then there is an embedding Hc → M over H. Likewise
if M ⊇ H is a maximal analytic Hardy field or a maximal smooth Hardy field.

As a consequence of Corollary 5.10, with t := x−1, each maximal analytic Hardy
field contains a Hardy field extending R(t) and isomorphic over R(t) to the ordered
field R((t)) of Laurent series over R equipped with the continuous R-linear derivation
given by t′ = −t2. (This may be viewed as a Hardy field version of Besicovitch’s
strengthening [12] of Borel’s theorem on C∞-functions with prescribed Taylor se-
ries [14].) In Corollary 7.10 we show that even the ordered differential field T of
transseries, which vastly extends R((t)), embeds into any given maximal analytic
Hardy field. As a first step we accomplish this below for the H-subfield Tlog of T
of logarithmic transseries (cf. [ADH, p. 722]). For this it is useful to have available
some facts about short ordered sets, also needed in Section 6.

Short ordered sets. Let S be an ordered set. (As in [5], this means “linearly
ordered set”.) Let S∗ denote S equipped with the reversed ordering. Then the
following are equivalent:

(S1) all well-ordered subsets of S and of S∗ are countable;
(S2) there are no embeddings of ω1 into S or S∗;
(S3) cf(A), ci(A) ⩽ ω for all ordered subsets A of S.

Call S short if any of the equivalent conditions (S1)–(S3) holds; cf. [19, 1.7(i)]
and [34, pp. 88, 170–171]. If S is short, then so are S∗ and every ordered subset
of S. If S is countable, then it is short; more generally, if S is a union of countably
many short ordered subsets, then S is short. If S → S′ is a surjective increasing
map between ordered sets and S is short, then so is S′; similarly with “decreasing”
instead of “increasing”. Shortness enters our story via the following observation:
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Lemma 5.11. Let (G,S, v) be a valued abelian group where S is short, and let (aρ)
be a pc-sequence in (G,S, v). Then some final segment of (aρ) has countable length.

Proof. Put sρ := v(aρ+1 − aρ), where ρ+ 1 is the successor of ρ. After deleting an
initial segment of (aρ) we arrange that the sequence (sρ) in S is strictly increasing.
Then the image of the index set of (aρ) under the embedding ρ 7→ sρ of ordered
sets is a well-ordered subset of S and hence countable. □

Lemma 5.12. If the order topology of S is second countable, then S is short.

Proof. Suppose i : ω1 → S is strictly increasing. With λ ranging over the limit
ordinals < ω1 we then have uncountably many nonempty pairwise disjoint open
intervals

(
i(λ), i(λ+2)

)
in S, so S is not second countable. An embedding ω1 → S∗

yields the same conclusion. □

In particular, the real line (the ordered set of real numbers) is short. (In fact,
by [26, Theorem 2], each Borel ordered set is short.) The following observation is
due to Hausdorff [27, p. 133] and Urysohn [39].

Lemma 5.13. Suppose S is short and T is an η1-ordered set. Then any embedding
of an ordered subset of S into T extends to an embedding S → T . In particular,
there exists an embedding S → T .

Proof. Let A be an ordered subset of S and i : A→ T an embedding. Suppose s ∈
S \ A. Then cf(A<s), ci(A>s) ⩽ ω, so we have t ∈ T with i(A<s) < t < i(A>s).
Thus i extends to an embedding A∪{s} → T sending s to t. Zorn does the rest. □

Corollary 5.14. Every η1-ordered set has cardinality ⩾ c. There is an η1-ordered
set of cardinality c.

Proof. For the first claim, apply Lemma 5.13 to S = the real line. The second
claim follows from the first together with [ADH, B.9.6]. □

Combining Lemma 5.13 and Corollary 5.14 we obtain:

Corollary 5.15 (Urysohn [38, 39]). Every short ordered set has cardinality ⩽ c.

For (ordered) Hahn products, see [ADH, 2.2, 2.4]. Shortness of R is at the root of
the following result due to Esterle [22, Lemme 2.2 and the remark after it]:

Lemma 5.16. If S is short, then so is the Hahn product H[S,R].

From Lemma 5.16 and the Hahn Embedding Theorem [ADH, 2.4.19] we obtain a
characterization of short ordered abelian groups:

Lemma 5.17. For an ordered abelian group Γ, the following are equivalent:

(i) Γ is short;
(ii) the ordered set [Γ] is short;
(iii) Γ embeds into H[S,R] for some short S.

Corollary 5.18. Let ∆ ⊆ Γ be an extension of ordered abelian groups. Then

Γ is short ⇐⇒ ∆ and [Γ] \ [∆] are short.

In particular, if rankQ(Γ/∆) ⩽ ℵ0, then Γ is short iff ∆ is short, and if ∆ is convex,
then Γ is short iff ∆ and Γ/∆ are short.
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Proof. The direction ⇒ is clear from Lemma 5.17. For the converse, note that if ∆
and [Γ] \ [∆] are short, then so is [Γ], and hence Γ as well by Lemma 5.17. Next, use
that if rankQ(Γ/∆) ⩽ ℵ0, then [Γ]\ [∆] is countable by [ADH, 2.3.9]. For convex ∆,
see [ADH, p. 102]. □

Lemma 5.19. Let K be an ordered field equipped with a convex valuation whose
residue field is archimedean. Then K is short iff its value group Γ is short.

Proof. Suppose Γ is short. Then QΓ is also short, by the previous corollary, and the
real closure of resK remains archimedean; hence to show that K is short we may
replace K by its real closure to arrange that K is real closed. Using [ADH, 3.3.32,
3.3.42, 3.5.1, 3.5.12] we obtain an ordered field embedding of K into the ordered
Hahn field R((tΓ)). The underlying ordered additive group of R((tΓ)) is isomorphic
with the ordered Hahn product H[tΓ,R]; see [ADH, p. 114]. Hence K is short by
Lemma 5.17. Conversely, if K is short then so is its ordered subset K> and then
also the image Γ of K> under the decreasing map f 7→ vf : K> → Γ. □

Hence if an ordered field is short, then so is its real closure. If K as in Lemma 5.19
is short and L is an ordered field extension of K with a convex valuation that makes
it an immediate extension of K, then L is short. (NB: the ordered fraction field
of a short ordered integral domain may fail to be short [17, 18].) The following is
from [21, §2.10]:

Corollary 5.20. T is short.

Proof. We recall some features of the construction of T from [ADH, Appendix A].
We have the ordered subfield Texp =

⋃
mEm of T where Em = R[[Gm]] for certain

ordered subgroups Gm of T>, with G0 = xR and Gm+1 = Gm exp(Am) for some
subgroup Am of the additive group of Em, with Gm a convex subgroup of Gm+1.
An easy induction on m shows that each Em is short, and thus Texp is short.
Now T =

⋃
n(Texp)↓n where f 7→ f↓n is the nth compositional iterate of the

automorphism f 7→ f↓ = f ◦ log x of the ordered field T, hence T is also short. □

Question. Are d-algebraic Hardy field extensions of short Hardy fields also short?

Next two algebraic variants of Lemma 5.13, attributed to Esterle in [19, 2.37]:

Lemma 5.21. Let ∆ be a short ordered abelian group and Γ a divisible η1-ordered
abelian group. Then any embedding of an ordered subgroup of ∆ into Γ extends to
an embedding ∆ → Γ.

Proof. Let ∆0 be an ordered subgroup of ∆ and i : ∆0 → Γ an embedding. The
divisible hull Q∆ ⊆ Γ of ∆ is short, by Corollary 5.18. Replace ∆0, ∆ by Q∆0, Q∆
(and i accordingly) to arrange ∆0, ∆ to be divisible. Given δ ∈ ∆ \∆0, Lemma 5.13
yields γ ∈ Γ with i(∆<δ

0 ) < γ < i(∆>δ
0 ), and then i extends to an embedding of

the ordered subgroup ∆0 ⊕Qδ of ∆ into Γ sending δ to γ. Zorn does the rest. □

In the same way, taking real closures instead of divisible hulls in the proof:

Lemma 5.22. Any embedding of an ordered subfield of a short ordered field K into
a real closed η1-ordered field L extends to an embedding K → L.

Combining Corollary 5.20 and the previous lemma yields:

Corollary 5.23. The ordered field T embeds into each real closed η1-ordered field.

Lemma 7.8 below is an analogue of Lemma 5.22 for H-fields with small derivation.
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Realizing Tlog as an analytic Hardy field. This uses the following variant of
Lemma 5.1 for embedding ω-free immediate extensions:

Lemma 5.24. Let K be an H-asymptotic field with short value group, L an ω-free
immediate extension of K, and M a newtonian H-asymptotic field with asymp-
totic integration. Suppose M is countably spherically complete. Then any embed-
ding K →M extends to an embedding L→M .

Proof. Let ι : K →M be an embedding; we shall extend ι to an embedding L→M .
Now L is pre-d-valued by [ADH, 10.1.3], and as dv(L) is ω-free by [ADH, remark
after 13.6.1] and Γdv(L) = Γ by [ADH, 10.3.2(i)], we can replace L by dv(L) to
arrange that L is d-valued. Then L has an immediate d-algebraic newtonian ω-
free extension by [ADH, remark after 14.0.1], which is then a newtonization of L
by [32, Theorem 3.5]. Replacing L by this newtonization we also arrange that L is
newtonian. Using Zorn we further arrange that ι does not extend to any embed-
ding into M of any valued differential subfield of L properly containing K. Note
that K is ω-free by [ADH, remark preceding 11.7.20]. NowM is d-valued by [ADH,
14.2.5], hence so is K by the universal property of dv(K). Likewise, K is newto-
nian, by the semiuniversal property of the newtonization of K (which exists by
the same arguments as we used for L). Hence K is asymptotically d-algebraically
maximal by [32, Theorem A]. It remains to show that K = L. Suppose towards
a contradiction that f ∈ L \ K. Take a divergent pc-sequence (fρ) in K with
pseudolimit f . By Lemma 5.11 we arrange that (fρ) has length ω, and hence we
can take g ∈ M with ι(fρ) ⇝ g. As in the proof of Lemma 5.1 we then obtain an
embedding K⟨f⟩ →M extending ι and sending f to g, a contradiction. □

Set ℓ0 := x ∈ T and ℓn+1 := log ℓn. Recall that Tlog =
⋃

n R[[Ln]] where Ln :=
ℓR0 · · · ℓRn is the subgroup of the monomial group GLE of T generated by the real
powers of the ℓi (i = 0, . . . , n). The ordered subgroup L :=

⋃
n Ln of GLE is

divisible and short, Tlog is real closed, ω-free and an immediate H-field extension
of its H-subfield R(L). Identify R(L) with an H-subfield of the analytic Hardy
field Li

(
R(x)

)
in the obvious way. From [5, Corollary 3.2], Corollary 3.6, and

Lemma 5.24, we obtain:

Corollary 5.25. The H-field Tlog embeds over R(L) into any maximal Hardy field.
Likewise with maximal analytic and with maximal smooth in place of maximal.

By Corollary 5.10, every embedding i : Tlog → M as in Corollary 5.25 extends to
an embedding of the completion of Tlog into M . In the next section we show that i
even extends to an embedding of every immediate H-field extension of Tlog intoM .

Implications between “short”, “countable cofinality”, and “bounded”.
The first two notions are defined for ordered sets, and “bounded” is defined for
subsets of C. It is clear that for ordered sets,

short =⇒ countable cofinality,

and that for Hausdorff fields,

countable cofinality =⇒ bounded.

These implications cannot be reversed for analytic Hardy fields: Let H be a max-
imal analytic Hardy field. Corollary 4.11 gives a sequence (hλ) in H, indexed by
the ordinals λ ⩽ ω1, such that all hλ are transexponential and ∗hλ < ∗hµ for
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all λ < µ ⩽ ω1. It follows that R⟨hλ : λ < ω1⟩ is a bounded analytic Hardy field
(bounded by hω1) with cofinality ω1, and so R⟨hλ : λ ⩽ ω1⟩ is an analytic Hardy
field of cofinality ω that is not short. (We thank Philip Ehrlich and Elliot Kaplan
for a useful email discussion on this topic.)

6. Embeddings of Immediate Extensions

The goal of this section is to prove the following theorem, which partly generalizes
Lemma 5.24 beyond the ω-free setting:

Theorem 6.1. Let K be a short pre-H-field with archimedean residue field, and

suppose K is ω-free or not λ-free. Let K̂ be an immediate pre-H-field extension
of K and let M be a countably spherically complete closed H-field. Then every

embedding K →M extends to an embedding K̂ →M .

Using also [5, Corollary 3.2] and Corollary 3.6, this yields:

Corollary 6.2. Let K be a short Hardy field which is ω-free or not λ-free, and
let M be a maximal Hardy field extending K. Then every immediate Hardy field
extension of K embeds into M over K. Likewise with “maximal analytic” as well
as with “maximal smooth” in place of “maximal”.

The main steps towards the proof of Theorem 6.1 are Propositions 6.3 and 6.10
below. This requires us to revisit the topic of pre-ΛΩ-fields once again.

We note also that by [2] and [ADH,10.5.8], each pre-H-field has an immediate
strict pre-H-field extension that is spherically complete.

Immediate pairs of pre-ΛΩ-fields. Here we generalize [ADH, 16.4.1] to cer-

tain pairs of pre-ΛΩ-fields. A pre-ΛΩ-pair is a pair (K, K̂) of pre-ΛΩ-fields

with K ⊆ K̂. Let (K, K̂) be a pre-ΛΩ-pair, with K = (K, . . . ) and K̂ = (K̂, . . . ).

We call (K, K̂) a ΛΩ-pair if both K, K̂ are ΛΩ-fields, and we say that (K, K̂) is

immediate if the valued field extension K ⊆ K̂ is immediate. We also call (K, K̂)

ω-free if both K, K̂ are ω-free, and similarly for other properties of pre-H-fields.

A pre-ΛΩ-pair (K∗, K̂∗) extends (K, K̂) if K ⊆ K∗ and K̂ ⊆ K̂∗.

Proposition 6.3. Suppose (K, K̂) is an immediate pre-ΛΩ-pair such that if K is

ω-free (λ-free, respectively), then so is K̂. Then (K, K̂) extends to an immediate ω-

free ΛΩ-pair (K∗, K̂∗) such that resK∗ is algebraic over resK and any embedding
of K into a Schwarz closed ΛΩ-field L extends to an embedding K∗ → L.

K∗ ⊆−−−−−−−→
immediate

K̂∗x⊆ ⊆
x

K
⊆−−−−−−−→

immediate
K̂

Moreover, if K is short and resK is archimedean, then we can choose such a

pair (K∗, K̂∗) where K∗ is also short.

As with Proposition 5.3 we adapt the proof of [ADH, 16.4.1]. We assume (K, K̂)

is an immediate pre-ΛΩ-pair and K = (K, I,Λ,Ω), K̂ = (K̂, Î, Λ̂, Ω̂). We iden-

tify H(K) in the usual way with an H-subfield of H(K̂), and for ungrounded K
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we tacitly use that the sequences (λρ), (ωρ) in K also serve for K̂. (See [ADH,
11.5–11.7] for the definition and basic properties of (λρ), (ωρ).)

Lemma 6.4. Suppose K is grounded, or there exists b ≍ 1 in K such that v(b′)

is a gap in K. Then (K, K̂) extends to an immediate ω-free ΛΩ-pair (K∗, K̂∗)
such that resK∗ = resK and any embedding of K into a ΛΩ-field L closed under
logarithms extends to an embedding K∗ → L.

Proof. Note that if K is grounded, then so is K̂, and any gap in K remains a gap

in K̂. Put E := H(K) and F := H(K̂), and note that the H-field extension E ⊆ F
is immediate by [ADH, 10.3.2 and remark preceding it]. Next take e ∈ E with e ≻ 1

and v(e†) = maxΨE = maxΨF . We now construct K∗ := Eω and K̂∗ := Fω

as in [ADH, 11.7] with E, e and F, e in the role of F, f there, so Eω =
⋃

nEn,
Fω =

⋃
n Fn, E0 = E, F0 = F . We take care to do that in such a way that by

induction on n using [ADH, 10.2.3 and its proof] we have for all n an immediate
extension En ⊆ Fn of grounded H-fields with a distinguished element en ∈ E×

n

such that e0 = e, en ≻ 1, v(e†n) = maxΨEn = maxΨFn , and

En+1 = En(en+1), Fn+1 = Fn(en+1), e′n+1 = e†n.

This yields an immediate extension Eω ⊆ Fω of ω-free H-fields. Expanding K∗, K̂∗

uniquely to ΛΩ-fields gives a pair (K∗, K̂∗) with the required properties. □

Lemma 6.5. Suppose K has gap β and v(b′) ̸= β for all b ≍ 1 in K. Then (K, K̂)

extends to an immediate grounded ΛΩ-pair (K1, K̂1) such that resK1 = resK
and any embedding of K into a ΛΩ-field L closed under integration extends to an
embedding K1 → L.

Proof. Note that β is a gap in K̂, and v(b′) ̸= β for all b ≍ 1 in K̂. By [ADH,

10.3.2 and remark preceding it], H(K) is an immediate extension of K, and H(K̂)

of K̂, so H(K̂) is an immediate extension of H(K).
Take s ∈ K with vs = β and follow the proof of [ADH, 16.4.3]. Suppose s /∈ I.

Then also s /∈ Î. Take K̂1 = H(K̂)(y) as in Case 1 of that proof applied to K̂ in

place of K. We have the H-subfield K1 := H(K)(y) of K̂1, and K̂1 is an immediate

extension of K1 by [ADH, 10.2.2 and its proof]. Expanding K1, K̂1 uniquely to

pre-ΛΩ-fields gives a pair (K1, K̂1) with the required property. If s ∈ I, proceed as
before, but following instead Case 2 of the proof of [ADH, 16.4.3] and with H(K)

and H(K̂) instead of K and K̂, using [ADH, 10.2.1 and its proof]. □

Corollary 6.6. Suppose K does not have asymptotic integration. Then (K, K̂)

extends to an immediate ω-free ΛΩ-pair (K∗, K̂∗) such that resK∗ = resK, and
any embedding of K into a ΛΩ-field L closed under integration extends to an em-
bedding K∗ → L.

In the next three lemmas we treat the case where K has asymptotic integration.
For the first we adapt the proof of [ADH, 16.4.5] and use parts of it:

Lemma 6.7. Assume K has asymptotic integration and is not λ-free. Then (K, K̂)

extends to an immediate ω-free ΛΩ-pair (K∗, K̂∗) such that resK∗ = (resK)rc,
and every embedding of K into a Liouville closed ΛΩ-field L extends to an embed-
ding K∗ → L.
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Proof. By Corollary 6.6 it is enough to show that (K, K̂) extends to an immediate

ΛΩ-pair (K1, K̂1) with a gap such that resK1 = (resK)rc and every embedding
of K into a Liouville closed ΛΩ-field L extends to an embedding K1 → L. Let

E := H(K)rc ⊆ F := H(K̂)rc.

Then ΓE = QΓ, and F is an immediate extension H-field extension of E. We
distinguish two cases:

Case 1 : E has a gap. Take s ∈ E× and n ⩾ 1 such that vs is a gap in E
and sn ∈ K. Then E has exactly two ΛΩ-cuts (I1,Λ1,Ω1), (I2,Λ2,Ω2), where I1 =

{y ∈ E : y ≺ s}, I2 = {y ∈ E : y ≼ s}, and F has exactly two ΛΩ-cuts (Î1, Λ̂1, Ω̂1)

and (Î2, Λ̂2, Ω̂2), with Î1 = {y ∈ F : y ≺ s}, Î2 = {y ∈ F : y ≼ s} (so Ij = Îj ∩ E
for j = 1, 2). Take K1 as in Case 1 of the proof of [ADH, 16.4.5]: if −s† ∈ Λ,
then K1 := (E, I1,Λ1,Ω1), and if −s† /∈ Λ, then K1 := (E, I2,Λ2,Ω2). Similarly,

if −s† ∈ Λ, then K̂1 := (F, Î1, Λ̂1, Ω̂1), and if −s† /∈ Λ, then K̂1 := (F, Î2, Λ̂2, Ω̂2).

Then (K1, K̂1) is an immediate ΛΩ-pair with the desired property.

Case 2 : E has no gap. Then E, F have asymptotic integration, and the se-
quence (λρ) for K also serves for E and for F . Take λ ∈ K such that λρ ⇝ λ.
Then −λ creates a gap over E and over F by [ADH, 11.5.14]. Take an element f ̸= 0
in some Liouville closed H-field extension of F such that f† = −λ. Then F (f) is an
H-field and E(f) is anH-subfield of F (f) with resE(f) = resE = resF = resF (f).
Moreover, vf is a gap in F (f) and in E(f), and F (f) is an immediate extension
of E(f), by the remark after [ADH 11.5.14] and the uniqueness part of [ADH,
10.4.5]. Now E(f) has exactly two ΛΩ-cuts (I1,Λ1,Ω1) and (I2,Λ2,Ω2), where

I1 =
{
y ∈ E(f) : y ≺ f

}
, I2 =

{
y ∈ E(f) : y ≼ f

}
,

and F (f) has exactly two ΛΩ-cuts (Î1, Λ̂1, Ω̂1) and (Î2, Λ̂2, Ω̂2), with

Î1 =
{
y ∈ F (f) : y ≺ f

}
, Î2 =

{
y ∈ F (f) : y ≼ f

}
.

Therefore Ij = Îj ∩ E(f) for j = 1, 2. We set K1 :=
(
E(f), I1,Λ1,Ω1

)
and K̂1 :=(

F (f), Î1, Λ̂1, Ω̂1

)
if λ ∈ Λ, and K1 :=

(
E(f), I2,Λ2,Ω2

)
, K̂1 :=

(
F (f), Î2, Λ̂2, Ω̂2

)
if λ /∈ Λ. Then K1 ⊆ K̂1, and the immediate ΛΩ-pair (K1, K̂1) is as required. □

Lemma 6.8. Suppose K is not ω-free and K̂ is λ-free. Then (K, K̂) extends to

an immediate ω-free ΛΩ-pair (K∗, K̂∗) such that resK∗ is algebraic over resK
and any embedding K → L into a Schwarz closed ΛΩ-field L extends to an embed-
ding K∗ → L.

Proof. We adapt and use the proof of [ADH, 16.4.6]. Take ω ∈ K with ωρ ⇝ ω.
Then ω

(
Λ(K)

)↓ < ω < σ
(
Γ(K)

)↑ and either Ω = ω(K)↓ or Ω = K \ σ
(
Γ(K)

)↑.
Likewise with K̂ in place of K. Also ω /∈ ω(K)↓, ω /∈ ω(K̂)↓. There are two cases:

Case 1 : Ω = ω(K)↓. Then ω /∈ Ω̂ and so Ω̂ = ω(K̂)↓. Take a pre-H-field

extension K̂γ of K̂ as in Case 1 of the proof of [ADH, 16.4.6] with K̂ in place

of K. Then res K̂γ = res K̂ = resK. Put Kγ := K⟨γ⟩, a pre-H-subfield of K̂γ

with resKγ = resK. Then vγ is a gap in Kγ and in K̂γ , so by [ADH, 13.7.6], K̂γ

is an immediate extension of Kγ . Expanding Kγ to a pre-ΛΩ-field Kγ as in Case 1

of the proof of [ADH, 16.4.6], and similarly expanding K̂γ to a pre-ΛΩ-field K̂γ ,
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we thus obtain the immediate pre-ΛΩ-pair (Kγ , K̂γ) extending (K, K̂). Take an

immediate ω-free ΛΩ-pair (K∗, K̂∗) extending (Kγ , K̂γ) as in Corollary 6.6 applied

to (Kγ , K̂γ) in place of (K, K̂). Then (K∗, K̂∗) has the required property.

Case 2 : Ω = K\σ
(
Γ(K)

)↑. Then ω ∈ Ω ⊆ Ω̂, so Ω̂ = K̂\σ
(
Γ(K̂)

)↑. As in the proof

of [ADH, 16.4.6] we obtain an immediate pre-H-field extension K̂λ := K̂(λ) of K̂
with λρ ⇝ λ and ω(λ) = ω. Put Kλ := K(λ), an immediate pre-H-field extension
of K. Expand Kλ to a pre-ΛΩ-field Kλ as in Case 2 of the proof of [ADH, 16.4.6],

and similarly expand K̂λ to a pre-ΛΩ-field K̂λ. Then Kλ ⊇ K and K̂λ ⊇ K̂, and

from λ /∈ Λ(Kλ)
↓ and λ ∈

(
K̂λ \∆(K̂λ)

↑)∩Kλ we obtain K̂λ ⊇ Kλ. Thus (Kλ, K̂λ)

is an immediate pre-ΛΩ-pair and extends (K, K̂). Take an immediate ω-free ΛΩ-

pair (K∗, K̂∗) extending (Kλ, K̂λ) obtained from Lemma 6.7 applied to (Kλ, K̂λ)

in place of (K, K̂). Then (K∗, K̂∗) has the required property. □

Lemma 6.9. Suppose K̂ is ω-free. Then (K, K̂) extends to an immediate ω-free

ΛΩ-pair (K∗, K̂∗) such that any embedding of K into a ΛΩ-field L extends to an
embedding of K∗ into L.

Proof. As K̂ is ω-free, so is K. By [ADH, 13.6.1], H(K) is ω-free, and by [ADH,
10.3.2 and remark (a) before it], H(K) is an immediate extension of K, and likewise

with K̂ in place of K. Let K∗, K̂∗ be the unique expansions of H(K), H(K̂),

respectively, to ΛΩ-fields. Then (K∗, K̂∗) has the required properties, by the proof
of [ADH, 16.4.7]. □

The first claim of Proposition 6.3 now follows. As to the shortness part, one checks

that rankQ(ΓK∗/ΓK) ⩽ ℵ0 for (K∗, K̂∗) as constructed above, hence if K is short
and resK is archimedean, then K∗ is short by Corollary 5.18 and Lemma 5.19. □

Immediate extensions and ΛΩ-cuts. Let K ⊆ K̂ be an extension of pre-H-

fields. Given a ΛΩ-cut (Î , Λ̂, Ω̂) in K̂, we obtain the ΛΩ-cut

(Î , Λ̂, Ω̂) ∩K := (Î ∩K, Λ̂ ∩K, Ω̂ ∩K)

in K. Recall from [ADH, remark before 16.3.19] that a pre-H-field has at least one

and at most two ΛΩ-cuts. In the rest of this subsection we assume that K ⊆ K̂
is immediate and (I,Λ,Ω) is a ΛΩ-cut in K, and we ask when there is a ΛΩ-

cut (Î , Λ̂, Ω̂) in K̂ such that (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K.

Proposition 6.10. The following are equivalent:

(i) There is a ΛΩ-cut (Î , Λ̂, Ω̂) in K̂ with (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K;

(ii) K is not λ-free, or K is ω-free, or K̂ is λ-free, or Ω ̸= ω(K)↓.

This is a consequence of Lemmas 6.11–6.15 below, which also address the uniqueness

of the ΛΩ-cut in K̂ in part (i) of the proposition. For the next two labeled displays,
let K be ungrounded. Then by [ADH, 11.8.14] we have

(6.1) Λ(K)↓ = Λ(K̂)↓ ∩K, ∆(K)↑ = ∆(K̂)↑ ∩K, Γ(K)↑ = Γ(K̂)↑ ∩K,
and by [ADH, 11.8.14, remark before 11.8.21, and 11.8.29]:

(6.2) ω
(
Λ(K̂)

)↓ ∩K = ω
(
Λ(K)

)↓, (
K̂ \ σ

(
Γ(K̂)

)↑) ∩K = K \ σ
(
Γ(K)

)↑.
By [ADH, 11.8.2] we also have I(K) = I(K̂) ∩K if K has asymptotic integration.
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Lemma 6.11. Suppose K does not have asymptotic integration or K̂ is ω-free.

Then there is a unique ΛΩ-cut (Î , Λ̂, Ω̂) in K̂ with (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K.

Proof. Note that K has asymptotic integration iff K̂ has, and if K has a gap β

and v(a′) ̸= β for all a ≍ 1 in K, then β remains a gap in K̂ and v(b′) ̸= β for

all b ≍ 1 in K̂. If K̂ is ω-free, then so is K. Now use [ADH, 16.3.11–16.3.14]. □

Lemma 6.12. Suppose K is ω-free, but K̂ is not. Then there are exactly two

ΛΩ-cuts (Î , Λ̂, Ω̂) in K̂ with (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K.

Proof. By [ADH, 16.3.14], (I,Λ,Ω) is the unique ΛΩ-cut in K, so (I,Λ,Ω) =

(Î , Λ̂, Ω̂)∩K for every ΛΩ-cut (Î , Λ̂, Ω̂) in K̂. Moreover, K̂ has exactly two ΛΩ-cuts,

by [ADH, 16.3.16] if K̂ is λ-free, and by [ADH, 16.3.17, 16.3.18] if not. □

In particular, if K has no asymptotic integration or K is ω-free then we have a

ΛΩ-cut (Î , Λ̂, Ω̂) in K̂ with (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K. The next lemmas deal with
the case where K has asymptotic integration and K is not ω-free.

Lemma 6.13. Suppose K has asymptotic integration and is not λ-free. Then there

is exactly one ΛΩ-cut (Î , Λ̂, Ω̂) in K̂ with (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K.

Proof. Suppose first that 2Ψ has no supremum in Γ. Then by [ADH, 16.3.17]
there are exactly two ΛΩ-cuts (I1,Λ1,Ω1), (I2,Λ2,Ω2) in K, with Λ1 = Λ(K)↓,

Λ2 = K\∆(K)↑, and Λ1 ̸= Λ2. Similarly there are exactly two ΛΩ-cuts (Î1, Λ̂1, Ω̂1),

(Î2, Λ̂2, Ω̂2) in K̂, with Λ̂1 = Λ(K̂)↓, Λ̂2 = K̂ \ ∆(K̂)↑. Now use that by (6.1) we

have Λ(K)↓ = Λ(K̂)↓ ∩K and K \ ∆(K)↑ =
(
K̂ \ ∆(K̂)↑

)
∩K. The case where 2Ψ

has a supremum in Γ is similar, using [ADH, 16.3.18] instead of [ADH, 16.3.17]. □

Lemma 6.14. Suppose K is not ω-free and K̂ is λ-free. Then there is exactly one

ΛΩ-cut (Î , Λ̂, Ω̂) in K̂ such that (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K.

Proof. By [ADH, 16.3.16], K being λ-free, but not ω-free, it has exactly two ΛΩ-
cuts, namely

(
I(K),Λ(K)↓, ω

(
Λ(K)

)↓) and (I(K),Λ(K)↓,K \σ
(
Γ(K)

)↑), and sim-

ilarly with K̂ in place of K. Now use (6.1) and (6.2). □

Lemma 6.15. Suppose K is λ-free, but not ω-free, and K̂ is not λ-free. Then

there is a ΛΩ-cut (Î , Λ̂, Ω̂) in K̂ such that (I,Λ,Ω) = (Î , Λ̂, Ω̂) ∩K iff Ω ̸= ω(K)↓,

and in this case there are exactly two such ΛΩ-cuts in K̂.

Proof. By [ADH, 16.3.16]K has exactly two ΛΩ-cuts (I1,Λ1,Ω1), (I2,Λ2,Ω2) where

I1 = I2 = I(K), Λ1 = Λ2 = Λ(K)↓, Ω1 = K \σ
(
Γ(K)

)↑ ̸= Ω2 = ω(K)↓.

Now K is λ-free, so 2Ψ has no supremum in Γ by [ADH, 9.2.17, 11.6.8], hence

by [ADH, 16.3.17], K̂ has exactly two ΛΩ-cuts (Î1, Λ̂1, Ω̂1), (Î2, Λ̂2, Ω̂2), where

Î1 = Î2 = I(K̂), Λ̂1 = Λ(K̂)↓, Λ̂2 = K̂ \ ∆(K̂)↑, Ω̂1 = Ω̂2 = K̂ \ σ
(
Γ(K̂)

)↑.
Thus (Îj , Λ̂j , Ω̂j)∩K = (I1,Λ1,Ω1) for j = 1, 2 by (6.2). This yields the lemma. □
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Proof of Theorem 6.1. Let K, K̂, M be as in the statement of the theorem,

and let i : K → M be an embedding. If K̂ is ω-free, then Lemma 5.24 and [ADH,

10.5.8] give an extension of i to an embedding K̂ →M as required.

In the rest of the proof we therefore assume that K̂ is not ω-free. If K̂ is λ-free,

then, taking ω ∈ K̂ with ωρ ⇝ ω, [ADH, 11.7.13] yields an immediate pre-H-field

extension K̂λ := K̂(λ) of K̂ with λρ ⇝ λ and ω(λ) = ω, so that replacing K̂ by K̂λ

we arrange that K̂ is not even λ-free.
Suppose K is not λ-free. Let M be the unique expansion of M to a ΛΩ-field,

and expand K to a pre-ΛΩ-field K such that i is an embedding K → M of

pre-ΛΩ-fields. Proposition 6.10 yields an expansion of K̂ to a pre-ΛΩ-field K̂

such that K ⊆ K̂, and then Proposition 6.3 gives an immediate ω-free short ΛΩ-

pair (K∗, K̂∗) extending (K, K̂) with resK∗ algebraic over resK and an extension

of i to an embedding i∗ : K∗ → M . The case of ω-free K̂ treated earlier applied

instead to K̂∗ now yields an extension of i∗ to an embedding K̂∗ →M .
Next, suppose K is ω-free. Then the pc-sequence (λρ) in K is of d-transcen-

dental type over K, by [ADH, 13.6.3]. Take λ ∈ K̂ such that λρ ⇝ λ. Now K is
short and M is countably spherically complete, so by Lemma 5.11 we have λ∗ ∈M
with i(λρ)⇝ λ∗. By [ADH, 11.4.7, 11.4.13, 10.5.8] we obtain a unique extension
of i to an embedding j : K⟨λ⟩ →M such that j(λ) = λ∗. The case of non-λ-free K

applied instead to K⟨λ⟩ yields an extension of j to an embedding K̂ →M . □

7. Embeddings into Analytic Hardy Fields

In this section we use Theorem A to derive results about back-and-forth equivalence,
∞ω-elementary equivalence, and isomorphism for maximal analytic Hardy fields, as
was done in [5, Section 10] for maximal Hardy fields. (For the relation of back-and-
forth equivalence to infinitary logic, see [10].) We also strengthen Corollary 5.25
by showing in Corollary 7.10 that the ordered differential field T embeds into every
maximal analytic Hardy field.

Let No be the ordered field of surreal numbers equipped with the derivation ∂BM

of Berarducci and Mantova [11]. Then No is a closed H-field, by [3]. Moreover,
given an uncountable cardinal κ, the surreal numbers of length < κ form an ordered
differential subfield No(κ) of No with No(κ) ≼ No, by [3, Corollary 4.6]. As
in the argument leading up to [5, Corollary 10.4], combining Theorem A and [5,
Corollary 10.3] yields:

Corollary 7.1. Let M be a maximal analytic or maximal smooth Hardy field.
Then the ordered differential fields M and No(ω1) are back-and-forth equivalent.
Hence M ≡∞ω No(ω1), and assuming CH, M ∼= No(ω1).

The ordered field No(ω1) is not complete: Set aν :=
∑

µ<ν ω
−µ with µ, ν ranging

over countable ordinals. Then (aν) is a cauchy sequence in No(ω1) without a limit
in No(ω1). Thus, assuming CH, no real closed η1-ordered field extension of R of
cardinality c is complete, in particular, no maximal Hardy field is complete. (This
also follows from [19, Theorem 3.12(ii)]: if G is a complete η1-ordered abelian group,
then |G| > ℵ1.)

LetK be anH-field with small derivation and constant field R. Then [3, Theorem 3]
yields an embedding K → No of ordered differential fields. The argument in the
proof of [3, Theorem 3] shows that if κ > |K| is a regular cardinal, then we can
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choose ι so that ι(K) ⊆ No(κ). If trdeg(K|R) is countable, thenK actually embeds
into No(ω1). This is a consequence of the next lemma, a variant of [5, Lemma 10.1].

Lemma 7.2. Let K be a pre-H-field with very small derivation, archimedean
residue field, and trdeg(K|C) ⩽ ℵ0. Let L be a closed η1-ordered H-field with
small derivation and CL = R. Then K embeds into L.

Proof. Passing to H(K) we arrange that K is an H-field. Without loss, CK is
an ordered subfield of R, and then adjoining new constants if necessary, we ar-

range CK = R. Take a closed H-field K̂ extending K. Next, take a countable
set S ⊆ K such that K = R⟨S⟩ and then a countable closed H-subfield K0 ⊇ S

of K̂. Let E be a copy of the prime model of the theory of closed H-fields with small
derivation inside K0. Applying [5, Lemma 10.1] to an H-field embedding E → L
with K0 in place of K yields an H-field embedding i : K0 → L. Then i is the
identity on CK0

⊆ R, and then [ADH, 10.5.15, 10.5.16] yield an extension of i to
an H-field embedding K0(R) → L that is the identity on R, and the restriction of
this embedding to K is a pre-H-field embedding K → L. □

Using also Theorem A and its smooth version we obtain from Lemma 7.2:

Corollary 7.3. Let K be as in Lemma 7.2 and let M be a maximal Hardy field.
Then K embeds into M . Likewise if M is a maximal analytic Hardy field or a
maximal smooth Hardy field.

The following immediate consequence of the last corollary is worth recording:

Corollary 7.4. Every Hardy field of countable transcendence degree over its con-
stant field is isomorphic to an analytic Hardy field.

The next corollary strengthens [8, Corollary 12.4]:

Corollary 7.5. Let M be a maximal analytic or maximal smooth Hardy field, and
let N be a maximal Hardy field with M ⊆ N . Then M ≼∞ω N .

Proof. By Theorem A and its smooth version, M is η1, and by Theorem A of [5],
N is η1. It remains to use [5, Lemma 10.5]. □

At the heart of the proof of [5, Lemma 10.1] is [ADH, 16.2.3] of which we now give
a version with the cofinality hypothesis replaced by a shortness assumption:

Proposition 7.6. Let E be an ω-free H-field and K be a closed short H-field
extending E such that CE = CK . Let i : E → L be an embedding where L is a
closed η1-ordered H-field. Then i extends to an embedding K → L.

Proof. Suppose E ̸= K; it is enough to show that i extends to an embedding of
some ω-free H-subfield F of K into L, where F properly contains E.

Consider first the case Γ<
E is not cofinal in Γ<. Then we have y ∈ K> such

that Γ<
E < vy < 0. Now E is short, so we have y∗ ∈ L> such that Γ<

iE < vy∗ < 0.
As in the proof of [ADH, 16.2.3] we then obtain an ω-free H-subfield F of K
with F ⊇ E⟨y⟩ and an extension of i to an embedding F → L.

For the rest of the proof we assume Γ<
E is cofinal in Γ<. Then every differential

subfield of K containing E is an ω-free H-subfield of K.

Subcase 1 : E is not closed. This goes like Subcase 1 in the proof of [ADH, 16.2.3].
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Subcase 2 : E is closed, and E⟨y⟩ is an immediate extension of E for some y ∈ K\E.
For such y, Lemma 5.24 yields an extension of i to an embedding E⟨y⟩ → L.

Subcase 3 : E is closed, and there is no y ∈ K \ E such that E⟨y⟩ is an immediate
extension of E. Take any f ∈ K \ E. Since E is short and L is η1 we have g ∈ L
such that for all a ∈ E, a < f ⇔ i(a) < g. Now [ADH, 16.1.5] gives an H-field
embedding E⟨f⟩ → L extending i which sends f to g. □

Corollary 7.7. Let E, K, L, i be as in Proposition 7.6, with “CE = CK” replaced
by “CK is archimedean and CL = R”. Then i extends to an embedding K → L.

Proof. The ordered field embedding i|CE
: CE → CL = R extends uniquely to an

ordered field embedding j : CK → CL. Now argue as in the proof of [ADH, 16.2.4],
using Proposition 7.6 in place of [ADH, 16.2.3]. □

Proposition 7.6 leads to a version of Lemma 7.2 for short closed H-fields:

Lemma 7.8. Let K be a closed short H-field with small derivation and archimedean
constant field, and L a closed η1-ordered H-field with small derivation and CL = R.
Then K embeds into L.

Proof. Take x ∈ K with x′ = 1. Now K has small derivation, so x ≻ 1, the H-
field CK(x) is grounded, and we have an embedding i : CK(x) → L extending the
unique ordered field embedding CK → CL. By [ADH, 10.6.23] we have a Liouville
closure E of CK(x) in K and i extends to an embedding E → L. Moreover, E is
ω-free, by [7, Lemma 1.3.18], so we can use Proposition 7.6. □

With K = T and L a maximal analytic Hardy field in Lemma 7.8 we conclude:

Corollary 7.9. The ordered differential field T is isomorphic over R to an analytic
Hardy field containing R.

We upgrade this as follows:

Corollary 7.10. Let E be a pre-H-subfield of T, M be a maximal Hardy field,
and i : E →M be an embedding. Then i extends to an embedding T →M . Likewise
with “maximal analytic” and with “maximal smooth” instead of “maximal”.

Proof. Expand E, M (uniquely) to pre-ΛΩ-fields E, M , respectively, such that i is
an embedding E → M , and expand T (uniquely) to a pre-ΛΩ-field T . Then E ⊆ T
by [8, Lemma 12.1, Corollary 12.9]. Now [ADH, 16.4.1] yields an ω-free ΛΩ-field E∗

with E ⊆ E∗ ⊆ T and an extension of i to an embedding E∗ →M , which in turn
extends to an embedding T →M by Corollary 7.7. □

Remark. If T̂ is an immediate H-field extension of T, then any embedding of T
into a maximal Hardy field M extends to an embedding T̂ →M , by Theorem 6.1.
Likewise for M a maximal smooth or maximal analytic Hardy field. With No
in place of M we can also take strong additivity into account. To see this recall
from [3, Proposition 5.1 and subsequent remarks] that the unique strongly additive
embedding ι : T → No over R of exponential ordered fields which sends x ∈ T
to ω ∈ No is also an embedding of differential fields, with ι(T) ⊆ No(ω1) by [3,
Proposition 5.2(3)]. By [3, Proposition 5.2(1)], ι(GLE) = M ∩ ι(T), where GLE
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is the group of LE-monomials (cf. [ADH, p. 718]) and M is the class of mono-
mials in No (cf. [3, §1]), hence ι extends uniquely to a strongly additive or-
dered field embedding ι̂ : R[[GLE]] → No. The derivation of No is strongly ad-
ditive, so ι̂(R[[GLE]]) = R[[ι(GLE)]] is a differential subfield of No. The deriva-
tion on R[[GLE]] that makes ι̂ a differential field embedding is then the unique
strongly additive derivation on R[[GLE]] extending the derivation of T. It also
makes R[[GLE]] a spherically complete immediate H-field extension of T, so the re-
sult stated at the beginning of this extended remark applies to the H-field R[[GLE]]

in the role of T̂.

8. Some Set-Theoretic Issues

We finish with some questions of a set-theoretic nature that others might be better
prepared to answer. We assume our base theory ZFC is consistent, and these are
questions about relative consistency with ZFC.

(1) Is it consistent that there are non-isomorphic maximal Hardy fields?
(2) Is it consistent that no maximal Hardy field is isomorphic to No(ω1)?
(3) Is it consistent that there is a complete maximal Hardy field?

Positive answers would mean (at least) that we cannot drop the assumption CH
in some results we proved under this hypothesis. Note also that with CH we
have cf(H) = ci(H>R) = ω1 for all maximal Hardy fields. This suggests:

(4) Is it consistent that cf(H1) ̸= cf(H2) for some maximal Hardy fieldsH1,H2?
Same with ci(H>R

i ) instead of cf(Hi).
(5) Is it consistent that cf(H) ̸= ci(H>R) for some maximal Hardy field H?
(6) Is it consistent that there is a maximal Hardy field H and a gap in H of

character (α, β∗) with α, β ⩾ ω, not equal to one of (ω, κ∗), (κ, ω∗), (κ, κ∗),
(λ, λ∗), where κ := ci(H>R), λ := cf(H)?

One can also ask these questions for maximal analytic Hardy fields and maximal
smooth Hardy fields instead of maximal Hardy fields. We can even ask them for
maximal Hausdorff fields (containing at least R, say) instead of maximal Hardy
fields. As with Corollary 2.7, might some weaker assumption like b = d be enough
for some results where we assumed CH?

If H is a Hardy field with H>R closed under compositional inversion, then

h 7→ hinv : H>R → H>R

is a strictly decreasing bijection, so cf(H) = ci(H>R). However, we don’t know if
there is a maximal Hardy field H with H>R closed under compositional inversion.

Appendix. A Proof of Whitney’s Approximation Theorem

For the convenience of the reader, we include here a proof of Theorem 1.1, adapting
the exposition in [31, §1.6]. Throughout this appendix r ∈ N ∪ {∞} and a, b ∈ R.
Recall that the support supp f of a function f : R → R is the closure in R of
the set

{
t ∈ R : f(t) ̸= 0

}
. We begin with two lemmas, where f ∈ Cm(R) is

such that supp f is bounded; let also λ range over R>. From the Gaussian in-

tegral
∫∞
−∞ e−s2 ds = π1/2 we get (λ/π)1/2

∫∞
−∞ e−λs2 ds = 1. Consider fλ : R → R

given by

(A.1) fλ(t) := (λ/π)1/2
∫ ∞

−∞
f(s) e−λ(s−t)2 ds.
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Note that we could have replaced here the bounds −∞, ∞ in this integral by any a, b
such that supp(f) ⊆ [a, b]. A change of variables gives

fλ(t) = (λ/π)1/2
∫ ∞

−∞
f(t− s) e−λs2 ds.

As in [20, (8.12), Exercise 2(b)] one obtains that fλ ∈ C∞(R) and for k ⩽ m:

f
(k)
λ (t) = (λ/π)1/2

∫ ∞

−∞
f (k)(s) e−λ(s−t)2 ds = (λ/π)1/2

∫ ∞

−∞
f (k)(t− s) e−λs2 ds.

Moreover:

Lemma A.1. fλ extends to an entire function; in particular, fλ ∈ Cω(R).

Proof. Take a < b such that supp f ⊆ [a, b] and consider g : [a, b] × C → C
given by g(s, z) := f(s) e−λ(s−z)2 . Then g is continuous, for each s ∈ [a, b] the
function g(s,−) : C → C is analytic, and ∂g/∂z : [a, b] × C → C is continuous.

Hence z 7→
∫ b

a
g(s, z) ds : C → C is analytic by [20, (9.10), Exercise 3]. □

Lemma A.2. ∥fλ − f∥m → 0 as λ→ ∞.

Proof. For k ⩽ m we have

f
(k)
λ (t)− f (k)(t) = (λ/π)1/2

∫ ∞

−∞

(
f (k)(t− s)− f (k)(t)

)
e−λs2 ds

= (λ/π)1/2
∫ ∞

−∞

(
f (k)(s)− f (k)(t)

)
e−λ(s−t)2 ds.

Let ε ∈ R> be given, and choose δ > 0 such that

|f (k)(s)− f (k)(t)| ⩽ ε/2 whenever |s− t| ⩽ δ and k ⩽ m.

For s ⩽ t− δ and for s ⩾ t+ δ we have e−λ(s−t)2 ⩽ e−(λ/2)δ2 e−(λ/2)(s−t)2 , so∫ t−δ

−∞
e−λ(s−t)2 ds+

∫ ∞

t+δ

e−λ(s−t)2 ds ⩽ e−(λ/2)δ2
∫ ∞

−∞
e−(λ/2)(s−t)2 ds

= e−(λ/2)δ2(2π/λ)1/2.

Set M := ∥f∥m ∈ R⩾. For k ⩽ m we have∫ ∞

−∞

(
f (k)(s)− f (k)(t)

)
e−λ(s−t)2 ds =

∫ t−δ

−∞
(. . . ) ds+

∫ t+δ

t−δ

(. . . ) ds+

∫ ∞

t+δ

(. . . ) ds,

hence

|f (k)λ (t)− f (k)(t)| ⩽ (λ/π)1/2

(
M

∫ t−δ

−∞
e−λ(s−t)2 ds+

(ε/2)

∫ ∞

−∞
e−λ(s−t)2 ds+M

∫ ∞

t+δ

e−λ(s−t)2 ds

)
⩽ (ε/2) +

√
2M e−(λ/2)δ2 .

Thus if λ is so large that
√
2M e−(λ/2)δ2 ⩽ ε/2, then ∥fλ − f∥m ⩽ ε. □

In the next lemma we let U ⊆ R be nonempty and open and let K range over
nonempty compact subsets of U and m over the natural numbers ⩽ r.
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Lemma A.3. Let (fn) be a sequence in Cr(U) which, for all K, m, is a cauchy
sequence with respect to ∥ · ∥K;m. Then there exists f ∈ Cr(U) such that for all K,m
we have ∥fn − f∥K;m → 0 as n→ ∞.

Proof. For all K, m, (f
(m)
n ) is a cauchy sequence with respect to ∥ · ∥K . Hence for

each m we obtain an fm ∈ C(U) such that for all K, ∥f (m)
n −fm∥K → 0 as n→ ∞;

cf. [20, (7.2.1)]. Set f := f0. By induction on m ⩽ r we show that f ∈ Cm(U)
and f (m) = fm. This is clear for m = 0, so suppose 0 < m ⩽ r and f ∈ Cm−1(U),
f (m−1) = fm−1. Let a ∈ U , and take ε > 0 such that K := [a − ε, a + ε] ⊆ U .
Let t ∈ K \ {a}. Then for each n we have sn with |a− sn| ⩽ |a− t| such that

f (m−1)
n (t)− f (m−1)

n (a) = f (m)
n (sn) · (t− a).

Take a subsequence (snk
) of (sn) and s = s(t) with lim

k→∞
snk

= s. Then |a− s| ⩽
|a− t| ⩽ ε and

lim
k→∞

(
f (m−1)
nk

(t)− f (m−1)
nk

(a)
)
= fm−1(t)− fm−1(a) = f (m−1)(t)− f (m−1)(a)

and lim
k→∞

f
(m)
nk (snk

) = fm(s), since lim
n→∞

∥f (m)
n − fm∥K = 0. Hence

f (m−1)(t)− f (m−1)(a) = fm(s) · (t− a)

where fm
(
s(t)

)
→ fm(a) as t→ a, since fm is continuous at a. □

We now prove Theorem 1.1. Let (an), (bn), (εn) be sequences in R and (rn) in N
such that a0 = b0, (an) is strictly decreasing, (bn) is strictly increasing, and εn > 0,
rn ⩽ r for all n. Set I :=

⋃
nKn, where Kn := [an, bn], and let f ∈ Cr(I). We

need to show the existence of a g ∈ Cω(I) such that ∥f − g∥Kn+1\Kn; rn < εn for

each n. Replacing εn by min{εn, 1
n+1} and rn by max{r0, . . . , rn} we first arrange

that εn → 0 as n→ ∞ and rn ⩽ rn+1 for all n. Set

Ln := Kn+1 \Kn = [an+1, an) ∪ (bn, bn+1],

and take φn ∈ C∞(R) such that φn = 0 on a neighborhood of Kn−1 (satisfied
automatically for n = 0, by convention), φn = 1 on a neighborhood of cl(Ln) =
[an+1, an] ∪ [bn, bn+1], and suppφn ⊆ Kn+2. For example, for n ⩾ 1, αa,b ∈ C∞(R)
as in [5, (3.4)], and sufficiently small positive ε = ε(n), set

αn(t) :=

{
αan+2+ε,an+1−ε(t) if t ⩽ an,

1− αan+ε,an−1−ε(t) otherwise.

and

βn(t) :=

{
αbn−1+ε,bn−ε(t) if t ⩽ bn,

1− αbn+1+ε,bn+2−ε(t) otherwise.

and put φn := αn + βn. (See Figure A.1.)

With Mn := 1 + 2rn∥φn∥rn , choose δn ∈ R> so that for all n,

(A.2) 2δn+1 ⩽ δn,
∞∑

m=n

δmMm+1 ⩽ εn/4

Given g ∈ C(R) with bounded support and λ ∈ R>, let Iλ(g) := gλ be as in (A.1),
with g in place of f . Next, let f ∈ Cr(I) be given. Then we inductively define



38 ASCHENBRENNER AND VAN DEN DRIES

bn−1 bn bn+1 bn+2

βn

t

Figure A.1. The hump function βn

sequences (λn) in R> and (gn) in Cω(R) as follows: Let λm ∈ R> and gm ∈ Cω

for m < n; then consider the function hn ∈ Cr(R) given by

hn(t) :=

{
φn(t) ·

(
f(t)−

(
g0(t) + · · ·+ gn−1(t)

))
if t ∈ I,

0 otherwise.

Thus supphn ⊆ suppφn is bounded. Put gn := Iλn
(hn) ∈ Cω(R) where we

take λn ∈ R> such that ∥gn − hn∥rn < δn (any sufficiently large λn will do, by
Lemma A.2). So ∥gn+1−hn+1∥Kn; rn+1

< δn+1, and since φn+1 and thus also hn+1

vanish on a neighborhood of Kn, this yields

(A.3) ∥gn+1∥Kn; rn+1 < δn+1.

Likewise, since φn = 1 on a neighborhood of cl(Ln),

(A.4) ∥f − (g0 + · · ·+ gn)∥Ln; rn < δn.

Also

∥gn+1 − hn+1∥Ln; rn ⩽ ∥gn+1 − hn+1∥rn+1 < δn+1,

and thus by (1.1) and (A.4):

∥gn+1∥Ln; rn ⩽ ∥gn+1 − hn+1∥Ln; rn + ∥φn+1 · (f − (g0 + · · ·+ gn))∥Ln; rn

⩽ δn+1 + 2rn∥φn+1∥Ln; rn · ∥f − (g0 + · · ·+ gn)∥Ln; rn

⩽ δn+1 +Mn+1δn.

Moreover, by (A.3) and rn ⩽ rn+1 we have ∥gn+1∥Kn; rn < δn+1. Hence by (A.2):

(A.5) ∥gn+1∥Kn+1; rn ⩽ δn+1 +Mn+1δn + δn+1 ⩽ Mn+1δn + δn ⩽ 2δnMn+1.

Let K ⊆ I be nonempty and compact, and let m ⩽ rn for some n. We claim
that (g0 + · · ·+ gi) is a cauchy sequence with respect to ∥ · ∥K;m. To see this,
let ε ∈ R> be given, and take n such that K ⊆ Kn+1, m ⩽ rn, and εn ⩽ 2ε. Then
by (A.2) and (A.5) we have for j > i ⩾ n:

∥gi+1 + · · ·+ gj∥K;m ⩽ ∥gi+1∥K;m + · · ·+ ∥gj∥K;m

⩽ ∥gi+1∥Ki+1; ri + · · ·+ ∥gj∥Kj ; rj−1

⩽ 2δiMi+1 + · · ·+ 2δj−1Mj ⩽ εi/2 ⩽ ε.

So Lemma A.3 yields a function g : I → R such that g(t) =
∞∑
i=0

gi(t) for all t ∈ I

and g ∈ Crn(I) for all n. In the same way, using (A.2) and (A.5) and denoting the
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restriction of gi to I also by gi, we obtain

∥g − (g0 + · · ·+ gn)∥Ln; rn =

∥∥∥∥∥
∞∑

i=n+1

gi

∥∥∥∥∥
Ln; rn

⩽ εn/2

and hence by (A.2) and (A.4):

∥f − g∥Ln; rn ⩽ ∥f − (g0 + · · ·+ gn)∥Ln; rn + ∥g − (g0 + · · ·+ gn)∥Ln; rn

⩽ δn + 1
2εn < εn.

To complete the proof we are going to choose sequences (gn) and (λn) as above so
that g is analytic. Now for t ∈ R we have

gn(t) = (λn/π)
1/2

∫ ∞

−∞
hn(s) e

−λn(s−t)2 ds = (λn/π)
1/2

∫ bn+2

an+2

hn(s) e
−λn(s−t)2 ds

and gn is the restriction to R of the entire function ĝn given by

ĝn(z) = (λn/π)
1/2

∫ bn+2

an+2

hn(s) e
−λn(s−z)2 ds (z ∈ C).

(See the proof of Lemma A.1.) Put

ρn := 1
2 min

{
(an − an+1)

2, (bn+1 − bn)
2
}
∈ R>

and

Un :=
{
z ∈ C : an+1 < Re z < bn+1, Re

(
(z − an+1)

2
)
, Re

(
(z − bn+1)

2
)
> ρn

}
,

an open subset of C containing Kn such that Re
(
(s−z)2

)
> ρn for all s ∈ R\Kn+1

and z ∈ Un. (Cf. Figure A.2.)

an+1 an bn bn+1

C
Un

Re

Im

Figure A.2. The domain Un

We also set

Hm := 2(λm/π)
1/2 ∥hm∥Km+2

(bm+2 − am+2) ∈ R⩾.

Recall that hm only depends on the gj with j < m. Fix a sequence (cm) of positive
reals such that

∑
m cm <∞. Then we can and do choose the sequences (gm), (λm)

so that in addition

Hm exp(−λm/m) ⩽ cm for all m ⩾ 1.
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Then

(A.6)
∑
m

Hm exp(−λmρ) <∞ for all ρ ∈ R>.

It is enough that for each n the series
∑

m ĝm converges uniformly on compact
subsets of Un, because then by [20, (9.12.1)] we have a holomorphic function

z 7→
∑
m

ĝm(z) : U :=
⋃
n

Un → C

whose restriction to I is g. To prove such convergence, fix n and let m ⩾ n + 2.
Then supphm ⊆ Km+2 \ Km−1 ⊆ Km+2 \ Kn+1. Hence |ĝm(z)| ⩽ Hm e−λmρn

for z ∈ Un. Together with (A.6) this now yields that
∑

m ĝm converges uniformly
on compact subsets of Un. □

In the remainder of this appendix we discuss how to control the domain of the
holomorphic function ĝ in the proof of Theorem 1.1; this leads to improvements of
Corollaries 1.2 and 1.3 which might be useful elsewhere: Corollaries A.6 and A.7
below. For the next corollary we are in the setting of that theorem and f ∈ Cr(I).
With α ∈ R ∪ {−∞} and β ∈ R ∪ {+∞} such that I = (α, β), put

V :=
{
z ∈ C : Re(z) ∈ I, |Im z| < Re(z)− α, β − Re(z)

}
,

an open subset of C containing I.

Corollary A.4. Suppose an−an+1 → 0 and bn+1−bn → 0 as n→ ∞. Then there
is a holomorphic ĝ : V → C, real-valued on R, such that g := ĝ|I ∈ Cω(I) satisfies

∥f − g∥Kn+1\Kn; rn < εn, for all n.

Proof. It suffices to show that the open set U ⊆ C in the proof of Theorem 1.1
contains V . Note that ρn → 0 as n→ ∞. Let z = x+ yi ∈ V (x, y ∈ R). Then

(x− an+1)
2 − y2 − ρn → (x− α)2 − y2 > 0 as n→ ∞,

and thus Re
(
(z − an+1)

2
)
= (x − an+1)

2 − y2 > ρn for all sufficiently large n.

Likewise, Re
(
(z − bn+1)

2
)
> ρn for all sufficiently large n. Therefore z ∈ Un for

sufficiently large n. □

Corollary A.5. Suppose r ∈ N, f ∈ Cr(R), ε ∈ C(R), and ε > 0 on R. Then there
is an entire function g : C → C such that |(f − g)(k)| ⩽ ε on R for all k ⩽ r.

Proof. Set bn := log(n + 1), an := −bn, and Kn := [an, bn]. Then
⋃

nKn = R
and an − an+1 → 0 and bn+1 − bn → 0 as n→ ∞. Set εn := min

{
ε(t) : t ∈ Kn+1

}
and rn := r. Then V = C and we apply Corollary A.4. □

Remark. Corollary A.5 is due to Carleman [16] for r = 0, to Kaplan [30] for r = 1,
and to Hoischen [29, Satz 2] in general; see [15, Chapter VIII, pp. 273–276, 291].
In a similar way, Corollary A.4 also yields the C∞-version of Corollary A.5 in [29,
Satz 1]. For a multivariate version of these facts, see [1].

Given any a we now consider the open sector Va in the complex plane given by

Va :=
{
z ∈ C : |Im(z)| < Re(z)− a

}
= a+

{
z ∈ C× : −π

4 < arg z < π
4

}
.

Corollary A.6. Let f , (bn), (εn), (rn) be as in Corollary 1.2. Then there are a < b
and a holomorphic function ĝ : Va → C, real-valued on R, such that g := ĝ|R⩾b ∈ Cω

b

satisfies ∥f − g∥[bn,bn+1]; rn < εn for all n.
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Proof. We first arrange that bn+1 − bn → 0 as n → ∞. For this, let (b∗m) be the
strictly increasing sequence in R such that

{b∗0, b∗1, . . . } = {b0, b1, . . . } ∪
{
b+ log 1, b+ log 2, . . .

}
,

for each m, set ε∗m := εn, r
∗
m := rn with n such that [b∗m, b

∗
m+1] ⊆ [bn, bn+1],

and replace (bn), (εn), (rn) by (b∗m), (ε∗m), (r∗m). Now argue as in the proof of
Corollary 1.2, using Corollary A.4 instead of Theorem 1.1. □

Now the proof of Corollary 1.3, using Corollary A.6 instead of Corollary 1.2, gives:

Corollary A.7. Let f , ε be as in Corollary 1.3. Then there are a < b and
a holomorphic ĝ : Va → C, real-valued on R, such that g := ĝ|R⩾b ∈ Cω

b satis-

fies |(f − g)(k)(t)| < ε(t) for all t ⩾ b and k ⩽ min
{
r, 1/ε(t)

}
.
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Leipzig Math.-Phys. Kl. 59 (1907), 84–159.

[28] E. Harzheim, Ordered Sets, Advances in Mathematics, vol. 7, Springer, New York, 2005.

[29] L. Hoischen, Eine Verschärfung eines Approximationssatzes von Carleman, J. Approxima-
tion Theory 9 (1973), 272–277.

[30] W. Kaplan, Approximation by entire functions, Michigan Math. J. 3 (1955), 43–52.

[31] R. Narasimhan, Analysis on Real and Complex Manifolds, 2nd ed., Advanced Studies in
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