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ELEMENTARY CATASTROPHE THEORY 

PETER W. MICHOR 

Institut fur Mathematik, Universitat Wien, Strudlhofgasse 4, 
A-I090 Wien, Austria. 

The following are notes of lectures held at ~he University of Vienna' 

in 1975/76 and at the University of Linz in february 1976. There the 

main part of these notes has been written and revised by Prof. 'J. B. 

Cooper, who alao invited me to Linz. I thank him and the other members 

of tl~ enthusiastic and inspiring audience at Linz who help~d to bring 

, the presentation into a somewhat final form. The notes were multiplied 

with the title: 

Classification of elementary catastrophes' of codimenaion '" 6. 
Institutabericht Nr. 51 of Johannea Kepler Universitit Linz, 

Institut fur Mathematik. 1976. 

After that: received le,ttera of D. Sierama and Tim Poston, pointing 

out mistakes. The lectures were next given at the Univeraity of, 

Klagenfurt in 1977/78, where also a multiplied version of the'(corrected) 

notes appeared under the ~itle: 

Elementary catastrophe theory. Instritut fUr Mathematik, 

Univeraitit fUr Bildungswissenschaften, Klagenfurt, 1978. 

Then the lectures were hel~ at tne University of Mannheim in 1979, 

where §lO was added. 

Prof. M. Craioveanu suggested to publish these notes at the Unive,rsity 

of Timisoara. Since there ia a slightly increasing demand for them 

and am tired of photocopying. I happily accepted this offer and I' thank 

Prof. Craioveanu for hia offer. 

This book also contains s reproduction of my paper: The diviaion theorem 

on Banach spaces, with the kind permission of the Austrian Academy of 

Sciences. 

In the expoaition I have mostly followed [,23] (eee the list of . 

references at the end) but also have taken many details of proofs 

from l~J.[8].DJQ,[2~]Jhe exposition of §9 diffe~s' to 'some extent 

(rom that of (2'], since in the latter there are some serious gape. 
Let IIIEI ,indicate, that there I do not not need any kind of the rather 

difficult concept of stratification. 
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§O. THOM'S THEOREM: 
Suppose that one has ~ physical system described by external 
parameters which range through an open subset of 84 (e.g. 
space-time) and :n. internal parameters. Assume that the 
behaviour o~ the system is determi~d by a potential 1.e. a 
smooth function f from Sn X: 1R4 into Ii so that for 
a given Y~1R4 this function assumes a local minimum (with 
respect to the internal parameters). Then the possible states 
lie in the set 

lIf := ~(x.y) E; IRn X &4 : <l~\6(/'YJ "". - - ~ = ~~~.c"><..y) = 05 . 
One hopee that. under general conditions Qn f. Mf· is a 
submanifold of IRD X II Motivated by these considerations. 
R. THOM formulated the following theorem which has since been­
proved by the combined efforts of MATHER, MALGRANGE and others. 

Theorem: The following assertion is true for any r if ~1.· 

for r ~ (; if n-2, for r:$ 5 if n)3 : 

i d b t !l f C DO (. eDx a r . II) ther~ s an open, anse su se . v 0 m .~ 

that for each f€ ~ 
(a) Kf 1s an r-dimens1onal manifold; 
(b) if ~ denotes the restriction of the projection 

't; ; QDX er ~ ar ,then everf singular:!. ty of X:r is 

locally equivalent to o~e of a finite set of types - called 
the elementary catastrophes; 

(c) 'Xt is locally stable with respect toO small changes 
in f; 

SQ 

(d) the number of elementary catastrophes is juttt :r if 

n;:1 and is given by the following table if n.~3 (n=2) : 

r 1 2 ; 4 5 6 7 B 

1 2 5 7 11 (14)- 00 . 00 

The purpose· of this oourse 1s to ~i ve a complete .. prQof of 
this theorem. j 

To clarify the above fo~at1on, we reoall·8ome notation. 
On the space 0 06 ( em'. ) 18 ) . of smeoth :flilACUoaa from em 
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in:t~fi we emp~ the Whit~;y topology which is defined later 

(cf. §9.1). 
'Xc : M:t~fi~ is singular at (x,y) E rif- t if the rank of 

d 'X:!(x.,y) is not maximal. 
Two ;functions f,g from em into fir are locally'equival-

ent at. _ x, x, ~f there are open nliighbourhoods U! U' of 
x. x, in ell resp. open ne'ighbourhoods V, V' of f(x) t 

f(x ' ) in S' and diffeomorpllisms 4>: U -+ U' , 

t : 'V -+ V' with 4> (x)=x' and "" (f(x»=g(x I) so that 
the diagram 

-----7~ V 

- t '" ---10&-----7) V' 

commutes. 
A function f i8 locally stable if there is a neighbourhood 
o,f f (in the Whitney topology) Which containsonl;y" :f'u.oU* , . , 
which are loc~lly equiyalent to f. 

§,1. ~HE :RtNG OE' GERM::; OFDIJ?11!:.iBNTIABLB .ll'UNCTIONS: 

1.1. A germ of a smooth function ,at 0 Eo aD is an equ1vale~ce 
c,lass of smooth functions fro!ll a neighbollrhhod of 0 in mO 
,with values in E under the relation 

, , ('f : U4& ),..; (g : V ~ IR)# ""'-./ flw = g\..., • 
_.; ~_W()~O 

T.ne ~pace of germs of functions 1s a commutative ring with 
un1~ {more precisely an & -algebra), - we denote it by 

'Il 
t~ (Ia .0) or more simply by fW\. 

i'hen ·fE. tn is invertible' if and only if f(O)~O. 

1.2. The partial derivatives (w.r.t. soae basis tX.t~·-.~1 
D - , 

of E ), are 'clearly well-defined and themselv'es elements 
of t~. "e denote them by )} f / ~ x" ( i .. d, •• ' •• n) • 

, 1 
Q!f. We' denote by ..M.... (= At", ) the ideal of germs f so 
that f(O)=O.· 

~. A local ring is a commutative ring with unit whioh 
possesses exactly one maximal ideal M (then, of coarse, 
the ~uot1ant ring AIM ,1s a field). 



-,-
~: . f't\ is a local ring and ...f(", is its maximal ideal. 

~: It is clear tliat ~~ i8 a maximal ideal (since it 
is the ..ternel, of the ring homomorphisms f ~ t( 0) from ~ 
onto the field &). On the other hand. any proper ideal " 

i.e contained in -4{ti since it cannot contain .any invertible ' 
element. 

1.3 • .Q!.!. W~ 'denote by -M.~ (k~t).() the ideal of k-flat 
germs in "f'tl 1. e. the germs f 80 .that f and its partial 
derivatives up to ,order k~ vanish at the origin. 

For example. the coordinate functions x" .'._- .x .. 
1 . " 

of..A{\1 and a monomial X~1 x~.. (i., E: IN ) 
are .elements 

is in J.<.~ 
where k=11 + -·.+i~. 

Proposition: (a) v«~ 
module); IA 

is gemtl'lated by } x" • - --.x Vl} (as an ~'rI-: 

~ r ,~ !. 
(b) Jl....n .. L .M.td . tha.t is. the ideal generated by the 

products f 1 - - - - ,fie. (where each f 1/ is in vU,,,, ). 
Proof: Let f: U --+.8 be a representant of a germ 1n -fl'1 
where U is a oonvex neighbourhood of O. Then if '[O.xJ 
denotes the segment from 0 to x we have 

where 

rex) .. f(O) +,,ft,>c1df 1 . 

.. f(O) + Z:1 x II ~~/ (. ~.x) d,'>.. 

h' II 

" 1..-1 0 ~" 
= f(O) + L. x\,.hl.(x)' 

1 \. .. ., 

x ~t ~%"~,, x)dA. 

Then h,,~ tYi and so (a) follows immediately (since it fE..h(V\ 

then f(O,,=O). . ~1 k lt~1 
If tE.. M.V\ , then 'h\.t ~ anq. so ..M..'n <: .J!..'n:..t(",. 'The 
RS,ul t then f.o llon by a e imple induction. proof. 

The Oo~verB~ !nol~10DB are trivial. 

J ~ lt~1 
, .4. nef. We oall the q,uotieJ:/.t space ron IM..V\ (wr1 tten 
Jk( tYl .0) or simply ~) the alge~ra of k-jets. of smooth 
fUDDtioms at the orig~. ~he Taylor exp~ion shows that J: 
1s can0n10al~180morph1o to the 8~ace of polynomials of 
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degree ~ k '(the la.tter with multiplication obtained by 

cutti.ng t:erms of degree /:'.k in the usual product). 
·Simllarly • .J{~/.){~-I-1 is canonically isomorphic to the vector 

space of homogeneous polynomials of degree k in n-V'arie.bles ~ 

Thus'if j Ie : ~Y\ -7 J~ is the canonical projection, we can 
identify jkf, with its Taylor polynomhtl of order ~ at O. 

J~ 1s a (finite-dimensonal)local ring and jlt is a local 

.ring morphism. 

1. 5. N'a.kayama' s 
ideal 11(1.2). 
of M. with JIlt' 

Lemma: Let A be a local ring with maximal 

If M is a.n A-mod ule , M'. M" eubmodu Lee 

! 
finitely generat~i, then 

M' S :M" + r. M • 5> M' t;;: ~1". 
Let N := (M' +~, ')/M", Then 

N S; (M" + I. M' ) 1M t, ::: r. (M' + "·r' I ) 1M!' "" I. N • 
• 

,We must show that. N:::O (i.e. we have reduced to the case 

}I' '=0). 
Let (n1. - .. ,np) generate N. Stnce I.n'2 N. there exist, 

l" (a"",J) ~ I with 
ni, = ~ at-I n,' (11 ~ t, j ~ p). 

J:1 .,)..J 

Le. (r - A).n :::: 0 where A is the matrix (a.j) and n 
is the column.vector with entries (n 1 , ~·-,ni")' Now the 
determinant det(L~1\) has the form 1 +a (where aE I) mld 

so 1s invertible. Therefore the inverse matrix (I - A)-1 
exists (it is calcu.lated exactly as ·in elementary tineA.I' 

Algebra) and so n~ =nz= ~ -. =np=O 1. e. N = to} . 

• 1i. 6 • Proposition: Let I <;, ~n 
owing are equivalent: 

(a) .r 2 -1{~ ; 

(b). j"iI) '2 J/(~ 1.N{,~ii 
Proof: (a)~tb) is trivial. --- . 

be an ideal. Then the fo11-

i.e. 

(b),=?(a) .follows .from 1.5 (take lIf' J{~ , M I I ::.'" I). . 
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~ . 
Corollary: (a) f 1 ,· -- • it' generate ..M.h if and only if 

j litf1 t -'-, j let" generate' the vector 8 pacf' .A{,~ /;(~ 1 (of homogeneous 
polynomlal~ of degree k in n variables); 

~ b) if I is an ideal in in' then the fo llowing are .' 
equivalent: 

(I) there exists a k with f ~ 4.~ 
(11) I has finite codimension in ~~, (as an R -vector 

apace) • 
~: (a) Apply the proposition 

generated by f". ·:-.f~ in ~. 
(b) (i)~(ii) is trivial. 
(11) ->( i) consider the Chain 

!r, ? I + -«" ~ I + .M.~ ;? 

to the ideal I :: (f1 • --- ,fl">g.., 

Since I has finite codimens1on, there 1s an r with 
J'''' 1.1 "0\ 1 I +.lVl..t\ '" I + -"'~'1 

i.e. and we can apply the 

Proposition.. 

1Ir:: 1.7. We denote by ~.' the ideal 
It is not finitely generated~ Put 

P:r;oposition: J~;r fi ttx 1 .--- ,.x..,11 the ring of formal power 
series in n variables. 

~:The isomorphism is induced by aSSOCiating to f 
its Taylor fleries. Vie need only show that this is surjective. 

This is a special case of\;he following Lemma. 

T,Elmtna: E'or elf.. IN;, 1 ~t, f~ : U -~ Ii a smooth function 

defined on a neigHbourhoQd of 0 ,in. laP. Then there e)tiets 
a smooth function f : V ---;,.1R where V' is an open" 

neighboUl.'ilOOQ. of 0 in IR'DxmP so thatf:("f(O,y) ::: f:.({y) 

( ~E.IN;, Y EIRP ). 
Proot': ~¥ithou.t loss of genera.lity we Ca.ll aeau.me tha'!; each 

f~ is defilled on mP and. hes Comp!lct support. Let 'g 
be It smooth fl,lnction from IRo into to,13 so tha.t 

p : x ~ f 1 if, \Ix \I ~ 1'/2 
\ L 0 if " \l:x: I\. > ,. 
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We shall '5~lOW that we can find a sequ.ence (t el) indexed 

by . 1N; 'so that the sum , 
, . -I ~g ({ f 0( ( y) / ci! ) x 0( 0 (t..i. • x) ) 

e(. d~~ \ 
co~verges uniformly for each multi-index ~ 
~h~.if ' 

:f : (~,y) ~ i :fol{Y) xol.. () (t~ .x) 
.(. o<! \. 

~e can dif:ferentiate term by ter~ to obtain 

~ :f(O.y) = 2.:fol(y);'E(~)~'CEl ' 
o'X~ ot yst l ax 0( \ 'C"() 

L = f,(y).. .• 

To determ e ('at), we manipl1late as :follows: 

:t(x,y) = ~ (~_ )"''1'. ~~oI.~Y) ( tel: 'l(')o( ~(tal. 'X) 
. ""'.L lot \ • , . ': ~ ( tel) ~oI(y) *« (to{.x) 
tot' :.y ~ y~,,~ (y) . v~nishee for It yll:> 1. where. 

-'Hel1l:ce'; ~1D:c~ :tot. has ,compact su.pport 

.~ := max (~~ (f III (y) 'fa/(x}): II': 1 ~ \o(\} < 00 • 
L oX~ '\ 

Then <w:& ~~e' I' " ' 

2:'\ ~~ (fo{<YJt~~ ~ ?(a( ~ (~."XJ) \ ~ ~ (t ) la/I (t.dl~1 
j"> ,',:'". '~£iJ tl\iIt i{t,Q\~ tell) 

-c ,oL., , 
and .0 it suffices to choose'" (t 0( ) so that, 

1. 8, 'coroll~: (a) jt~ . 'EVI' --? J: 
6 .. ~ ,.i.gebr.~ hOlllomorph1~i ./ 
~b} J;:' iS,a loeal.ri~ wlthl~1J1l8l ideal -h{.,/){~; 
(e); J: -is a Bo~ther ring with unique prime dec~mpo8ition 
(see J,acob4'on) • 

• <i •• '\ 1.0 

I '/ 

,. (nr~~! • n .. ' 

.~: By ind,uction on . n: and" k.~e cases 
are triVial. 

i 
n;aO and 
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In general we have that .e 111~41 
G~~M , the space of polynomials of 

degree 1c in x 1 ' ··-,xn' is the direct sum of the space 

of polynomials in degree ~ k in x x ~ l' - - -, \1-1 and x~ times 

the space of polynomials of degree ~ k-11 in x 1 , .-- ,x'1)' 

Hence its dimension is 

§ 2. THE GROuP OF WeAL DD'b'EO,vl.OR.l>LiLS;,i/3 OF lR n : 

2.1. A r,erm of a lOCRl diffeomorphism is an equivalence class 
of functions cp: U ~ U' where U. U' are open neigh"oour-;-

hoods of 0 and <l> (0)=0 so that ~ is a .d.iffeomorph-
ism on some open neigl:lbo..u-hood of 0 (eQllivalently, Tl 4>(0) 
is invertible). The equivalence relation is defined exactly 
as in 1.1. The set of such germs 'is a group (with the mult­

iplication induced oy compositiqn of f~ction8) which we 
denote by L(lRn, 0) or L \'I' 

2.2. The group of k-jet~1 of local.diffeomor~isms: 'If c\>t LI1 , 

k (. IN , th.eTa.ylor expansion of <t> up to order k· has 

th.e form. 

P1 + p ~ + + PI(. + E 1 

where P1 = D ~ (0) E G:L(n, l~) and Pr is a homogeneous 
polynomial of degree r from mn into fRn. The coordinate 

c II k+1 fU.!lctions of t:ne remainder te=m " are eJ.ements of """-'Ii • 

The germ 4> is k-flat with respect...:t~ the identity if 
P1 = Iqgn • Pf = =P\e:=OJ1.e. if th.e coordinate functions 

of <p -I'h,o are in ~~t~ 

Lemma: The set of k-flat germs is a normal subgroup of Ln' 

Proof: We have displayed above a tatural mapping. from L;... 
---- I " 
onto the space of polynomials 

P1 + ...:. - - +Pk. 

of degree k from IRD into 1Rl'l w1th,P1 invertible. 

Now this La tter epaoe is a /?roup, when multiplica.tion is 



-8-. 

defined a~ follows: if P, Q are such polynomials, let' pOQ 
be the lolSual composition?f P and Q. The term.s of degree 
> k '. are dropped to obtain the group product, P. Q • 
Now the mapping mentioned abov~ from L., onto the polyno!Ulal.s 
Is' a group homomorphism and the space of k-flat germs, is 
precisely its ~ernel • 

. M. The q1.1otient group of Ln with respect to the normal 
subgroup of x-flat germs is called the group of k-Jets of 
local dlffeomorphisms at 0 and i8 denoted by L~. We write 
j~ for 'he canonlcal'projection from, L~ onto L~. The 
proof,orlthe Lemma shows·that L~' i8 nat~ally isomorphic 
to the g o:ape of polynomials of degree ~ k with inv~rtlble 
linear parts • "I ':1' 

2 .• 3. PropoB'ition: ~he group L~ has ,a n,aturalLie gl'lou, 
'Structure •. 
~: L: is an open subset of the finite dimensional 
vector sp::ice .;{~ of all polynomials P.1 + - - - +Pk, of 
degree ~ k without constant term (for L~ is the set of 
polynOm1~lsfor which det P1 f. "0) • '.Chus L~ has a global' 
,coordinate system, defined by the coefficients of the poly-. k . 
nom1~s" ,P,," J1_~~~lc). The product L~xL~ --7 L., is 
;chtf~d. byal,gebraic OPerations on the coefficients and so 
is·~l~lC. ~e~q~ .i~ 1s a Lie group(~alyticity of 
1nver~ionfollow~ fro~ ~ elementary result on Lie groups -
see Coml~.~ Ll~ groups, p.44). 

Remarks: 1.) the group L~ Is just GL(n, n ); 
2) for k')k ther~, i8 a natural projection from 
into L: and ~is is a Lie group homomorphism. 

2.4. The group L~ operates in a natural way on 

.~ ~ L.~ t?e~ . t~e mapping , 
'.. .cp~: f 1-,-', -~?' fo~ 

~s a ring automorphism of -!'1 and the mapping 

~Y\' If 
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is a group antihomomorphism from Ln int'o Aut~ (f.). 
'lI' ~ l<t ' ~t 

In particular, we ha.ve· ¢i (..Itt)) ) ::: ...{{l\ for each. '4> since a 
ring automorphism preserves the unique maximal ideal end its 
powers. 

Der. Two germs 

if there is a 
f,g f -EYl 

<p€. Ln so 
are (ri~ht)e9~ivalent 

tha t f 0 c\> ... g 1. e • 

g are in the same LIl-orbit in t, . 

t written f '" g) 
if f and 

th"l( II~H) u~4-1 . '" J. ~-+1' <: .5. Since 'f ~I\ ",/VI,n for each 'f' f LtI , ~11 is 
an JJn-s'll.bmodule and so J~ = t11 / -«:+1 is' an t",-fDodule 
and j ~ : ~11 ~ J~ is an L,,-module homomqrphism. It is 
c lea.r that the .ie-flat germs act trivially on J~ L e. we 
have the following factorisation 

Ln ~ AU~.~ (J'rlil.) 
Jlc 1 ____ 7 ~ 

Lit .---:-
Y\ 

On the other hand, a <\> €. L~ operates on f €. J; as follows: 
one forms the compos! tion f o<\> ' and drops the terms of 

degree ~ k, :in other words, one has thefollow1ng commutative 
d1ag;J:'am: 

in symbols, 

RemarK: The operation of LI1 on can be factorised 

as follows: 

2. 6. Infinitesimal generation of Ln, L~:' 'tie write (t ,x 1 ,< .. ,xn> 
n . 

for a point. in ,'.)( B • Let X be a smooth ve.ctor field 

o.n an open neighbourhood of B X [OJ in' ',I{ "ftD of thefom 
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x(t,x) 

where X (t. 0) = 0 (t E. IR :). 

The in.te,gral Clll'ves of X are functions u: IR -:> IH )( L=(n 

with d~~S = X(u(s» J i.e. solutions of the ordinary 

differential eq~at1on8 

g~o = 1; g~~(t,x) = Xi-Ct,x) (1=1, ---,n). 

The assumption X~(t.O) .. Oensures that ~ x{.O} (Le. the 

curve u()=i~. uc:.=O (i=1, - --,n» is a solution. '.'.'e denote 

by t.r---?f (t.q>(t,x» the solution of the equation with 

initi£..l cohdition u(O)=(o.x). Then by the theory of ordinary 

4ifferentibl equations there exists an 

~pen set U c; ~ J( RO containing lR rJ 

~,Dx~] so ~~ K 
a) U is the union of the integral 

curves of r Which pass through' 

(O,x) E U; 

2) every integral curve in U is defined 

on a neighbourhood of the interval 

to, 1) • 
3) for t E [0,1] the mapping 

, ~t : x 'r'--? f ( t , x) 

is a d1ffeomorph1sms from Uo 
Ut := t x E. tiD 

In addition ~t(O)=O and 

onto Ut: where 

(t,x)f uJ. 
cpo ... I~D • 

We have thus defined a mapping X 1->4>1 whioh maps 

c~rtain, germs of vector field, along LO,1J )( to J <;R X jRt'l iuto 

elements of L\1 Le. it maps VL([O,1] >(tOj) --YLn 

(where . VL " denotes the set of vector' fields satisfying the 

conditions imposed above on X). !:hismapping is not" surjec­

tive since one can calculate that det 'D %(0) ".> 0 (since ~ 
is infinitesimally orientation-preserving!). 

2.7.~: Every <PE. L"" with det, D I!\'(O) ') a is in the 
range of the above mapping. 
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~: We can write q, (x) = .Ax + 'l'(x) where· A :.= D ~ (0) 
and the coordinates of' ~' are in J.{~. Since de.t A > O. 

there is a curve t ~ A(t) from Ict into GL(n,IR) with 
A(O) = Id, A(1) = A. Let ~ be the mapping 

(t,x) I---:> A(t).x +, to/ex) •. 

For each t ~ J[~ x 1-----7 <p (t ,x) ist1c germ' of a diffeomor-

phism at 0 and 1'0 = Id. C~nsider the vector field 

X(t,x) =. ~t + f.1 ~~~t d~X,,' 
where <t> '" (4)-t ' - -. , t\>,,). Then by the. construction, 
t ...-.. -> (t, 4> (t ,x» , 1s the integral curve of X. 

2.8. Remark: If the componente of the vector field X (of 2.6) 
are k-flat in each point of IR x Lo} (k~1), then the 
germs of the diffeomorphisme '~t ere k-£lat w.r.t the 
identity. 

2.9. We can identify 
with the germs of vector fields at zero which vanifihat the 

origin' (by the mapping (X1, - -- ,Xr!) t-----7 ~ Xi, ~"'lC" ). 

If X E.";("'fI ,1 the vector field' X := ~t', + X de:fihesl. anone-' 

parameter s1.Lbgro1.Lp <PI; of '~ by the process described 'in 

2.6 (it 1s a subgroup since the' X~ i are independent of t). 
The mapping .• , 

X .... , ---=--;> X 1-1 --4>') f .. 
from 'L'r/ into L" is called the eJt:ponential mapping and 
one writes <Pi = exp X. Clearly, " ~t. ,::=: ex};) ,(tX),' 

2.10 • .t~ is ~Ll:~ tange~1;.S~D.O~ ~~,the.Lit grOU~ r~~p.t 
Id.n (sinceLl'I is ope~ in, i.." ), ;'.t~. 1\ thus th~ 
und~~lying vector space ?f,~1te L1ealgef)~af~~ . L\'I' We have 
a nat,ural group homomorphism jlc.: Ln~ L" .(~,2) ~d 
a natural proJection jlt: .tY\~.:(:;1 (2.3), ',' ': 

t .. ~ , 

Proposition: i . ,\ . 
." 

I~ , 
" 
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and 1>t. = exp tX, define 

:= jll(exp tX) (Eo L~ ) • 

~~:J is aa~ne-parameter subgroup of L~ and 

~ .h k I _"~-IIiA-' \ _ k ~ '" \ - 'lit < 

)t Tot t.o -_~t J 'I'~ ttO - J ~t 't't:; t:D - J X 
and this charac.terises the exponential exp t j where 

f := j\e.X• Thus ;~ = exp t ~ 

Thus we have the following method for calculating the expon­
ent.ial of .f = jleX E. oi!'. We consider the vector field 
defined bi X i~ R~ ~ integrate it and obtain Slone-para­
meter aubkroup t"tJ of· local dif{eomorphisms. Then 

,exp t! ""I j It <h. 

Remark: We can give ~n a.natural·Lie algebra structure 
as follows: it X,Y f...i", one can take the Lie braoket [X,yo) 
of the associated vector field8~ Then tx,y]€~. One can 
show that the· Lie bracket in the Lie algebra ~~~ 1s given 
by the' formula [j~X.j~Y] = ~~[X,YJ. 

2.11. Por f(, ~, X E. i, (X .. ··f XL ~~ with X;:.E~I'\) 
'fie put. 

PIJ.x) (= P(t,x» := f.exp tX. 
Then Ft { E~ for each t and 1!'o' "" f. 

(this follows from the definition ot an iutegral c~ve of a 
~ector field). 

We call ~X~. the In:f1ni te's1mal action of 'X on f. 
:fhe mapp1n.g t ~ jltl!'t is a smooth curve i;- J~ thro~h 
jllf and itls contained in the orbit of jkf under the aotion 

k .' 
of L,,· •. !he vector 

~t jltp'~ ~.o €. ~ 
is/thus a tangent vector to the orbit jlef.L~. 
Ey the general theory of Lie groaps, the. orbit of j~' i8 
an immersive submanifold of J: and the tangent spa,. to 
the orbit· of ~ ~ at jlt.f 1ee_xaotly theeet Of ~,otr 
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obtained above (infinitesimal action of the Lie algebra 
on jef). 

the subspace 

\t of J";\. 

§3. Fr..'fITJ~LY ~ET:r;RhlINED c.rERMS: 

3.1. Oef. Two germs f,g in ~ are k-eguivalent 
(wri tten f ~ g) . if jk.f = jltg ~ J~. i 

Recall that f and g are right equivalent when they are 
in the same L)I-orbi t of 1£";\ (2.4) • A germ f ~ ~V\ is 
k-(ietermined if every germ g which is k-equi valent to f 

is right. equ1v~lent to f (1. e. g ~ f ~ g '" f) . 

3.2. Lemma: Let f'~ ~V\ be k-determined. Then 
1,) g ~;r ~ g is it-determined; 
2) g rJ f ~ g is k-determined 
(i.e. the property of being .it-determined 18 essentially 
a property of j~f). . ~ . 
Proo!.: We need only prove 2) (!:Iinoe g -:v f ~ g ,.:.. r as' 
f 1s k-determined). 
2) Suppose that f .. g .4>1 ( 4>1 E. L,,). If h kg then 

. llh .. jkg .. jk(r o'~~1) = jRf.jk.(~~1) 
and so jlt.(h. CP1) = (jlth).(jR.~,,) - jl!(f). 

k . 
Thus hO~1 '" f and so there 18 a. <P~ ~ L~ with 

h0<f10~2. = f = g.t" ) ,1.e. h,,(<<P1. cf~. ,;1} .. g. Hence g"-"li. 

:3.:3. ,;)e£i11i tion: If t E. En' we define 

6. (f):.. < bk,q; _ .. ) l%)(", ) fY\ 
the ideal generated by the partiar derivatives of 

respect to a given basis r x 1 •• - - 'XI'\J for eD 
is independent of the ohoi6e of b.asis. 

f with 
A(r) 
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3.4.~; If 

b.(f) = A(f') 

fE ~I'\,J..(YI and f' := f - f(O) then 

and f is k-determined if and only if 

is. 
Proof: A(f) = A(f') 

f~g ~ f,1 g , and 

since 2>.%"i,. = 
f{ O)=g( 0)" 

)(f - ~(~») ~ 
a?(~ 

f=go~~ f'=gfo<p and f(O)=g(O), 

i:e. f,.",; g ~ f'A/g' and f(O)=g(O) and the result follows. 

Thus in. eXfmining 

attention to germs 

I 

k-determination we can restrict our 

f E. Jl..Y\.' 

;.5. Theorem: Let f be a germ in. vt(1'l' Then. 

-M,~ <; .A{~ . t::.. (f)+.M.~! ~jle.(.J{~) S jk!.(.A.{n .~(f» ~ 
11.+, II 1<-1. L-. ... ==:'> fist k-determined 5>.A<\'\ C; .ht1'1.~(f)+~1\. .... -" 

(:9 jk.1(..({.~~{) .C; j 1t~1 (.MY, • ~(f». 

Proof: The equivalences follow from 1.6. 
~ aie now prove the first implication.. Suppose that .A.{t]<;" .({r,. 6. (f) . 

Tak~ g E. tl'1 with jle(f) = jk:.(g)~ We must Sl.OW the exil::ltence 

of <? ~ Ln so that f o 4' = g. Define 
Jl' : (x.,th-~ (1-t)f(x) + tg(x) (t( /R , x(lRn ) 

ruGd denote by Ft the f~cti~nx ~ p(t,x) so that 

pO = f. F.1 = g. To prove the result we use a homotopy-type 

argUment. W1! make the .following 

Claim: If to€[O,1) then there is a .family 

defined in a neighbourhood of to, so that 

f9r each t .. 

The result follows from th~s claim by a standard co~pactne5S 

argl.Cllent. " 

Proof of claim: we denote for the momen.t by fl'\+1 the rine; 

of germs'from ( BD~f.( ,(O,to» ~ m ,and by -4{'"H11ts 

maximal ideal. Ther~ is a natural injection 11:': e", -4 ~r)H 
induced by the projection 1'(j : jf(D X ft -?> R. Hence we can 

regard ...«,~ as a subspace of -M.""1' Now 

A~ <i J{",< 21%><1' - -- '~%X")f" +'A~t1 • 
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~: 
defined by the function '" 

( x • t h--> ( j?... x J a !J J (x , t ) ) i.,. I," 'J vi 

a~d consider the ordinary differential equation 

'0 ~t (x , t ) :: - f ( r (x, t) , t) 
I 

for (x.t) near (O,to ) with initial value r(x,t o):: x. 

There exil:lte .t smooth soLu.tion r : (mnx Ll ,(O,to ))----?( [,°,0). 

By uniqueness we have r (O,t) :: (; since . ~ (O,t) ::0. 

A simple calculation, involving the above equation for ~~t 
shov.sthat ~t (F(r(x,t),t»=O and so F(r(x,t),t,» is 
constant as a function of t. Since t ~ det d r (.·,t)(O)· 

is continuolls and r (.,t,,)=I~n, r (.,t) is an element 

of ~~ for t near t~. The equation 
F (r (x ~ t) , t) = F ( r < x, to ) • to ) 

for t near to is t,~ required result. 

':ie nDW suppose that f €. J,{,11 is Ie-determined and show .that 
j~.~(.,{{~d) S j\(~I(vKlI.6.(f». Let I. 

~ l' ... ~1 P : = 1. g ~ vV(.l'\ : g '" f :: f + Ji.. .... 

~ := tg E. ·A{1II : g ,...." fT '" foLI1' the orbit of f under' L",. 

Then j~;1(p)= j~",1(f) + j'lt+l(h(.~~t) = jh1(f) +·.M.~+f/M:o\Z 
i Ie. which is an affine subspace, of the real vector space I n , 

in particular, a sub:nF.tnifold. 
j\(",1(,~) :: j~'1(foLr) '" jk.1(f).jlf.i1(L n) ,.. ji(-t1(f).L~, 
the orbit of jle.+1( f) under the finite dimensional Lie group 
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L~ (cf. 2.~ ~.5, 2.12) and so an immersive submanifold. 

(2.12), 
T}~t1~ (jk+1 (f) .L~f) 

\t+4 
in I n • 

Also 

Since f is k ... determined, P<;Q, in particular, jRt\p)~jl.!+'(Q). 

Thus TJ»'t1~ (j~+1(p» <i TJ~+1~(j\:{1'I(Q» Le. j~+1(..(.(~"} S jIM(-M.l'\ • .c6.(f» 

3.6. Corollary: 1) f ( .41'\ is fini. tely determined ~ 
~J(~ <; b. (f) for some k; 

, ' 

2) f E. J(..C1\A~ ~ f is 1-determined'. 

Proof: 1,) f is k-determined -> ~~+1 c;. Al'\, 6.(n <; .6..Cn 
, Ie 

On the other hand, if ,v<.{ .... c; ~ (f) then vU: + 1 <;; J{~, D.(f ) 

and 
2) 

so 

so f is (k+1)-determined. 
If f E: j,(jo> '\...M.~ then ~ Co, '( 0) -/:. a .. {')(v 

Do (f) = ~..,. Then ~I'\ ~ J,(", t:.. (f) 

determined. 

for some i and 

i.e. f is 1-

3.1. TIef. Let f ~J,{\'i 'J tx,,, --- Jx.,~be a fixed basis of 1[1 11 • 

The essence of f (w.r.t to these coordinates) is the 
smallest k for which each x~ occurs twith non-zero 
coefi~cie~t) in j~f. We write ess(i) for the essence of f. 
det'(f) derwtes the smallest k for whioh f io k-determined. 
Corollary: det (f) ~ ess (f) (for any basis). 
Proof: If k < ess (f) then g = j~f doesn't contain 'x~ 
for some 1. l,hen no power of x~ lies in A (g) ,and so 
Ji/'1- 6,. (g) , for each ..e~O. Then g is not finitely 
determined. (3."5), but g ~ f. ,If f, were k-determined, 
then SO would be g p.~.) -contradiction. 
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§4. CO"DIMl~NSION: 

iL 1. Q!~f. If r E:J,(~ the codimension of rewritten codim f) 
is defined to ue dim~ .. toe, / 6. (f) (note that A (f) S...{,(\1 

since ~J f,A'rl for each i). 
:<)X<. 

4 • 2.. JJemme.: 

det f = 00 

< If f E .h(\'1' then codd.m f = 00 if and only if 
and if they are finite, then det f ~ codimF+ 2. 

Proof.: Consider the chain of vector spaces 

An or: A~+ ACq c J.{~ +~cr) ~ ?JIf..: +~C~)"2 
There are two cases: 

~·t i( . 
~ 1: There exists a k so that v«.", + 6. (f) = v-f,{11 + 6. (f) • 
',Ie carl assume that k is the sma.llest such integ~;r. Then 
by N aya.teama I s Lemm a, J,{~.' <:; 6. (f) and so -M ~ ~ J;(11 6.(~) 
Le. f is k-determined. Then det f ~ k and codim f 
is greater·than the length of the non-stationary part of the 
chain i.e. k-2. 

~ 2: The chain is strictly decreasing at each term. 
In thi~ cas~ both det f and codim f are infinite. 
1I'or if det f < 00, then ...<.{~ C; 6. (f) for some k (3.6) 

and so .A.{.~ + ~(f) .. 6.(f) ~ ~~+ 6.(f) i.e. we would 
have Oase 1. 

Similarly codim f- 00 since .we ha.ve an infinite, st~ictly 
decreasing chain of subapaces between l::. (f) and .h{l'\' 

4.3. "ie introduce following notation: 

rc := tf E....u:: codim f = c 1-
.D.c : = f f €. .M..~ codim f ~ c J 
~c.. :::: f f ~ A.~ codim f ~ c 1 

'lIhen we have the following partition of 

,).(.t\"!' r:, \) f1 V ~ .. V rc u 

J/~ 
'""""n :-

V roo . 

4.4. Theorem: If o~' c ~ k-2, tne~ 
union. of jk( o.c) 'and j\l{( Z'~1) and 
closed real algeb;raic set' in j It(,,u~ ~. 

J~(.M.!) is 'the disjoint 

j \(( ~~t1) is- a 
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fE.£2!: If, :(vU.~ we define 1;'Cf) to be diIllR, J.J..1'I1[::'(J}t.M..~· 
Then if g~f. i:(f) = -c'(g) (Le. "t" depends only on Ie 
j~f) (for f':'gEJ,,{~f1 and so ~.;aU>e.,..e.i(~ ie. L(~J ~v{{,~-=D.(})+.)(I'l)' 
We claim: (i) 't' tlf) ~ c ~ codim f = "G (f) i.e. j~f E jk.(r2c.)j 

(U)"t'(JRr) '> c =,;> codim f >c Le. jllf f j~(Lc.+~). 

This implies the first statement of the Theorem. 

To' prove these claims, consider the following scheme (the 

symbols between the spaces denote codimension): 

~tl 
/ 11 

I / A(~ 
. ~ ... k!._~)1. ,/' . I ' "'-. 

11', (~-1H/' 't'(jleF) ~hl' ~ 
"I .6(F)+J.<.~ , '~" 

-: .~~) '~r---"6C~) 
.1(., 

K and a- are defined by the diagram. 

Note that 't£J~f». is always finite although <.:oqim f can be 

infinite. 

Case (~1): ,we have, codim f~'t{J~t» > c - clear. 

Case' (i) : we have k-2 ~ c ":3't'V"'( f». Consider the chain 

0: JA..,.,/JI...'fj '" J.(n/(~(})~J..tti) (- -«I'l/(~(f)+}"{~)~ ... ~ JJ..V1/(6;C~}U/ ~) • 

There are (k.-1:) steps and dim J,{'1I(D.cntJ,{~) ~ k-2. Hence . 
one step must be trlvial ... i.e. there ~s an i~k eo that 

C t'1 ( ) ~. L·i Cr < 6. r) t J{;, '" 6. ~ + JJ..", I:e ..IvC'1' C; 6. t} +.h(11 • 
~1 ~ . 

Hence by ~ayakajll8tB Lemma MY! ~ ACt) and ao ..«., c; C!..(f) 
1.e.O:: 1«f). :l:.herefore codim t =1;(j~f» and so (i) holds. 

Ve now turn to the second statement. Since ~J~(f»7 C, we 

have ( I~ )1 (, L. )\ 
OCJle.~)= n+~-1 . -1 - "C'(JIt~) \/';. \.'rl+R:.-'\ . -1- c . 

, . hi. (l{-1)' '. < "'. h \ t~·1)~ 
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and we show that the latter set is real algebraic. 

T,et tX1' ~-- ,XI'\J be a basis for Ian and number the monomials 
of degree ~ k: as follows: .' 

X1 Xt. X~ XI'IH XV\+.2. XII+:r X~ 

1 xi x~ X'" x~ x~ X.t x~ , 

to form a basis f xt : 1:~ 'C~ ~ = (~1~f! J of J~. 

If z = jlt(f) ~ j\q.(J(~) (where fE.A~·), then z hitS a 
representa.tion of the form f aJXJ·• .chen .)~)(', 

J"I'It,z.1:· "- ,. £ I 
has a representation ot the form L a~;XI where (2.:=''1''\+ -1). 

J.t J ~ ~ "~(~-~t 
and each &"'1 18 & w.tJ.ole number)( & j. Now . 

t'( A (fn :s( A (f)+.M.~) /...u.~ = <~~Xd- - -/~xV\ ),T,,1t-1 

is u.e Su.bspHce of j~-1(),{I'\) gene,ra.ted by ~ ~~Xj : i=1.'~-·,I17..." 
L ~x" j=1.,---,~J 

as where each Now we can wri te ar~ .Xj 

is an &~t. 

Let M be the n(~-11)Xt~-1) matrix (ald,e) sothatits 
columns coosiat of the ooord1nates ofa set of vecto~s whica 

Ie. ~. 
spans (~(f)+J.{.., )/.J.{" • . 

, k ~ 
Then o(z) <:K ~ dillltR (A (f)+J{., )/J,{ ... <: K 

i.e. if and only if the rank: of M is less than K. or 
equ.ivalently. if the lC-minore of . M vanisll..' Now the 
condition that. a l( .... minor o,f M va.niSh is expressed: by 

the vanishing of a POlYllOm,i&l i,n ta."J . with whole nwn1?er 
coefficients. Hangs jll(:lc .. ~) is a reat algeb~aic variety 
of' dime~sion (ntf~'! ·:·:n::1i in thEil-eal vector space j~(.M.~). n .. 

4.5. Corollary: 'jltt1{~) is the d~s.to1nt union 

.. r~ltlJ",k··\J" .iI. V rle\v~ItS~It':1) :". 
where eaoh r,,1t. is the differenQ.e of two, algeb'ralc variet'ies 

( j 1t(2c: ) " j k( ::z.C+1) ) • 
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4.6. Theor<.u: If f E. -M.~ 
-le--' - .~ k 

then j (f .. L..,.) = J f.L., i1? 

and codim f = c with O~ c~ k-2, 

an imrnersive 8ubmanifold of 

jle.(J,{~) with codimension c. 

~: In 2.12 we showed that 

T J~~ «(jle f ). L~) = jlt(J.{". 6. (f» <; j k.(J{~ ) • 
Now by 4.2 det f ~ (codim f) '+ 2 :s k and 80 f is k­

d~termined. Hence vt(~~\; j{.,. b(f)(3 .5) • 

Now the codimension of (j Itf) • L~ in j 1e(J(,:) is 

Jdim jle.(J,{; ) - dim jlt(J(,n. ~(:t') 
/12. ItH .' JA JJ~t1 

= dim ("\1\.\1 /.../J.."t\ ) - dim (VVlVl' t:.. (f) / J\l\.1", ) 

= dim (v<{; /J,{"t\ • ~ U» 
and since ..h{VI / ~. AC~J - J( .... /IA{~ $ J,(~ /J,{rI 6.(~) 
this is equal'to 

dim' (.t{~/..t{Ii·.A(f» - dim (..«.," /A~) 

= dim (A{,,/ A 'f» + dim (A (f)/JA..". 6. (f» 

- dim (..u.JA~ ) " 

=c+n.·-1'I.. (by the following Lemma). 

= c. 

4.7".~: If fE..M.~ with codim f < CO, then 

diDfi(~ (!)!:4{". ~(f» = n. 

~: A t¥p1cal element g of A. (f). has the fo:r:m 

i a~}J; with each a,,{ tt>. • We write a~ = a·: + a~(O) 
L.'" " "I ~. 
so that each a.~ E. ...£{n' Then. g = 2. a ~(O) ~ (mod .J,{.\,\. ~(D) 

t.'1 'lC" . 
and so. dim( t::. (f)/J(l'\' ACf» ~ n. 

We now' show that t~~xJ is linearly independent mod ./.{" .~(}). 

If not, there would exist c~ 

that f clot ~~" = l:. ~\,~%"~ 
in a , not all zero, so 

(b,,~.J{V\). 
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Then Jr·:= 2.(C\,-b~)~x:· 
\, • \.I 

is the germ of a vector field 

at. 0 with xtO) # O. ~hen we can find new coordinates 

l Y1 ,--- 'YV\] in a neighbourhood of 0 so that X = Y • '(}Y, 
Then Xf = 0 Le. ~t~ a 0 in a neighbourhood of~ero. 
But this implies that ess f = cO I with respect to these 
coordinates and this gives a contradiction 3ince det f ~ es-s '! 

CL 7) and so det f = 00 which would imply that codim f. '" 00 

(4.2) • 

§5. ~'liE .PREP':"RATION THTmUBM: 

5.1. The divie1on. theorem: Let d: R )(IBD~& be a Coo_ 

function. defined on a ne1ghbourhood of 0 eo that. 

for some k t 1}-{ 
with d(O) ~ o. 

d(t,O) '"' tw"d(t) 

and d a smooth funotion from Ii into' B , 
Then for any smooth f: a "RD ~ Ii 

(defined on a nei~rhbourhood of zero) there exist smooth 

functions q,r: R X~n -.. R , de.fined near 0 so ihat 
j) f = q,d + r (near 0); 
2) r has the form ~. rt,(x)t" for suitable smooth 

functions r~ . \,-0 , 

For a proof, see [4], IV.2.1 (p; 95) or t2J, §6.5 (p. 57). 

5.2. The preparation cheorem: Let f: (.aD ,0) --7 (aP ,0) 

be a smootll germ, f'40: fl" ~fl'l the 1nduo~d' ri:Q.g b.omomor~h1sm. 
Then 1£ 111 is a tini,tely generated ito. -modl1le, the.!.o ilowing 
holds: 

M is finite ly gener~ted as an -!I' -module ("118. t·) if 
and only if d1~(M/(f-..up' .M) < 00 • . 
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.E!:,Q.gf: ~)' Tf M is finitely generated m, Ep-module, then there is 

a sur jecti ve ~p -module homomorphism 4> Cp . ::; Cp $ tp G • •• CI) ~ ~ M. 

Then Ak =, ElM _ M/Jl.M is also surjective, so dim.... M/.AI. .M ~ k. 
P P P It P 

~ ) Step 1: Let n = p+l, let f: (An = lRXAP• a) ~ (flP .0) be given by 

f{t.x) = x. Choose aI' a2 , , •• , ak ~ M which generate Mas €p+l-module 

and MIA ~M as rea~ vector space. 
. P ., 

Then any m f A can be written in the form m = .... cj a. + ~ Zj aj , 
, ~ J ~ 

where c. ~ A and z . € f* CIt ). € l' This is seen as follows: '.J J --p p+ 
m = ~c. a. + b for c.d~ snd b«f*(j ).M. Then b = 2 y b for 

JJJ J ~'p ,qq 
yq' r*c..p ) and bqe M , in t~rn bq = tWjq a j for Wjql Ep+l and we 

may take Zj'= f Yq Wjq ~ f*(.lp)·~';'l ' 
Now we \.Iae ~hia for m = t ai : ~ 

~ ai :: ~ (cij + Zij) aj for Cij € A and Zij« f*'-'tp)'€p+l • 

This A1eans ~ (t d. . - c. j -' z. j) a. = o. . lr 1J 1 1 J 
Consider t~, matrix B = (bij ) = (t 4ij - cij - Zij)' Then B.t = 0 • where 
it is the vector (a l •••• , ~). Let C(B) be the matrix of cotactors 

of B • then C(8).B = B.CCS) = det(S).(;' .. ). All these are germs, so 
. 1J 

letA(t,x) :: det(B) :: det(t..rij - c ij - Zi/t,x», 

Then ACt.x).~·::·det(S).t = C(B).B.t. = O. 

for x = ° we get z .. (t,O) :: 0 • so A(t,a) = det(t i . ... c i .) is a 
. 1J 1J J 

polynomial of degree k in t which is normed (the lr:Jading coefficient is 1) .. 

,Thus there is q(k such that (t,a) = p(t).tq with p(O) = 1. 

Now We·may use the division theorem 5.1: For any feE 1 \~e hllve 
i p+ 

f(t,x) = A(t.x).q(t,x) + ri (x).t 

50 ~P+l/~'~l is f~itely generated over Ep t in fact by 1, t, t 2 , ••• , t q- l • 

But A .t = "1 as we saw above, thus .A.M :: 0 .. 80 M is a module over the 

quotient algebra Ep+/A.Ep+l· and finitely generatedly so (since M is 

finitely generated over E 1)' and this quotient algebra is finitely 
r p+ , 

generated over'~ • ao M himaelf is finitely generated over£ • p p 

Step 2: Let f: (Jln,O) -(JlP ,0) be a germ of rank n , Le. s germ of an . .' 

embedding. The implicit function theorem gives us coordinates 

(yl' Y2' ... , Yp) ofRP ~ar a such that f(x l , •••• xn):: (xl'0"'x ,Up"qO) 

in these coordinates. So f is the germ of the usual embedding Rn -?Aa • 

Then f* : Ep'" E;, is surjective 

generators of Hover ( • . p 

and generators of Mover f are ~'~o n 
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Step 3: Now let f: (Rn,O).--;-(RP,O) be arbitrary'. Then we may wr'ite f 

in the form (Iln, 0) (id',!l-:. (fln )<lRP, a) --E.:.2-> (lRP ,0) • 

The first germ is an embedding as treated in step 2. The second germ 

is composition of n projections as treated in step 1. So 'it remains 

to show that the conclusion of tha theorem survives composition. 

Let (fln ta ) -L"'(flP,a). --2-> (IRq, a) ,be germs of smooth functions 

such that 5.2 holds for f and for g. We have to show that 5.2 holds for 

9 c f • 

Let M be a finitely generated tn-module with di"R M/«g 0 f)*~.M) <00. 
g*l{ c J( ,so (9 • f);*,!j = f*(9*).1 ) <: f*A! ,thus (g" f)* .. f .M C f*,.ll .M , q 1', P 'q q P "q, P 
and thus di"R M/f~i!p.M <( di"R M/(9 Q f)*"q.M < 00: Since we may apply 

5.2 to f this implies thst M is finitely generated over E via f*. 
P 

By definition of the E -action on M we have g*){ .M: f*g*;./l, • M, so 
q q: q 

di"lR M/g*..up.M < 00 and by applying 5.2 to gwe get thabM. is finitely 

generated aa Eq-modu1e. 

5.:5 Suppose that </--':' (fln, 0) -l> (RP ~ 0) is a smooth germ, 

A is a finitely generated Ep-modu1e, C is a finitEl1y generated ~n~modul,! 

and B is an arbitrary ,cn-modu1e, Consider the following schem~ w~re, 

B is an cp -mo-lule homomorphism and ~ is an , ~p-module homom01'phism • 

over 4>* (i.e. t:t-(f.a) = ~*(f).6/(a) for H A and fli S'p)' 

-< 
A - ->:>C finitely generated 

t - 4>*-'> £ p n 



Proposition: . C = OlA + ~ B,+ C<t> .. ..Kp ).0 ~ C .. fiA + ~B. 
~: Let O' =- O/~ B and denote by ~: 0 -:0' the 
natural projection. C' is finitely generat.edover -En • 
Now C' = ~ ol A + ( ~ .. Mr)C I and 80 0 '/( ,. M~ ) .0' is 

fln1t.ely gpnerated over ~r' 'Let °1., - - - ,~E. 0' generate \ 

0' mod ( ~" .J,{p)C' over' ~r' T'h~n if 0 E. 0' , c has 
a repres .. entat10n. in the form :i. <?(fj,).e~ mod ( CP'.;J(.III)O' 

. , ... 1 r 

(with f\,E t)t). ; .. r1ti~ f - ff + tCO) ·we get. 

e = :E t~(O)c" mod ( <\>~. J.{D) .C' 
I.t1 r 

and. 80 dimfi< ~'/( 4>" • ..(.(" )0 t) < 00. . 

Then. by 5.2 (with 0'=14), 0' 1s finitely generated over 
(~ia ~t). We can then apply Nayakama's Lemma to the. 

. A,.. 
equat10n C' = ~ 0( A + (,..., • .J(~).C' 

t9' get. Ot' <; ~ 0( A. i.e. 0 c;, 0( A + ~B. 

§G~ U,i{FOLDINGS: 
. t 

6..1. . TaJqt t E. J.(~. The category ot 1Ul1'oldlngs 

'as !!.,b'lects pairs (r,f') where .1"(~. and 
l: (Il ...... ,0) ---'> (.Il ,0), is a germ 80 that. 

1~ e. the diagram. 

commutes; 

f "> s 
~ 

~' 
--~> Ii 

of t has 

. as morph1sms trom (8,f") to (r,t') triples (4) ,4> ,t. ) -. . where ; : (Ii'" ,0) --:) (s ..... r ,0). <1>: (S ,0) ~ &~ ,0) 

and t: (m' ,0) ~ ( s ,0) are germs 80 that 

t\>lfl"lI:iol 1: Itll:'" ) '1:rwt: ~.~') ~., ~'.~ + 1.."1C, 
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~ 
B'" BY! 

~ 
&( ~ B 

! i-l'O llc(.)«) ij 
F" <I> ) rl 

R '< B'r'\H IR I'\+r >B I 

1ts iT, 
,- cp B'> 

' ,. 
) S 

Note tlu::l.t the lal:lt equation can be written in the forJII. 

f"(x,y) .. L£~) {f'( 4'(x,y)1 

where Lf.{)I) den.otes tran81at1o~ by E. (Y). 

the identity on (r,f') is the 'tl"iple (1~"tt,1dS"'O); 
the composition of two morphisma is defined by 1;he formula 

( <\> • ~ :_ ~ ). ( 'Y ' t ,1: ) = (~. t ,~, t ,~. ~ + 1;' ); 

a morpHism (<p, ~ , f.) is an isomorphi/!lm if and only if' 

r==s and 4> and <\> are local diffeomorphisms. 

6.2. Ex~ples: 1) The ~ Qf two unfoldings (r,f'), and 

(8,f") is defined to be the l1I1.folding (r+s,f'+f"-t), ' 

where (f' + f" - f) : (Xtu,v)~f'(x,u) + !' '(x,v) - f(x). 

2) The constant unfoldi~-,(r,f) where f (x,u}t--H'(x). 

Then (r,!) + (s,f') • (r+s,f'). 

:; ) If ! ~ -A(~ and b1 , -,. , br €....t<.~ , then ' (r, t) is an 
~, 

unfolding of f where 
fl ; (x,u)t------+f(x) + b.j(X)U1 +---+ br(x)ar • 

6 • :; • I:t' ( 4> ,~ , t.) : ( 8 ,:t' I ,) ~ (r, f' ) 1s a morphism 

then we can'reoover (s,f") fromi (r,f') and (CP,~ , e.) 
(since f" (x,u) • f'. ~(x. u) + ~(11». We say that (s,f") 
is 1nduced fio~1D (r, f' ) by (tp , ~ , f. ). This suggests the 

follow1ng defin1t1on: , 
l!!.!:. An. unf'old1'ng (r. f' ) of f 18, versal if every unfolding 
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of f is i uced by (r,f') 

(s,f " ), there is a morphism 

(r,f'». 

(that is, for (·Ivery unfold iug 

\<\>.<t>,t.). from (a,f") into 

A univ.ersal unfolding of f is a ·ver:;tal folding (r,f') for which 

ria minimal. 

6.4. The k-,ie.Le.;.t£!l!lion of a germ: If f ~ A.v.., define j~f' 
to. be the germ f~om (IE! \0) into jle(~l1) c:;; J: of the 

mapping 
x ~ (k-jet of (y 1-4 f(x+y)-f(x» . a.t z.ero) 

=:' ~~( tYr-? f(~+Y). - f(x)]!>: ) •. 

j~f ia called tne natural .It-Jet extension of f. 
determined by the 6~rm f. ·not by its particular representlttion. 
Note that j~f(O):: j~(ty l-4 f(O.+y)-f(O)]o) = lit!. 

~. Let X. Y be manifolds:, h,:X ~ Y a smooth function, 
V an immersive submani~old of X. h is transversal to V 
at. x E. X (written b. iI\ V at x) if ei.ther hex) ~ V or 

(Th)?(,(T1(X» + Th(><)(V) = Th(>e)(Y)' 

h ;is transversal to V (written ·h rt; V) if it is transversa! 

to V at. each x E. X. 

6.5. I..emma.: 1) j~f 1s transversal to j~(..t{I\.t:df» in 

jle.(A,'(,:r) at zero and'Im (Dj~f(O» 1s generated by 

, 1 jlt e~)(), - - - . jl! (IJ%xJJ . 
Z) if f is k-determlned. then j~f 1s the germ· of dn 
embedding from (B 1".0) into' (jie(.-,<l'1)' jlt f ). 

~: 1) Im (n (j~f)(O» is genera~ed by the colulnns of the 

cWlobi raatr~ of .j~ f . a~ 0) 1. ~. by [0 -&F (0): l".1 ... YI} • 
. But ~ ~ Jlt:r(O) :: j2()£, )(0) = jle( 4tt ).'. " 

1)"i; 1 . 1 ~" '~X" 
fransversa11ty: we must show that 

IIIl"(D(j~f)(O» + jlleJ.(YI.A(f» = jle(,A(f». 
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Suppose ·that g E. D. (.r) .so that g = ~'a~ ~~,;", (a~ €. '"EI'\ )'. 
',ve Wl.':;.te a~= at + a~(O) with at~..M.\\. Thu.s, 

jlt(g) = ~ a' (O)jlt( ~~.) + ~ jla(a'. ~t.- ) 
"v ., \, t,'tJ)G" " 

E tm 1)(j~f)(O) + jle(.h{Il.~(f»: 
2) By 4.2, codim f < 0() and so dillln (D. (f)!.h{II. A(f» = n (4.7). 

\(+1 
Also ....L{VI <; .M.Y\ • l!.. (f) (3.5)., Hence 

d imlR ' (jle (A (f»/ jlf.(.M.I'\' 6. (f»] 

= dim [(A(t) +...u~t1)/M.~t1]/ t(J,{II.~(f.) +..(,{~1)/.tt~+11 
.. dim (6. (f)!-M.". £l(f» = n 

and 80, by 1), Im D(j~f)(O) nas dimension n} i.e. j~f 
is an immersion at 0 and so in a neighbourhood of O. 

6.b. k-jet extensions of unfoldings: Let (r,f') be an 

unfolding of f€.J.;(~. We define 'j~f' to be the germ 
from (Il "",r ,0) ---7 (.r: ,jle. f ) defined by the function. 

(x' ,y') 1-). (k-jet of (x ~ f' (x':tx,y' )-f' (:x:' ,y'» at 0)' 

= jla( [x~:f"(xt+x,yt) -f'(x"Y')]o)' 

Note ,that the de:f'initio~ of 6.4 corre8pon~s to this d~fin1t:ton 
applied to the trivial unfolding (O,f). 'As before 

j~ f ' ( 0 , 0) .. jlt ( t x ~ f t (~ ,0) - f' ( 0 , 0) Jo) ,. j'*- f . 

De!'. An unfolding (r,f') of f is k-transversal (k~O) 

if j~f' is trl:l.nsversal to (jltf) .L~ in j,R.(,;{I'\') at .ok: ~'l+l". 
Choose a basis fx1 , -". ,xl'll of fill and {Y1' _ • .' ,y.,.1 

r 6tl ntf" 
of 11 • :hen '~YJ is a germ from (B ,0) into (a ,0). 

We write ~j f' for the element ~~)lJ1R~xt~;. -~~~j("/~r. 
of -M.V\ (jIll1', ••. ,r). Then we denote by VF, t4e IR ~ubspace 

I < 0." f' , _ .. I ~r f' ' ~ of ""'4t • 

6..7.~; An unfold1nc (r,tt) of fE...t{~ ~~ 'k-trf;l.l),e-v:ers&l 

if and only if ~\'I. 4(f) +. V~. ,+ ..t<: ... 1 ~ , .. ~ 



~: By :.12, 'll}I.~«(jle.f),t.~):: jlteJ(I\.I.!!.(f» c;. jle(-A(tJ). 

Tej~:f''c",~J(T(o,oJ(n'')(lO.1)) is'generateti by l~x.~j~f'(O,O)l:,-\ 

f,'" 

~t,,(O,O)]o ) 

and we ha"fe 

~. l--f' (O,O) .. j ~ ~ ~ (0,0) 
'<1'jJ ., .-tJ'IJ I ~t' . 

= j~( [x ~ ~~ }x,Q} - ~~}O,O}Jo) 
.. j ~( OJ f'). 'J 

Thus T(j~~' )(?,o)(T(~/;»)qOJ X flr) .. ' j\t(V~1 ), 

Then (r,f') 1s k-tr~nsversal ~ 

~ Im T(j~f')(O,.) + TJItf.C(jlt.f).L~) .. jieC..t{,,) 

~ jlt(V~') + Im.,Dj~f(Q) T j~(.A{11 • ~ (f» = J~(..l{I'I) 
~ jlt (V~:) + jlt(~ (t)) .. jlc (..((11) ('o~ ',5') 

kl1 
(> J{r. = C:..(f) + Vfl + .M.,., • 

6.8. Corollary: Let b1 , --- ,by be repre~entatlve6 of 
11 1.l1t~1 a ba81s of v'V\.1'I I( A (f) + "VLtj ). Xhen if 

r 
f' : (x ,y) ~ f(x) + ~ bJ (x)YJ 

J~1 
the wnfoldtng (r,f') 16 k-transversal. 

~: ~j £;'(x) ... ~~ (x,O):" ~~)I~O'O) lit bJ(X) 
lb..1 , • -.- ,~J generates ~f" Hence :J Da (f) + ..t{~11 
i.e. (r,f') 18 k-transvereal (6.7) • 

.. 

6.9.~: A versal unfolding (r,f') of f i8 
v.ersal tor' each k ~ O. lA' addition ;:: ~ oodlm ,f. 

and so 

+ V ~I" JI • r ""'1.1'\ # 

It:-trans-
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Proof: Choose a k-transversal unfolding (s,f") of f 
(this exists by 6.8). ~hen 

f' , (x, z) = f' ( 1t:.," ~ (x, z) , t ( z» + £. ( z) 

where "II" '. II'> h+r -'" IR "r) i th ~~ ~ ~ s e canonical projection. 
Differentiating, we get 

o' fll (x) = ~ b~(x,O)~q,)' (x,O) ~ 
J (.'1 'OX\, i'>cJ 

Hence Vf~ S 6. (:i:) + Vf , and so 

1.( .. ':;! b,(f) + VF, + M.~f1 i! f).(f) + VF" + .M.:+1 = J,{'I1 

and sO (r,f') 1s ,~ransvereal. 

In addition., r ~ diDE V~, ~ diIllaC.h(I'l/( A(t) + .,l{~t1) .for k~ O. 

Hence the chain 

..),(n = D..(f) +.Mn :2 A(f) + -.t{~ ? .--

must become stationary, say at the f-tb term. Then 
6. ( f) + ..(.{~::: A (t) + .L{~t: 

e Then we have .M. vt <i ~ (f) by Nayakama I e Lemma and eo 

r ~ di~ V~, ~dill\R JA.yt/( Ll(f) + .J(!) = di~ ).(~/ 4(f) 

= codim f. 

6.10. ~: 

and (r,f") 
and (r, fl ,) 

Proof: Since 

Let be k-determined. Then if (r,f') 
are k.transvereal unfoldinge of f, (r,f') 

are iso~orphic. ~ 
",","1 

f ie k-determined, vt{n <:..L<vt. A(f) C; A (f) 

(3.5). On the other hand, by 6.7, 
~ 1 . 

..A.{.tl = A (f) + V~,. + 4vt ::: t:.,(f) + V~' = ACf) ,+ Y f" • 

By 5.9, r ~ codim f = dim (-M.W\/ ().. (f» =:c. Let u'I,··· ,Uc.€J(1'l 

be representatives of a basis f,or M...,I ~ (t.). ThEm 
h : (IH"" X ~CXHc-~O) ~ (~,O) is an unfolding of f where 

h: (x,v,w) ~ f(x) + u 1(x)vC + ... + U (x)v c. c 

(Le. h is independent of w) . 
Now.if d'f' (resp. u<;.) denotes the image of "of-J J 
(reep. Uc.) in J{,,J ().(f) we have 

~' i' = 'f. ~tj ut ~for some iatJJ ) . 
J .e ·1 

", 



.. .. ( )' ·f:l •.•. _0 lle rank: 0 (S1JlO~' {~-4f,'}S.l?8nS The c xr:metrix ... 1;:: s'e' j-l 'r' S, " 
-... j - • ·(·C.i~ ··r 

...!.I...."" / L.. (f) ) . Let B: = (b..e..; )Jd, :.,~ be U')I (r-c»)< r-matrix 

so that. lA,B]is regular and -define 
, ~': EY" --7>IRC xilrc. by y i---1> (~Ay,tBy) 

cf t-i "~r ~ iR 1I~c.+(r·c.) ~y ~:= i\t- X ~ 
and h' (ffl'x ar,O) --~( R ,0) by 

r c. 
h' (x,y)~ hex, ~ y) = rex) + L (2. a.e, u,tCx) )YJ' • 

J-1 ~:1 ,J 

Then (r,h') is an unfolding of f and 
I 

~Jh(X) = ~ (x,O) - "c)1y to·,er) ~ { u~ (x) c+~ :~~ ... ~ .)1 . ~'jJ tJ'jJ 

and so ~'h' = ~ a£:ut -=- ~JP'., 
L e$1 ~ , 

Then <4>,4>,0) is an isomorphism from (r.h') onto (r,h) 
--' ~ . --

and llJ h' =. ~ at}it = 0;') i. e. we have construct~ an 
unfolding (r,h.') (isomorplliC to (r,h » so that ~ f.J' = ~ h] 
(for each j) (so that, in particular, (r.h') is k-trans­

versal) • 
By symmetry, the Lemma will be pr6ved if we can demonstrate 

that. (r,f') ~ (r,h') i.e .. ~we can prove the special case 

of ~e Lemma whe.re '0 fJ:: ~ fj' (j=1, ---,r) . We assume 
trom now on that, these equations hold. 

De:(~ 
t 

Ii' (x,y) (= F{x,y,t»):= (1-t.)f'(x,y) + tf"(x,y). 

Then 

and so 

~F.t = (1-t) ~- f' + t X-f" = 
J j J 'Of," 

J 
(r,~~) is k-transversal for each t. 

for eaoh ,j 

Claim 1: ,for e~ch toE. t.O, 1] there is a neighbourhood UCo of 
.. to in Ii eo that there is an isomorphisru 

(4:>t, ~t, f.t) : (r,pto )--7(r,pt) 

for each t.( Ut • 
0. 

The resu..1.t. follows from this claim by the u.eual cOl'll,l:lac'txieee 
argument. 
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~2.: There exist germs 

<P 
q>: 
c : 

(L"'*""xlR, (O',t ,)-r(IR1ITr,O) with ~(O,t) = O} 
1" yo - for 

(n x R , (0, to » ~ (lR ,0) with <\> (0, t) = ° 
~ all 

(R )( IR ,(O,to» ~ (IR ,0) with f.(O,t) = 0 t. 

so tha.t 
1 ) -",t., ,h -I' h T" i th t ' "" "1\+1" . ..., ... ;r [> Vo i = yo" were ,,,, s e projec l.on : IU '<"" --to .... x , ; 

2) q,(.,t o ) = Idrr"+Y' (and eo ~(.,to) = IdlR'" by 1))'; 

3) F(C:P(x,y,t),t),+ E.Cy,t) = F(X,y,t o) for t near to' 

Note thut we can replace 3) by , 

4) ~'C~'l(,,(<\>(XI)l/t)lt)·~~~t()(/~,t) + st~~)'/4>(x/Y/t).t).a~~t(XI t), 
+ i)~\: (q>(x,y,t),t) + ~~t (y,t) -=0 , 

(for th. expression in 4) is the derivat.ive of the lett hand 
side of :;». 

Proof that Claim 2 implies Claim 1: The function 

t I ) det Dt (. ,tHO) 

is continuous and so, since det 1)<\>(.,t )(0) = det 10. = 1, 

there}s an open interval Uto containing to so that 

det D <P(' ,t)(O) > 0 o~ Ur • .' S!milarly det 1) ~(. ,t)'(O),.. 0, 

on Uto~ Then cpC. ,t) and <\>(. ,t) 'are dUfeomorphisms 

on. Uta and, this implies Claim 1. 

Claim 3: There exist germs 
--X (IR"*'" xB ,C 0, to» --?( (R'''I ,0) 

~. 

'[: (lRY'x lR.(O,t o »--4- (Ia ,0) 
z. : (IR r Kit, (0, to)} ~ (IR ,0) 

so that , 

5) ±. ~~x(x ,y, t)X~(x ,y, t) + 
('''1 t. 

with X(x,O,t)=Ol 

wi th r( 0 , t) = ° ~ ! ~~ t 
with Z(O,t)=O ) 

+ ().%t(x,y,t) + Z.(y,t.) = 0 f~' (x,y,t) near (O,O,t,). 

Proof that Cl:!iDJ; ~ imp.l.ieeCla.im 2: Let c\>1 J q,~ 'be 'the 

(smooth) sol.J.tione of the dii'i'erentialeq).l'7tions 



~{x,;· t) = x( ~1(X,y,t)'~Z(y.t),t) 
Q~%'t(y,t) = Y(~z(y·t),t). 

with initial conditions 1\>1 (x,y,to)= x, ~~(y,to) = y. 

By uniqueness, P1(0,O,t) = 0, ~~(O,t) = 0 for all t. 

Put: G (y, t) : = It: z:( <\>~ (y .:t;") d"t' ) 

~(x,y.t) ::;: (~1 (x,y,t), ~z(y.t») 

~(y,t.) := <p~(y,t). 

Then a routine calculation shows that 4) (of Claim 2) is 

satis;(ied. 

Also J;jo~ = I{; (~1 ,<Pz ) .;, <\>z. ::: ~.2.Tv ) 1. e. 1) holds. 
2,) holds on account of the initial conditions and so we have 

proved Claim 2. 

Proof of Claim 3: We regard R~"" as . R""x . ft. IR (with 

typical element. (x,y. t.». In this paragraph we denote by 

tr-l-1 the germs at (0, to) E. ~ .... ~i •. Let A be a free tn1 -

. module with (r+1) generators (a 1,ypical a €. A . is wr1 tten 

as (Y~, .-. ,Y,.,Z) with Y("Z E ~r~1) and B be a free tYl+f'~'-­
module with n. generators (a typical bE B has the form 

rx1 .... -- .• ~) witll XJ~·e\'ltr+1). We construct a scheme 
B· 

J~ 
A ) c. "" 

as i~th~ preparation theorem - 5.3). 
ci. : A --7 C is defined)'" by 

0( (Y, ,--- ,Y ... ,Z) = :L o~v .YJ + Z • 
. J'"1 o)J 

Then 01. is a module homomorphism over "Jt"*" 
for gE: f'/"i1 r ~ 

ol.(gY1 • --- ,gYro ,gz.);: 2.:J5" g. ~ 
J--1 IJ 

== g.( i ~% .. Yj 
J .. 1 "jJ 

+ g.Z. 

since we have, 



~ : B ~ C is defined by 

Claim 4: C == ~ A + ~] + (""It'" .J,{nl) C ) 1. e. the hypothesis of 
5.3 is satisfied. 

We have JA~ = ~(f) + Vft for each t and so 

~~ = 6.(f) + VFt + fI!).1 I. 

Choose g E.: =, ~I'\t~' and pat. g := g\eD'x[oJxtt.l so thai; 

'" g '" ~ ~~ Xv + ~ (2l~11)~to} - at~)lJ,(o.O»·t + s' 
for X~ E. ttl • YJ'~' • s E. B, • 

Let g :_i~lY .X~ + i dJ:. .y' +:I ,: 
1.<1 ~x" J' 1 iJYJ J • 

where Xv «( ~"~rt1)' ~' (€. fn1 ), z: (E. ~Y=t-1 ,). are' chosen so 
that 

X",(x,O, to) .::: XSx) (for alL x) l 
Yj (O,to) 11& YJ , 

Z;( 0, to) = ~ - cl%,t" (0,0, t Yo ~ + s. 
J /J 

Then g 1....,\'1 1 ' ~, ':\" g It:>'" { :z ~ t and one can. prove exactly as in 1.3 
'" x(.".) .. ~t.s IL\ XLDJ" t'J 

that this implies that - g ( .M.~\' ~V\~rt1 ' Now 
g = (3(X 1 ,--- ,Xn) + O«Y'I,--~,Y~.Z.)E ciA + ~B and 8.0 

g~ cJ..A + @B + A.rt,.C) L,e. C~ ,ol A + ~ ].+ J{,~,.C. 

Thus we have demonstrated Claim 4 and eo can deduce that 
C <; cJ. A +' ~ B (;.3). Hence JJ..r.C -;;. o/.C-::.r.A) + ~ ~r.B). 

Now a~t = f t ' - f' and 80 vanishes on ffi xLoJxti. He~ce, 
as above, we can deduce that -?l%t E .J{r. 'f1\+rH <; aL.(4rA) +-~(-«r.])) 
i.e. there exist germs, 'X 1,--- ,Xn (.J{r,&n ... n1' Y1'---.. Yr-'Z (J;(r.'frt1 

so that, -~~t '" ol(Y1-'---'Y)-'Z) + ~(X1'-:-- ,X\!) 
r 

:II: ~ ~9' . X, + 2. ~ ~ . Y'+ z: 
1.~1 'aK.1I \. J'\ ~JJ J, 

and this 18 exac,ly Claim 3. 
Thus the proof ot Lemma 6.10 i8 com~lete. 
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6.11. Theo"~: Let fE:.k{,~ be k-determined. Then an unfold-
ing (r,f') of f is vers{ll if and only if it is k-transversal. 

~: By 6.:J, a versal unfolding is ~~-transversal. 

Now suppose that (r, f' ) is k-transversal and that (5, f' ,) 

is an arbitrary unfolding. We must construct a morphism from 

(s,f") into (r,f'). 

tld~X <iR~' I~~ X' 'OlRl'" ,0) 

is' a morphism from (s,f") into (r+s, f"+f'-t) and the 

latter is k-transversal since one 

{ c f' 
:OJ (ft t+f'-,f) _ J 

-, ~j i" 

can easily calculate that 
~j=1.--· ,r) 

(-j=:N 1 , - - - ,r+s) 

and so 
3ince 

V~"~r~~ = V~, + V(. 
(r,f') is k-tranaversal, we have 

k.~1 

Jl ~11 
J,(y\ == 6. (i) + V~, + ""'1.-1'\ • 

Thus AU) + V f"-tr'- f + .J.{", ~ J{", ) 1. e. (r+s, f "+f' -f) 1s 

k-transversal. 

Similarly, (r+s,f') (t'he unfolding (x , Y. z.) r--7 f ' (x, y) ) 

is k-tr~sversal. Hence, by 6.10, (r+s,f') and 
(r+s,f"+f'-f) are isomorphic. ijence we can conotruct a 

morphism from (fI,f") into (r,f') as the composition 

(s~f' ')~(~+r,f' '+f'-f) ~ (Ns,f') ~r,f') 

(the last morphism is the obvious one - forget the irrelevant 

coordinates!) • 

6.12. Theorem: f E. A~ has a versal unfolding if and on.1Y 
if codim f < cO. Then 

a) any two a-parameter veraal unfoldings are isomorphtc;' 
b) every versal unfolding is isomorphic to an unfoldtne 

of .the form (r+s ,f' ) where' (r. f I) isuni versal; 

c) if b1 , --- ,brE:'-«.Y\ ,are represent:..tives of a 'basis 
for --«-1"1 / ~ (f), then (r, f I) i6 a universal 

r 
unfolding where t': (x,y)~f(x) + ~ bJ(x)yJ • 

J=1 

Proof: If codim t <00 then f is K-determined fOI' some 
k (4.2.) and so, by 6.8, there exists a k-transveraal 
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unfolding (r,f') and it is versal by 6'.11-

On the other hand, if- f hus R versal unfolding, it has a 
universal unfolding (r,f') and then codim f ~ r (6.9). 
Now su,pose that codim f -< 0() 

a) By 6.9 both unfoldinea are k-transversal for each k 
and so isomorphic by 6.10. 

I 
h) Let (s,f") be a versal unfdding, 
unfolding. i'hen 8 ~ r. We can extend 
manner to an unfolding (s,f') and tria 

(r,f') a universal 
Cr,f') in a triv+al 
unfolding is k-

transversal. Then (a,f') and (s,f") are isomorphic by 

6.10. 
c) By 6.8, (r,f') 
vers~l. By 6.9, r 

is k-tranaversal for each 
is lllinimal and so (r,f') 

k and so 
is un1vereal, 

6.13 . T~x,~ples: 1) Take n=1,' f : x ~ xN (N ~ 2). 
A(f) = <XN-ii= J.{~-1 and J.l1/ ll.(f) = jt.S-;< (vU. 1). Then 

This 
. 1 tI-:z 

has au basis the functions tx,x~, --- ,x J and so 

f' : (x,y) ~ xtJ + XIl ·:J. Y1 + - - - XYN_~ 

ia the universal unfolding. 
2) Let f be the function 

x ~ x~ + X; :1: - - - :t. X~ 
m A() < ",.1 " ... hen. ~ f = x1 ,xo2 ,x~, - - - ,x rt / 

and so J.A. .... /6.(f) has as basis the functions fX1'x~, -_. ,xt~J-

Hence f': (x,y) 1----:7 f(x) + x~'~Y1 + + :l!'1Y"_~ 

is the universal unfolding. 
3) I'e generalise 2) as follows: take 
unfr)lding 

2. ' 
f E. -«- k. with uni vers al 

If q.(x'Q.~1' --- ,x~) is a non-degenrated quadratic form in 
further vCl.riables, then the univerli3al .mfolding of 

f(x .. ' - -. ,x~) + Q(xlttl' --. ,xYl ) is 

f(x1 ' ._. ,xle-) + q(x~+1' ••• ,X.,) + g(x1' --. '~k.'Y1 .--·'Yr) • 

In particular, cod1m f = codim (f+V 

(choose cbordinates eo that q,hae the form 
and continue 8.8 in 2)). 

;1. ;:. 
+:x:.~- .... +x .. 
-~1 -" 



It, is thus 1tural to transform f so that as many variablee 

as possible are separated into a non-dege~ate quadratic form. 

6..14. If f~.N(;, we define the corank of f (written corank( f) 

to be the corank of thE: matrix ('0<' f/?; xl,.~ ~~'1 10 ) 
i.e. it corresponds t,o the corank of the quadratio form 
determined by j~f. 

2. 
Reduction Lemma: Let f E vt{., have corank: n-r. Then f i8 
right-equiv,alent to a germ of tho form 

where 
p'roof: 

form 

'Il. (x1' --- .xy-) + ,g(xrw ---, .x~) 
q_ is a non-degenerate quadratic form and 
By a linear transformation we can reduce 

Let.. h:=f ~ ... ~o. Then h E. ~ and j<h=q. Now 
,6.(q): == <x • ---,x)~ = vf,(". and BO ~ c.; 4r,~(q) 

, ' 1 r (.Y' I 

and q is 2-determ1n.ed 'by 3.5 and hence so is h by ,.2. 
Hence h is right e~uivalent to qJ i.e. q=ho~ for Bome 
~, L y •. 

Now f 
is right equivalent to f~(t X IdE1I-ri. fhis mea.ns essentially 

that we can assume that f Ili'rxO:!: q, which we now do. 
Since :~(q) = .1.{.,., ,<t is its own universal unfcliing (6.12c» 
and sO (n-r~f) is a versal unfolding of' <t (since there 
18 a morphism from (O,q) into tn-r,f». But (n-r,q) is 
a~8o v.ersal and so (n-r,q,) an4 (n~,f) are ieomorphic, 
i. e. th~:ce is an isom!)rphism (t. ~ , t) from (n-r, q) 

,into (n~r,f). In,part1c~ar 

q. (x1 ' --,- ,~) = £00/ (x 1 ~ --- ,x,,) + t(xn1 , ~.- ,x~) 

and 80 we can choose g = - t.. 

Nov j 1e. • 0 for j1q. 0 an'd~1t • 0 • j2£ • 0 tollows sinoe 

;12£ '" 0 would imply that the oorank of q - i would be 



smaller than that of q (since q and € act on distinct 
variabl'es) and this gi yes a contradiction (note that the 
corank is invariant under the action of L ). 

r 

L 3 5 
6.15 Lemma: If f E: Ji ... has corank r then c odim f ~ r '6 r 

In particular. if r~ 3 then codim f ~ 7. 

Proof: By 6.14. f is right equivalent to 

g(x1 .···.xr ) + q(xr + 1 ·····xn ) 
with j2g = 0 and q a non degenerate quadratic form. By 

6.13.3), codim f :·codim g. Now g ff.M.; and so L1(g)S){..~ • 

Consider j 3L1(g) • ( L1 (g) + .M..1p )/).(; '" < j3'( ~~ ) .... , j3(d~ ) ~~ • 
,. r ""t-

Over the field R there are no linear generators. a~ most 
r quadratic generators j3(~%;), i ':' 1, ... ,r, and at most 
r2 cubic generators Xj·• j3 ()"J . The worst ca'se is if 

they are all IR - linearly independent. Then dim ;)3 J (g) ,. r + 

So in general dim j3 .1(g) ~ r(r+1) and 

codim f '" codim g = di~ Ar/~(g) ~ dim j3(~r)/j3A(g) = 

= dim j3( .M. r )' - dim j 3i1(g') .. (r?) -1 - r(r+1) 
-.;3 + 5r 

6 

2. r . 
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§1. Tifl!;,CLASSH'ICilTION: 
, Z 

.7.1. ~_,..!: Every germ f (.MY! of codilDension ~ 6 is 
right-equiv~lent to one ~f' the following, (non-equiva.lent) 

germs. n 
Here ~ t x~ = +X;(~J + ... +xJl - x~, _ .•. - x!(j~2(3) ••••• n) 

'~,2;(J) Lv," oJ , " 

is the normal form of a non degenerate quadratic form in 
(n-1) (resp. (n:"2» variables. 

E:v.ery germ is accompanied by its universal unfold1ng together 
with its ·common name. 

Codim 'f Universal ~folding 
0 !tt,x~ 

'~'1 

r. " ~ 1 ~+ ± E~x~ I + ~cS~~ +Y1 x, (fold) 
~.lt. 

2. ft 1.' ~ +X1+ tL.~ ... 
- l.-t. it;+! e~~+Y1 ~+Y~X1 (cwsp), 

:3 x' + iE~e s" JC r. II x1 + a:~e~ ... +Y1 1 +Y,t It.j +Y'3 x,,\ 1 ~ • .t 
(swallowtail) . 

:3 r.. 3 \'l ~ ~'+X: + Z !(..x" +Y1 X1 ~ +Y,2 X1 +y'!. X4! 1+X2+ :L€~X.I" 
~'5 ~>i 

(hyperbolic u~bilic) 

3 ~ -x1 ~ + ~ t~J( 5 < n ,:I,' ~ ~ 

L-3 JG -Xi:J!:< + a~ El. x~ +Y1 (X, +X.e )+Y,t JC1 'I-Y$ ~.t 
(elliptic umbilic) 

4. ' It r. ,~~ ., r. l '1 + f.i Cl. ~ i X1 + ~'&. E."x", +Y1 x, +Y~ , +Y$ x, +Y~ x1 .,t 
(butterfly) 

4 i(x;Xz+x!) + (r. ..,.) ~ ':I. ~ a. ±. 1 XZ+X.t + L..S C"x....+Y1 x~rIYtx.t+Y3'~ + " ' 

+ Z 6"x~ +YI( 'X.t (parabolic umbi 1.10 - rnl.l.shroom) 
~'3 

5 'f n ~ " " 2 ~ Jf. ~ 0-x,+Z E ... x" X 1 + t.i,Ct"X"+Y1 x,+Y.<X1 +Y3 1+,y..,. 1+,y"X1 1.0'2 

5 4Jt.t +~+ 2 El. ~ xixz+x~+ ~ EL~ +Y~ ~ +y~r,+Y.rxi+YI(oX1 + 
~'5 

. S' C' ~ 
+y(;x1. 

5 ~ • S" " x! .t ~ ~ XZ -x,2+ ?; fl. X " 1Xz-x2+ '2 El 'X"+Y1 ~+y~x:,+'Y1X.2+ 
"'J 

5 



Codim 

6 

6 

6 

f 

+xl' + ~ EI.X~ 
- 4 (.''l v 
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Universal Qnfolding 

t)roof: We ol~ssify aocording to oorank. 

Coranic 0: In 6.1-4 we showed that every germ of coran.K 0 

is equivalent to a non de~erate quadratic form. Hence we 

need on'Ly verify, that the number of minus signs in the 
uz'h canonical form 1s an invariant \V.r.t. the L;action on -HI. 

By 4.2, det f~2 anci so fA..,j2.f: The LVI-aotion on J; 
factors over L~ and if P = P1 +P;: (L~ (1. e. P1€ GL(n, IR )) 
then the aotion of Pz on j%f€.jZ(--t(~') is out off since 

the result has degree. 4. Hence 0.>11y GL(n,U) acts effeotivel"y 
on j2 (A{~) and then the number of minus signs is clearly 

invariant. 

Cor!mk 1 (Cuspoids): By: ,sapa,xBtiD8 e DOD dege,Del:ate quadratio. form 
we can assume, that n=1. Sin.ce oodim f ~ 6 we have det f~ 8 

) r ~ t, ~ 
(4.2. T~us f ~ j f = ~ ax say. Let k be the 

~3 L k 
smallest index with a~~~O. Then A (f) = <X~\1~ = J...(1- 1 

and SO J.,{~~.Nf1' .6.(f). By 3.5, f is k-determined,Le. 

f 'J... a~x~ If k is even, then the substitution xt-----7la0~.x 
show that f:V ±x~ if k is odd then x ~ lalrl.\~5gn ak, .x 

shows that, f Xv xlt. Hence 
"'-1"3' 'foG" c,.". ~ ·f'V X • ±.x ,x ,t,x .x .:!;:.x • 

Corank 2.: Once more, after removing a non degenrate quadratic 
~ . 

form, we can assume that n=2, i.e. f (=f(x,y») E. JA..2.' By 6.15, 

oodim f ~ 3)1.e. codim f = 3.4.5,6. 



~o-: 
j3f is a homogenenous polynomial of degree 3 (since j2f • 0) 
in two var~ables. thus corresponding to an inhomogeneous 
polynomial '1 one variaQle which factors over~. So j3 f can 
be decompos~d (over C) into ,the linear factors 

(a1x +-b1y)(a2x + b2y)(a3x + b3y), 

and this decomposition is unique up to constants. 
We consider four cases: 
1) -the vectors -{(a(.' b(,)J are pairwise linearly independent 

over C 
2j two of the vector~ are linear~dependent, the third 1s 
independent of the first two; 
3) the vectors are pairwise linearly dependent;, 
4) j3 f = O. 

Case 1: 

a) the t8.tJ and [bd are all' -rea.!. Under the trnnsformntion 

x ~ aix + b-1'Y , yr----} a2,x + b .. y 

we see that_ j3 f (x,y)",-, xy(a x +. by) with H,b~O. 

[ a1 Pi) 
{for if A denotes the matrix o.t b.t , taen 

ax+by = Ca3Ibs),J\1(;),i.e. (a,b).A = (a$,bs ) and if a .. O 

then (a2 ,b:!,) and (a,J,b,,) are 'linearly dependent). 

:Now xy(aX+by) x., (1/ab)xy(x+y) (by (x,y) t--., (ax,by») 

Now 

and so 

Then 

-1 ' 
~ xY(X+Y) (by (x,y)!-'--?(ab) (x,y)) 

~ X(X~_yL) (by (x,y) ~)ii(xrY,x-y» 
= x3_xy2.. 

= <3x2.._y2:. 2xy). and so 
',2 

= <3x3 -xl, , 3xt y_y3 , 2x:l, y, ~xyl. > , 
~ <'1_.3 ~ t) :5 

.- X,i/ ,xy ,x Y flo = J,{~ 

%,3 -xl is 3-determlned (3.5). 
r 1 I"' 3 .z 

f '" j f ."'" x -xy • 

b) not all of the 1 a\.} , ib,,} are real. Sinoe j3 f is real, 
the factorisation must have thE form 
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(a1 x + b1y)(a~x + bzy)(a<x +'bzy) 

where a1 and b1 are real. Hence 
jog f Xv (a.x+by)(x,2.+y'~) 

r 
IV cx(x%+y<) 

~ x(xt,+r) = 
~ 2x3+6xy 

;:" x3 +y3 

(by a rotation) 

Xi +xy'Z. 
I 

( J ~ X+y) +(x-y) 

Then D..(xi+y!) = ,<3x2.,3y2.)tz. and so 

II A( Z 3) <.J.z ~ 3\. 1/: 
"'"1.2,. ~ x +y = x,x y,xY ,y 1< = ...tvl, .... 

and 60 x'! +l is 3-determined. Hence' 

f ~ j3' f :...- x3 +l ; 

Case 2: ~luflPo~e that (apb,,) and (a 2 ,bz.) are linearly 

independent and (a~,bJ) is a multiple of (az.,b<). Then 
the fHctor:lsation can, be arranged in the form 

(a1 x + b1 y)(a,2,x + bl..Y)l. 

where the t a,,3 and the t b~J are real. 
Tl.en jir'!.v xz.y (by (x,yh--7Ca~x+b.ty,a~x +b1 y» and 

t::.Cxl.y) = <2xy,XI>~ is not finitely determined (since no 

ilower of y alone ck be generated). Since f is finitely 

determined, tl!!.ere exists a maximal k for which jkf rv r-y. 
',Ie can uesume tilut jl!f = x2. y . Then j'r<.+1.f ~xZy~h(x,y» 
where h is a nomogeneoLls polynomial of degree k+1., , 

Applying a transformation ~: (x'Y)r-?(x+ ~(x,Y),Y+r(x,y» 
where <f' '\' are homo~eneous polynomials of degree k-1 q 2, 

we have 

,j~-+1(f" ~ ) = j~+1f. ~ = (x+~ f .. (y+ t) + h(x,y) 

= (x +2x <p )(y+ f) ... hex,y) 

= x~y + 2xy? + x~+ + hex,y) • 

• We can choose <p and r eo that the terms of h which 

are divisible by xy or x~ vaniSh. Then we have 
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jllz+1(fo ~ ) = x~y + ay~f1 (afa). 

Now -l. (x2.. y + al+l ) =: <2Xy,x1.+a(k+1'h:l!>t~ 
and so v£(~.ii (x~y + aykf1) = <xz.y,xi\x:f+bXylc.'X~y+by'k~'>t 

. 2 --«:+1 . ~ 

By 3.5, x1.y + aykt+1 is (k+1)-determined anti hence~o is i· 
Thus f x.., x2.y +' ay~t1 'Jv x~y ±: ykf1 (by (x.y)~( \n\<XI.'l.x, \at'~+1 .y). 

N9w .4 ~ k+1 = det f ~ (codim f) + 2 ~ 8. Hence we have th~ 

following possibilities: 
k 3: f ~ x2.y'!:)!lf.~ :t<x~ + 

k = 4: f ~ x1..y'!:)!$" . 

k = 5: f ~ x2.y'!:)!'!.v~(xz.j + 
6 '~:i'.If. $" (, k ~: x,y,y ,y ,y ,y ,y ~ .. are linearly independent in 

JJ..~/ 6. (f) and so codim f ~ 7. 

Just as for the case where f .has corank 0, one oan show 

that the minus signs cannot be removed. 

Case 3: tf = (ax + byf , a,b real. Then if (a,b) and 
(a,b) are linearly independent, the transformation 

f : (x,y) r---? (ax+by,ax+by) 

,g'ives j3(f.~) = j3f.~ = x 3 • 

x:! has infinite codimension and 130 f is not' 3-deterrnined. 
We can assume that j3'f:: x3 and choose k maximal so that 

Ie r" S 11.1 3 j f,~ x. Then j + f = x +h(x,y) where h is a homogeneous 

polynomial of degree Jc+1. If 'P is the transformt'\tion 

(x'Y)'I--7(x+~(x,y),y) where f is homogeneou.s of 
d.egree k-1 ~ Z, then 

j~t1(fo t) = (x+tjI l + h(x,y) 

= x:J + 3x.zt + h(x,y). 

Now choo!,!e f so 'that the 't;erms of h which are divisible 
by x 2 vanish. Then 

jl<.+1(f~ 1') = x 3 + cxyk. + dy~'\1 «c,d) ,;. (0,0» •. 

a), MO: Applying (: (x,y)~ (x,y -l~+1~ (£ x) I we get 

• 



j'r<,1\ (f 0 t o·~ ) = x~ + cx( y -l~+~ ).L X)'ti + d (y -lk~~)cL xft1.' 

X3 + CX(y\e + X'?1(X,y)) + d(yh1 - (k+1)y _c._ x + 
lk4-1)ct 

+ xAI'< (x,y)) >. 

where p~ ,P< are homogeneous po1-ynomials of degree k-,1 ~ 2 J 

= x3 + cxyle. - .cxye + 3x.2 P(x,y) + dy~-I1 

= x3 + 3x<P(x,y) + dykt1.} wh,ere' P is homogeneous 

of degree ~ k-1. , 

Applying 1: (x ,y) ~ (x-p(x,y) ,y) we get 

j\(~1(fot.\. ~ ) = (x_p)3 + '3x~p(x,y) + dyll{-I1 

= x 3 + dy \(+1 :.... xl' ±. y ~+1. 

Now l:l (xl :!:Y ~+1) 

.h{.z • D. (Xl ±'yKt1 ) = 

= <3X~, (k+1)yk~~ and so 

<x3'Xy~'X~y,y"'tl>t-2 2 ~-+1 

and so r ±Yk-t1 is (k+1 )-determined. Hence 

f !:.., x3±'y~+\ Since 4 ~ k+1 = det f ~(codim f) +2 ~. 8, 

we have the following possibilities: 
k = '3: f A.., Xi !JIlt- 1:.. "!:;,(r+yli). 

k ~ 4-: x,y,y'l., --. ,yk·<xy,xy.2 ,' ___ ,xylt., 

endent in JA.n/ A (f,) and so codim f = 

b) d=O: Then j~+"'Cf <> t ) = x3 + cxylt 
r z· Ie. 
"v X ±. xy '. 

Then <3X2.V 'w. ,kxy~-1 >f~ 

are linearly indep-

1+2(k-1) = 2k-1 ~ 7 

(o-/:. 0) 

k = '3: x! ±.xyl!:.- x 7 +xy3 1s 4-d-e:term1ned by the, following 

Lemma (7.2). Henoe j~f~ X3+xy~ 1s 4-d7termined and so 

f ~ x3 +xyl. 
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k ~ 4: we consider, l'.+zf = x3 +xyk-+P(x,y) ) where P il~ homogeneous 

of degree -2. Then 
jk+1 A~1') = < l, .. 1 'C>t • jk.~16~ )J;~i 

= < ~ j~~1', ~)' jk.+~>J~k!,-I1 

=. <3~±Ylco+},~ (,X,y). kxy~-\ ()~ (x'Y»;~fi • 

If <i~)' '/:0 then x,y.y2.,:1 ,y+,xy, xy2..,xy,'5 a;r.:EI linearly 

independent, in j ~+'\ j.(,J. /j ~1 D.,(f:); 

if ~~)' =Q then F = 1?(x) = ax~+2. and 
, 2. :; ~ $ + 2. ,Z x,y,t ,y ,x ,x ,x ,x~.xy .x~ , 

are linearly independent. 

So codim l' = dim ..vl,d 6. (f) '? dim jI:!.11 .. U2./jkj1~(f) ~ tJ. 

Case 4: j3'f=O and so IE"«'~. i.e. A (r) c; ~~ ~ 
~(1') is g~nerated by 2 elements over f~ I ~~ by 4 

(the homogeneo'us monomials of degree 3) which are independent 

over t. Therefore dim ..(t(i I A (f) ~ 2. Hence 

codim f :: dim J.i2., I A (f) '" dim J.J.:{ /.M.~ + dim ..«! / l::. (f) , 

~(~) -1+2=7. 

Q2.rank ~ 3: :By lemma. 6.15 we conclude that <:;odlm f 1fJ 7. 
~u!l 'tbetheorem is proved. 

Remark: One could continl,le the classifioation (see Siersma [1.5] t 
or the papers of V.I. Arnold). In the next step onlll finds' 
the g~rm 4y~-xz2.a1x2y -a2x' with 27a22 - a 1; ~ 0 , W~ich is 
:;-determined and has codimension 7. 'Furthermore 8.13/ a2 2 :t E\ 

an in varian t under SInOO th c:oordin8. te ohange, so th e 
classification becomes infinite from codimeneion 7 onwards. 
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is 4-determined. 

Proof: I,et f (..,t{2. with j4f = x!+xy3. Then we can write 

f(x,y) = x$ + xy5 + R(x,y) with R ( ...«.: . 
Put F(x,y,t) = (1-t)f(x,y) + t(x~+xy3) = x3 + xy3 + (1-t)R(x.y). 

Note that in t:he proof of 3.5 we employed the inclusion 

J,{~ <; Ji.", < ~ ~x" ... ) ~f&,< > l! 
, n (j'\Hl 

to obtain the family t r\:5 in a neighbourhood of to ~ In 
fact, we only used the weaker incl':lsit>n: 

/J I?~ 1 ' j.,( < ~~ J ~ ) 
..IVl.11 S "', 2J~)"- I ;>?(., t Yl+1 

and we shall now verify this fox: .0.=2, k=4). :By Nakayama's 
Lemma, it is sufficient to show tnat 

..M: <; Jt(2 <?>~3X»)%j>~l 1-).(; .. 
dt dE' . < 1»<) iJ~ = <3x~+y3+(1-t)g(x,y),3xy~+( 1-t)h(x,y»'3 

'O1<>,.l ~'R,t 

Now, 

where g = ~?( h = ,/'a'j 'and so , 

.M.2. • <~%'?(}~)3 = <3xl +x~:r+( 1-t)xg(x,y)',3x<y+y4-+( 1.:"'t)ygeX ,y), 

3x2.yZ +( 1-t )xh(x ,y) ,3x y,.:r +( 1,..t) yh(x ;y)1 •. 

Hence we obtain the following '~leirlen.tS (mOdJ,.t~ . .aO lib41 t.:w~ ignore' 
terms of ct~ree ~ (.): 
3x~+x:tl' and 3xll..y3 '- hence x.lf. ,x~y'! ; 

3xy4 - hence xy~. , 
3 xl' y+xyJi. - together with 'xylf' this gives x'5 y. 

lIence we have obta.,ined a, generating system of .)(: 
....... ,with 

the exc€ption of y$'. now all terms of order 5 in 
(1-t)Xh(x,y) are divisible by x and so can be removed 

wi tn the gener!~tors that we already .hRve. Hence we obtain 
xz.yz. an<1 this, together with 3x2y~+y; gives ,'1< 

", 
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7.,. Corollary: Every germ fE,..M. 1 of codimension r 
right eq~ alent to X~4 and its universal unfolding is 

is 

given by 

~: Adapt the proof of 7.1 - corank 1. 

7.4. Corollary: Every germ f €. Jt(.z. of codimension ~ 7 is 
tight equivalent to one of the list of 7.1 (for n=2) or 
one of the following germs: 

codim t 
7 :x:~ +~ 

7 :Jq~+x~ 
7 ~x.z-x; 

7 +(x:Z+XS) _ 1 .l 

.universal unfolding 
x~+X~+Y1 X1+Y.z.~+ . - -. +y",x~ 
x~ x~+xi +Y1 x, +Y.1 xz +Yl ~ +Y.lj x~ +Ys x;+yc. x! +Y; x; 

:2.. ~"... ..s ? X1 Xi -X..t+Y1 x1 +y~x2.+Yl Xz +Y4 X.t +y~ x~ +y,.lC,l +y~ Xl 

:!:.(~ +Xi)+Y1X1 +y.(' X,e +Y3'X: +Y,ljX; +YS X1 X,t+Y ,x1 x~ 
J +Y .. X1 x2 ' 

~: ~onsult the proof of 7.1 with the further restriction 
~2. The first germ comes from corank 1, the next two from 
cqrank 2 (case 2) and the last from case 3a). 
We have shown that the next germ in corank 2, case 3b) has' 

codimension ~ 8. Thus it only remains to show that in \., 
case .4 of cora.nk 2. a:ny germ has codimension ~ 8. This can be 1'1 

done by decomposing ~1 
ltf ::: (a1x+b~y}(a%x+h2.y)(azx+b.1'y)(a4x+b"Y) 

over ( and proceeding as in the proof of 7.1, corank 2. 

It t.urns out that the germ with the lowest codimension is 
right equiyalent to (X:l:!:'y~){X2+ o/y~) ( 0( 1:0,-1,1) 

and that ~ is an invariant under linear transformations. 
This germ. has codimension 8 and so :for codimension. > 7, the 
classification becomes in~inite. The proof of this. fact is a 
tedious. repetition of by now familiar techniques and is left 
to the reader. 



7.s. lie now examine the question of the number of Ln-orbits. 
We shall be mainly interested in the orbits of germs f 
which have codimension ~ 6 (and so are a-determined by 4.?). 
f is then equivalent to its '6 -jet and . 

f 0 LVI = (j 'i. ) -1 (j g ~ • t ~) 1\ J,{, Yl •. 

I 
We shall therefore be mainly interested in the number of 
TJ~-orl:lits in J' = jg(..t{l'\) <; JJ . 
a) The open subset j8(...t(~)\, ji'(..«.~'). is an orbit. For if 
f ~ .Nty\\.-l(~ then f is 1-determincd (3.6) and so f!v j"f. 
j~f is a linear form on fln and so is ri~ht eq]l.ivalent 
to x1 say. 
b) There are n+1 distinct orbits cOlll:listing of equivalence 
c lassos of non degeI~ute quadrutic forms. They are irnmersive 
8ubma.nifolds of codimellsion 0 in ji(,h(~) (4.6) and so 
have codimension n in J. 
c) The orbit~ of corank and codimension ~ 6 - aCQordir~ 

7 1 t 'i t .:I 4 5" " :r f to . Liere are lL ne ypes. X1 ,±.x."X1 ,:!:.X "X1 .±.x1 • The remain-
ing (n-1) variable are contained' in non dtf:gener~te quadratic 
forms. There are n possibilities and this gives a. total 
of )n orbits whOf:!e codimensiont:! can be read from the list 
in 7. 1 (add n) . 
d) '.rhc orbits of coran.k: 2 and. codimenslon ~ 6. According 

• . ' .. 's't "''1. ~ ~ !' 
to 1.1 there are ·eleventY98s: x,+x~.x1-x1x~.±.(x,X2.+:x~~.x1x.2±'x..l' 
±.(x~ ... .x1).±.(x~x~+xi).x~.+x,:x:~. As in b) one obtains 11(n-1) 
orbits '~lolile codimensions can be read from 7.1. 
e).thE:: remaining orbits w.r.t Lil'l in J are contained in 
2.~ :: j f (2:1 ) since their elements have codimension 'i7. 

8 
7.6 We shall now -decompose Ll- , the Bet of all 8-je t:s of 

germs of codimension ~ 7 in~~o fini te~y tIlany disjoint 
immersive submanifolds. As we have a.J.j;E;ady seen this cannot 
be done using orbits (since there are infinitely many o~ . 
them), so we shall a:tteml't to produce as simp~e a d.eco~posi tfon 
as pOBsi ble. Our aim. is that each of these m.anJ,.folds has 
oodimension (in J) higher than the maximal oodlmension 

app.aringln 7.5. 



This is pos~ible only in the case that n = 2. In case n ~ ; 
there will one type ot manifolds with codimension n+6, and 
we will be to.rced to add the' orbi ts of the garms of codimension 
6 to· this decomposi tion here to obtain a decomposition of 
satisfying all requirements. This distinction in codimension 

will be essential in ·f3. 

~! a), First of all we consider the subset of ~r ooneistine 
of the 8-jet~ of germs with corank 1. By 6.14. every f 

with corank 1 is ri~t equ.ivalent to 
g(x1 ) + .f €~x~. \,cz _ 

If j~g" q, then f is right equivalent to a germ 1.11 the 
l.lst 7.1 - 'hence j! f~ 2!., Thus Jig = O. The !'let of z E.L:~ 
with corank 1 can then be decomposed into the n dititinot 
orbits of non degerate Quadratic forms in n-1 vuriableA. 
The tangent space of such an'orbit has the form 

, ,TJ1~(jff.rJ~) = jf(../(Yl.~(f)) 
by 2.12 and . A (f) = < X,z 'Xl' '" 'X"'>t = ..(,{VI-1' en. ll(lnce 

: Ii II VI .<. '-C/l..,. ACf) = ""\.n· ...{{tl-1 = (X'lx.t'" ,x" X'n ,-N(h-1>~ • 
• . "VI 

The oodimenaion of the orbit in J is 

. dimXj ~ (.,.t{)t ) / ~ Ii (..t(". A (!~ = dim ~.A{V\ I"('{~ ) / (...u", • A ( r h...tQ.h(~)1 
, = dim[~/(.A.{Y\.A(:r) +J,{;)] . 

= dim ~t1 Ie < x'IX~' .-. ,X1 )()\ I -«~-'1~ +J.(,~») 
and fx.f'.' .~,x~.x~. -0' ,x~J is a basis Por the lftst sp,tlce 

over . ~ Hence the codimension is precisely n+7. 
b) w~ now consider the subset of ~J oonsisting of S:"'jets 

of germs with corank 2. Then for suoh an f 

with 

:r(x1 • -.- ,x\'\) '" g(X1'X~) + 

19, = 0.: We c~naider the four 
proof of 7.1. 

,.l'I 

~ ~'X~ 
\,01 \,. " 

cases investigated in the 

~ 1: a) and b) produoe germs in liat ".1 and so jt:f'~:Z:::. 
Cp..se 2: Since f€ z'';f. jltg~~X~ (k=3,4,5.6) - otherwtee 

we would produce a germ in the list. In partiou.lar, j' g!:.. x~ x.( • 
Consider ~he n-1 orbits in j'(~~) generated by 
ll· '"' ~ " 

x1x~ + ~E~x~. Then 
1."1 
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.6( j"f) = <_2X1X~,X~ .X3 •• _-,xY\) and so 

v1{\1' .6. (j' f) = <x~X~ ,x1~ ,x~ ,X~x~. -1{" • .Al."·Z >t . 
s .~ ~~ 6 h 

The elements tX1'·- , X '1\ 'X1 ,Xi Xz ,Xot ,X~, ••• • x~] define a --

bt"i.si~ for .Ail'l/C..t{h' cd j 'f) + --K;) and so, just as in a), 
each of these orbits has codimens~on n+7 'in j'(J{"I)' 

Now cOllsicl.er the canonical projection 1';,: : j'i(--KYl ) --? j'C.kL\1 ). 

For the pre images under '"[,~ of these n-·1 orbits in j-~(,),{,,) 
we have 

( i)- 1 « ~ ~::t ) " ) « 2. ~ :t )' 1- ~ 
"1(" x 1 x.t + ~ tLx" • Ln = x1 x<. + .Go t"x" .L",»)( ..(,/-i{n "-3 VJ 

and these pre images have the same codimension in j"(.u~), 

namely ll+ T' These are the n-1 immersive slolbmanifolds 
ill which we decompose the germs of case 2. 

l r .. ~ If. l'"'"$ , 
Cn.se :3: j e:;v x:j' • Since f E ~'f we have j g "V x, (otherwise 
we produce a germ in the l.ist). N;ow consider the n-·1 orbits' 

• VI' 

generated l.Jy thcgerms x~ + ~ e,",x~ in r"'(.1{I'\)' 
I.~S 

A(j""f) = <:3x~,x3" ---'Xn)~1\ and so 

J,(VI' A (jAf) = <x; .x;x~, A{II' ~~-~ ) tYl 

t~ 1 t { .~ ~ :J 'f, . .2. 3 1-and de e emen s LX~' - •• ,x".x~.x~,X.l,lt2.X1x~,X~x2,x1x~J 

define I:l. basis for .A{)d(.A(~.&(j4-f) + ~!). Hence these 

orbits have codimension n+7. 'lhen we decompose the germs of 
case :3 into the immersive submanifolds formed by the pretmages' 

( "\ )-1 « _~ ~ :t) 4-) - ( 1 ~ :z. ) 4 tIS/, 1C Sf x1-+ ..2. f"x" • Ln = x1 + , !,,~ . L", X NL", -4{¥l 
"=3 "'-3 

of these orbits. They have codimension 11.+7.' 
~ 4: j.3" g = O. Hence j3 f .t t3 G"x~. Consider the' n-1 o.rbits 

generated by the germs ' :2 ~,,~ in JS( J,(rt). Thee 
~-3 " 

D. ( j3' f) . = :( Xj, .'. ~Xn)El'\ = .J.A.\1:~ and so 

J{ . e:.. 03' f) = Ji ..... 4 The elements 
Y\ ~:LJ t :L 3' > 

(x.". -x", x" ,x4x.liI ,~.t ,X".j ,x1 X.z ,Xi X,z 'X2 
. , . : '4 

define a. basis for ..iJ..v..!( JJ..'rI' A( j3 f} +.1,(,,). Hence each of 

these orbits has oodimen~ion' n+7 in ji(J,(I"I)' Once again. 
we decompose the germs of case 4 i~to the p~e~~age8, under 
the projection 1C~ , of t1!.ese n-1 orbits '- they ~e, immers1ve 

eubmanifolde of codimene1on n+7. 



8 
C) We now' consider the subset A S ~"l- consisting of the 
elements . corank ~ 3" This set is empty for n ,,2. 
We 'claim that A isa finl te disjoint union of immarsive 

sUbmanifolds of codimension n+6, ifn~;. 
To see this let f E)A~ ,with j8f to A )i.e .wi th corank ~ ,. 
Then j 2f E J; and j 2.£ is a degenerate quadratic form of rank 
n - j (which ma.y be zero). In the L~-orbi t of j'l.f we may 

find a qadratic form which looks like 
, . ( )1' r , ... 11.. 

q x1 " ",xn .. -x~ ••• _x"....). 
Its matrix is of the form (!4." 0 

O:!:~o. 
, '0 

where ~~ number ot minus. signs in. the'main diagonal ie a 
L:-lnvarjjant of the orbit. 

, t 
,', .. N~ let q I be near q in J_. Then the matrix of q' looks l1kl!l 

, (~t ci), where A and 0 are symmetrio and det It. " O. 

Then rank.ql ... rank (~t ~) ... rankL~tl~1 ~) (~t ~) 
A":s ) 

_Bt.(iB+C • 

So rank q I = n-, .. rank q Hf C .. Bt~"B. So to stay in the 

same rank class one has to suppress the free choioe for 
the entries in symmetric a, i.e. one has to Buppress if(f+1) 
varlaOlss. So the oodimension of the orbit jl.;t.' • L! is 
i!Cf+1). There are fin! tely many orbi tsin J;. 
If.1f~: ja( J«oi> ~ j 2CMI'} de:aotes the oa.non1oal projeotion 
"truncate", then A is the disjoint union of the inverse , "\. 
images under 1'1. of all the L .. -orbi ts of quadratic forms of 
cor~) :3 InJ1A.l.Tl',l.ese have oodimension 
. 1. 1 

n + 2'1(f +1)) n + "2 :3.4 '" n+6 in ll(JA.J,so the inverse images 
have the same' codimenslon in J. 

'7.5 For·later reference we'c611eotagain 'the 'de'oompoi1tions 
8 " '. ' of' J ,. j (.)Lit) into immerslve submanlfold.s, which we '11111 Ullle. 

If n - 1, then for any k tJ:te space jk( M..,,) oonsbts of ' 
fin! t'ely many orbi ts of o-odim$ns.1on , n+k"~ ... k 
and ~k~' .. {oJ-has oodlmension .,+ k llw+4 • ' 
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If n := 2 then the open subset J '\. L~ is the disjoint union of, 
the finitely many orQits of codimension ~ n+6 listed in 7.3. 
~: decomposes into finitely many submanifolds of codimension 
~ 'n+7. listed in 7.4 a),b), since the set j\ of 7.4 c) is 
empty. 

11 
If n ~ 3 then the open set J '-~, is the disjoint union of 

I 
the finitely many orbits of 8-jets of germs of codimension 

" 

~ 5, which are immersive submanifolds of codimension ~ n+5. 
~: decomposes into the orbits of 8-~ets of germs of ' 
codimension = 6 and into the finitely many immersive sub­
manifolds of cOdi'mension) n+6, listed in-7.4. 

Re:nark: Mather has show:o that an orbit like our~ is indeed 
a proper submanifold, since the group actions here are 
algebraic actions of algebraic groups with special properties. 
We will not need this result, we ~ill circumvent the arising 
difficulties in §9 ~ith a simple trick (9.4). A proof of 
the result may be found in Mather, ,stability of c--mappings V, 
Advances in Mathematics 4. 
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§8. ~~F~?HE GERM~: 
8.1-0 Let ,.:. f' ) be a 'universal unfolding of i (. j,(~ 
l.et f' : a Yl,\¥, ~JB represent i'. Put 

'", ..... 
) l'I+r 4 ~/ '() ~ ~J, ( ) M~:= l(x,y) E. IR : ~'X.1 x,y = .-- = ~?(1'\ x,y = 

~+r V" , 

Denote by 1\:r.: JR ~ R the natural projection and 

Then 
'Xfi := ltr\Mp : Mr~ ~r , 

OEr.1f' since f€ ..u~. 
is defined to be the germ L'Xf'Jo of XV', at 0 'X}' 

tUld 

o} . 
put 

and is ca~led the cataatrophe germ o! . f ' ,tie cO.n regard 
?(r' a~ mappi:w; Mpl 'into B r' where M~' is the 

germ of a, set. ''Xf' depen:ds only on f', not on f'. 

JJ~ 8.2. Lemma: ,If f is an element of ./fl." with cod i.m f "" c. 
then there exlsts a (standard) universal unfolding (c.f') 
of f so tna,!,- 1:h.re ' .1s a d1:t'!eomorphism from M F' onto IRe.. 
Proof: Since' fE.J{~ .. ~ (f) 'S){~ •. Choose n basis 

fu~. --- .:ue.3 of·-M..", mod A (i) so that. 
. . ( ) _ (' x J ( 1 :( j ~ h) 
uJ x - 1 a monomial 'of degree ~ 2 otherwise. 

c 
·Then f' : (x.y) ---? f(x) + J~ Uj'(x)Yj 

is a universal unfolding (6.1'2) and 

'~~; (x,y) .. 0%')( (x) + YIJ + i YJ ~~ (x) • 
. '5lXi. \.0 J .. 1\+, l:< 

Consider the smooth mapping 'Y = ('\' t )~'1 : all x. 1R"l1 ~ IR Yt 

where "'~: (x" -•• ,x\'l'Y'I-It' - .. 'Yc.)t-? -~~". (x) - i YJ' d'~ (x). 1x~ J'~ll »G 
T~en Mf , = t (x,y) : Y~ = r~ (x'YYlt\' .-- 'Ye.)' i-=1 ... ·,nJ' ' ~ 

and 80 is the graph of t. The graph of a smooth mapping 
1s a manifold which is diffeomorphic to the dom~in ot 
de:t1nitipn. in this case 'IQY! x .t-Y! _ ,e". 

8.3. Consider.the situation of 6.13.3»)1.e. f is u serm 
in J(~ with wni~ereal unfolding rex) + g(x,y) 

. Ie. r-. . 
defined on IR ~~ and q. is a ~on degenerate quadratio 
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form in'separate variables (XR+1 ' --- ,x\'\). Then the universal 
unfolding of f+q is f+q;t-g. 

IJemm~: 'Xh& = 'X.~~'~4-~. 
Proof: ':li thout loss of generality, we can ,assume that q 

11<1:3 the form +x: + - - - +X~. I 
- ",41 - - \'i 

If we write x = (x ,'X)E. ·.a:fxlli'~~ then a simple calculation 
shows that 

~~rg) (x,y) = C>~~~) (x,y) (i ~ k) j 

O(f+q+g) ( ) x,y = 2x; ox" v 
(i > k). 

Hence M~+ 0\- = M~~~ ,/fo] 
diagram: t ~ d 

and we have the following commutative 

IR Vltr· 1i:r 
) flr 

> t 
1R'~t\" "tr ) ~r > .. 

1::1.4. Lemma: Let (r,f') and (S,f") be unfoldings of fE.A.~, 
and let (q, ,~., E.) be a morphism from (s,f") int.o (r,~'). 
Then :1<!~\\ = <\>1(r.:I~1) _ 'and ?(r'\ is the pullback of I(f' 
wi. th respect to ( cp ,~ ) J i. e. we have the following commut-

ative diagram: : 
B"+S ~ > ·.al'ltr 

VI ~ 

Mf" - - ~ M~' 

?\~" t ~ . ir 'X~' 
'lt~ - ) 

~: f"(x,s.) = f'(<P1(x,z),~(z) + t(z)) 
1 -

where q>(x,z) = (~(x,z),<\>(z)). Hence 

o~, (x,z.) = t(·o<P~. (x.z))(O~x (4) (fC,Z) 
(l;lG" II~Xc,. J.. ~ 

Jacobi matrix of 't' 

Now the latter matrix ia regular for z ~ear 0 (since 

D ~(x,o) = Id) and so 
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\I 

(x,z'EMF,\ ~ ~~,,(.(x,z) ,,; 0 (i=1.···.n) 

~ ~{~~( ~ (x,z.» = 0 (i .. 1, _ •. ,Y1) 

~ <p (x,z.) E M~\ ) 

I.e. M~_ == <\>~(M~'). 
The equat.1on ?(t'·.,~ :"~.?\F· 
eq1fality 1Cr.~ = tpo1i:s 

follows by restricting the 

to the appropriate germ.of sete. 

8.5. If g,,: (1B1'\.p~)~(I;(",q,,) are smooth germs (i-1,2), 

we say tha~ @4 is 'equivalent to g< (written giN g~) 
if there exist germs of dif'i'eoltlorphtsms <p ( B Y\ • Pol ) ->( ill1. p~) 
~d '\' i (It'',q~)----?(R-.q~) so that 'YQg1'" g .. -q, 

(there will be no conf~sion with' the equivalenoe used in §2). 
This i. the equ.ivalence relation ilsed in §O. Str10t.ly 

spea..dng, we . cannot ap,ply it to '?(t~ and Af- sinoe j\T~' 

and :'1~" need .not be :n~ifolds. We shall therefore oa.ll 

the two germs 'X~I and ?(f" , defined on the germs Mr, 
and M f~ " equivalent if one can ext,end them ,t 0 germs on 
open neighbourhoods in Ii "It and . Ie l1li • so that they are 

8m~oth and equivalent in th~ above sense, using a ~ 
which restricts to a bijection from MF' onto Mr". 

, 

I 
8.6. CorOllary: a) If f€'J{! and (~,~,f...),: (r,f')~(r,f"~ 
1s an . .!sOIDorphism..betlWeen gnfoldinge of f.t1beD?<~' N Xr" i 

(in the sense of 8.5); , , • , 

b) if, (r, f ' ) and (r, f i:, ) are versal unfo ld.ir+gs of r; 
then. ?(t'''-' ?(~. ; 
c)' if (r,f'), (s,f") are versal unfoldinga of f with 

r ~ a, then i(~'1 "v 'X.~I X. Idif-r: 

d) if f,g E. MYI and. f l...g (I.e. ,f is right, 8Q,l1ivalent 
to g in·the sense of 2.4) and if (r,fl !)" .and (r,g') 

are veraal unfaldings of f and g res p., then ?(f'''''' ?(~, • 
~: a)' See 8.4 (<p' and ~ provide the dHf'eoinorp'hibMe 
and It.r , 1Cs the extensiona)'. 

b) By 6.12 (r,f') and (r,f") are isomorphic - now use a). 
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c) J~et (s,f') be the trivial extension o'f f t , Then (e,f') 
is also versal (because'there is a morphism from (r,f') into 
(s,f') - cf. 6.11 or 6.12.c». By b), (8,f')rv (o,f") 
and we have the following diagram: 

~ M(s,~') = 
'Xls,nt 

---~~ rl 

d) Suppose that f = got (t E TJI'1)" Put f" := g'o(y>< Id~t). 
Thol. f" \eY! xt()3 = g' \ jRII xior't = g 0 'C = f 

and so (r,f") is ,an unfolding of f. 

diagra.m provides an eCluivalence bet',/een 

~~~r X x \eL :> ~'''+Y'' 
UI \ VI 
M - - - - -) 1'1\ If' fl' 6 

t "Xf " ?\g' 1 ' 
Jir" 11'" 

The following 

'Xg1 and ?(~" 

, . 

Now Cr,f") is versal ~d so by b)", ?(t''''?(~' :- hence '?(~I'V'Xr''V'X.f' 
(Proof tilut (r,t") is verssl :'1:et (s.ft'1I~) be all,' 

unfoldin,! of f. ''1'hen Cs ,g' , I) is' an unfolding of g 
where g I I, : = £".1 0 ("(:.1 X IdB'~)' Hence there is a morphism 
(<\>,,~,~) : (s,g''')~(r,g;t.). Then 

'(('LX IdlRr) 0 po (,(-1 X IdlRr),~,€.) 
isamor;;>hismfrom (s,f"') into (r,f"»; 

8.7. Theorem: If f €. J{~' and ?\~I is the cati.s1;roph,e germ 
of a universa.l unfolding (f f then, up to eq.livalence in,the 
sena:e of 8.5 and the addition of independent va.riable as j,. 

the j,ll'oof of8.6G.)'Xj:,'depende only on the ri~t equivalenl" ~ I 
class of f. In additio.ll, 'Xfl i~ independent of the I:l ,gIJ 

of f and of ,the a.ddi tion of ,a. non dea;ener~te quadratic , 

form in new variables.· Hence we .ca,n ,write I\r' < instead pf. 

')(SI ). 
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~: B.b Id <.3. 3. For the statel.Qent about the sign of f 

note that l,,_~, = M F I and $0 'X.~, = ?(- F' • 

8.8. 'fheorem: If codim f ~ 6. then there are precisely 14 

distinct cG'.tastrophf..germs (which arise from the universal 
unfoldings listed in §7) up to. equivalence and the addition of 
new variables. 
These are called the element~\ry cats.strophes. 

§9. GLOl.I.ArJ~.:':i~: ~ ;In 

'3.1. £he '.Ir. i. t:~ey to JO logy: Denote by. C (fl t. IR) (rl~'\ p. 
C Ie. (~".IR ) the sllace of s'mooth fu.nctions from 1R1I\o into IR 

(resp. the space' of k-tim6S cOlltinuoll.sly diffel'!mtiable 

fWlctions) 0 'If, f€ Cll!., th~ functioll Jltf: \R1fI._'-7 J~ 
is defined bl j'.tf@= j ltU(.-lC)] where J~ io3 the apnce of 
polynomials '9f degree ~ k in III variableB. \Ie orovLde 
the latter with a norm II l\ (e. g. the t'" -norm Oll the 

coefficients). ... ' £ '~, -)~ . 
vf 

For every strictly positive continuous function • 
and every r ~le. we put 

. - {f~ck (Ji'- .. R,.) : lIjle f (x)l\-o:E(X) for xE.Ie~J. 

If £ rUDS through, the family of all such fWlctions lind 

r thrqc1.gh the f.a.!!lilJ of integers leeR than k then WI" • 

obtain a zero neirhbourhood basis of Ii :~roup tqpol'ogy on cll:(e~"a) .. .: 
th~ "/hitney ci<..-tor010gy. Similarly, if we let r r.m., I 
thro'ug'h the positive inte,;ers we obtain a topoloSY on C-(IR~, (1li 
the Whitney cOO-tOPOlon'0 COO a.nd ale. ar~ topolo~iOQl 
rings but not topological vector spaces ~lnce sCl:I.la.r rnult:' 
ip.,lication is not continuous in the scalar va.ria.ble (see the 
,next Lemma) 0 

9.2. Lelll!!la: Let (f.,,) be f:l- seq,uence in a"""", fE-COO .• Then 
fYj converges to f in the '.v'hitney topology if a.nd only 1:f' 
there is a com;:lact subset K of It"'" eo that £'\1 II 'f 

outside of K with the exception of at most finitely many 
n's and f..,.,~ f uniformly on K tosether with all its 
deri vatlves. A similar sh.tementl:! holds for the !'lle.-topology • 

• 
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Proof: ~iince the tO o1010gy ;is. by definition, translation­
inv(iriunt, we can assume that f=O. 

Sufficiency: suppose that such a K exists and let V~ be 

a neighbourhood of zero. Then to:= inf t. (x) > O. . ~le can" 
~I nK 

choo~e N E: • .,. so that 

SV~ II jlefy\(x) \\ < Eo and I f\1!IR .... "K = 0 
ocE. le-

for . n~ N. 'l'nen f",E. V~ for n~l~. Hence fn ~O. 
Necessity: suppose that f", ~ O. Then fVl und its derivatives 
converge i.llliformly to z.;ro (choose a constant function E. ). 
Hence it suffices to show the existence of a K with the 

required property with respect to tile supports of the ifl'\~' 
Ii no such K exists, then we could find a sequence (x~) 

in if ~h. \I Xr\\~OI) and a s 14bs eq uence (~\") so that \ l' 'iiI" (xr )\> 0., 

Choo~e E: IR .... _> IR,... continuous with E..(x r ) < \f~Xr)\' 
Then the ::l14usequence lies outside 61' the neighbo,u.rhood 

V; of zero - contradiction. 

9.3. Proposition: C 1>0 ( 1!'>'1I\. , .,) i 
It\ '" S a Baire space in the 

Whitney C<>o .. topoiogy. 

Proof: We must show that a countable intersection of open, 

dense subsets is dense. Let.· U1~U~.--- be a sequence 

of open, dense subsets and let V be an open nei~bourhood 
of f ~ cO() ( Ef"'" , ,E1 ). . We have to show that V fI. n UJ . -F ~ • 

J'1 I 
By translating, we can assume that f=O. Given k~O and 
continuoils £: 1R"'"-7R ... (strictly positive!) let 

v,,~ .- tg~cQO( 1R'WI-,lB ) : njlc:g(x)l\~ f..("t)}. 

There exist k o; to suc.h that 
Ie -~ V,,: S V!o~ 'i V. We claim 

that there exist sequ~nces (fj) in Coo ( IR- ,·.R), (kJ ) 

(of pesi tiveintegers) and (e J) so that for each 

following hold: 
It. <--I la' I 

(Ai) f,i.EVe (\ (\ (fJ+Vs:)rlU.i,.; 
~I!.' J., " 

(.aU f1. +. VeI c:: U j.; . 
(ei) II jAo f,,(x) - j .... fi-t(x)\\ $ 2-.10 (i~1). 

i the 



We proceed by induction: since U1 is dense we may find 

f r vk• ~ U Since U1 is open, there exist k 1 , e1 
1 '" f. _ k.1 

with f1 +V"'1\ S U1, Hence :Ai and B1 hold. 

Having constructed the data for j=1, ._. ,i-1 we chock first 
It ~'1 Ie) ( ~) d thi t that f~ 1~Vf.~ {\ (1(fJ+Vf " (1 fL'1+V2-~ an so s se 

- " J>1 ,;I 
is open and non empty. Hence ~here is an 

" ~ ~-1~' U , ' 
flJ~V£., ~ ()(fj+Ve~)f\(f~'1+V2-L)i1U" 

J,1 ;j 

silice 

Since 

U is dense. Clearly fv 

is open we can find k~ 

satisfies Ai and C1. 
L 

U~ and E~ with 

-\.1 Bi holds. f~ +V£.: ~ Uv:' So 
The sequence (1::'J) 

on u.f'" and so 

conve~g~s uniformly in all derivatives 

g=lim f J exists (but it need not 
J 

converge in the Whitney topology) and, of course, 'jkg '" lim j\t;: f 
J 

h gE.C ""'( IOft,1R ) uniformly - ence ~ • 
Ie -Ita 

'Each fJE: Ve; by (A) and so gG:V~o (by pointwise 

') (k~) conv.ergence! • Then' f J' IS ft:+Ve for all j.>, i and 
-Ie... " so gE f(,'+Vf · ~ Uti by (B). Hence 

\-

g EV~· 
~o 

q.e.d. 

9.4. Let X be a smooth manifold, Y<::; X an immersive 

subman1fold~i.e. Y is a manifold and the injection 

i : Y -7 X is an immersion. (but not necessarily a 

homeo~.orphism into). Then Y has the following property: 

each point y E: Y has an open neighbourhood Uy (in y) 

which ,is a proper submanifold of X (take i(V1 ) where V7 
is a compact neigl~bourhood of y in Y sO that i lv 
is a homeomorphism into. Then U>, = i(V;) has the ltated 
property). 

If; conversely, Y~ X is a subset and. fOr each y ~y, 

there is "" subset U~'i Y (y E: U1 ) such that U)' is a i 

'proper submanifold of X of ~onstant dimension for eaoh y, 
then Y is an immersed sUbmanifold of X. Por we can provide 

Y with a manifold structure by past'ingtogether ~he'Uy~8 

via the transition mappings Id: U'! nVi ~ U)'I (l U1 , 
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Then it is clear that the injection i: Y--?X is an ,immer­

sion and the topology of Y is, in general. finer than that 

induced by X since the Uy '8 are now open in Y. The 

immersive submanifold is clearly uniquely determined by 

this property. 

9.5. Lemma: Let X.Y be smooth manifolds with .W a proper 

:3ubmanifold of Y. Let f: X ~Y tie a smooth map and 

x (X be sucn that f(x) (Wand. f (f, W at x. Then there 

exists a neighbourhood N of x in X such f ~W on N 

Proof: There is an'open neighbourhood V Qf f(x) in Y ---- ~ 
and a submersion "It : V~IR Irn.'..f such that VAW = It,-1(O). 

The fact that' f ~ W at x is easily seen to be ~quivalent 
to ~. £ being a submersion at x) i.e. in some local chart 

.abollt x in X, the Jacobi matrix of 11;0 f h~s maximal 

rank at x. But then this is true ,on ,a neighbourhood of x 

so that £ if. W on this neighbourhood. 

9.6. Lemma: Let X, Yb,e smooth ~an:rtolds with W·.a proper 

submanifold of Y. Let f: X -? Y be a smooth J;B.p' and 
aSSllme that f ~W, .on X. Then £-1 (w} is ~. ~roper sub~­
fold of X. 
~: It suffices to sho; that, for every' pJin.t Xt f-1(W). 

therl:~ is an open neighbourhood''''O of x' iriX so' that.. 

u 1\ [\ W) is a s u.bmanifol4. Let V az+d Ji:. be as in, the 
proof of 9.5. Then it-1 (O) =' it)w '~d 1\: .. f is a sub-
mersion on f- 1 (VnW) (eL 9.,). 'Now (i(>f)~1(O), = f~1(V)()f-I(W). 

and so [\V) f'I f- 1(W) is a submanifold of f-\V). Take' 

U = f-\ V). 

9.7. Lemma: "Let'·':X:,B,Y be smootthnani·f61ds;· with'W a proper 
sUbmanifold' of Yo. Let, 'j': B, ~'CO().(x,Y)-' be a mapping 

such that the ma'Ppi~gi "4> ·:"X>t!B~.yi: givertby ,I 

~(:lC, br =;:Hb)(~)"" ,", 
'<:p :(fi 'W • Then t'hets e't' . , "­

',,'\". 

is smooth and 
:,1._' 

"_j,:,' ',f tb.'~B--:'j(b);iflIWi}. ,r'",' iI,- ;,.'" 

is clense in B. I"~ q;'.!';':", ',: 

" 
:' f ,,,;" t .~. • l'o:,~, I,' '~) "'lJ~ ,~\ .t', • ~., -, 

."1 ,_ -,", •. , " 
" 
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Proof: Let Wcj>:= q:;-\W) <;: X X'B. By 9.6 Wt ia 3. 

proper submanifod of X)( B. Let 1C" Wt -;'> B btl the 
restriction to W ¢ of the projection X X' B' ~ B. We claim 
that if ~ is a regular value for ~ (i.e. either 

h ~ l\j (W,p) of b E. lC (W~) and It, is a submert:.d ~"l. on 
"It'i ( b), then .j (b) (1\ W. Th~n by the theoram of Surd (ef. 

t 4], §II.1 or [2]) the set of regular values ia denoe in B 

and so we are done. Thus let b be regular for 1C If 

dim Wt<dim B, then j(b)(X)/"l W = 4 . Ii' xE:.X with 
(x,b)€' W~, then l{j (x,b) = b but 1C cannot be Bubm~rf."live 

at (x,b)i Hence b is not regular .• ·In this caBO j(b) f1\w. 
Suppose that dim w~ ~ dim B. Take x e.X. 

then j(b)(x) ~ W and so . j(b) il\ W at x. 
assume that (x,b) E.W.p. Since 11; (x,b) -= b 
submersiveat (x, b) we have that. 

(T.l(,)("o<,\» T(><,I,JWq, = Tb:B 

If (x,b)t W4" 
Thus we carl 

and 1'C' is 

so T(o(,\)}(XX:B) ='T~b)W4> + TC'OC,b)(X xtbJ). 
N o~ ?-pply (T ~ )('0(,\,) : 

(Tep 't><,\.) T('(',\,/X X B) = (T'4> )(0(,1.) Tex/b) Wq, + (Tj (b»x T'>(X 

~ TJC'oJ(..q W + (T j ( b) )?( T:(X. 

By hypothesis we have 4> ';;i W and so 

, T,4>C~b) Y = T<\{~,t.lW + (T ~ )(x/bJ 'Ieo(,b) (X X B) 

and so . TJ(i»6<;Y :z Tj(b)(?()W + (Tj(b) )x:T?(X ) 

Le. j(b) ifi W at x. 

9.8 Put J .. j8(JL .. ) <; tand denote by P -lQi~ the partition 

of J in. the finite collection of immersive 8ubmanifolds as 
explained in 7.5. Remember that there are two groupe ot 
immersive submanifolds, divided up differently aooording to 

the cases n = 2 and n} 3. One group consists of orbits alone 
all ?f which have codimension ~ n+5 or n+6 respectively. 
The other is a mixed collection, but all memberS have oodirnen­
sion) n+6 .. 8, or n+7 respectively. 

The case n'. 1 is special. Here the theorem of §O is true tor 

apy r and the following proofs may eas11y be adapted. We will 
not comment on this case any more. 
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00 ( -n.(' & 9.9. If.fE..C ~, ,IR) we denote by 'j1f the mapping 
from 11.fl1"I'" into J ': ji(-t{,,) defined by .. , 

j!.f(x,y) = j~(lX'~ :r(x+x',y) -f(x,y)}d') 

the T~ylor expans'ion of £(. ,yl) l 'ttl. tRm ~! • 

of order a wi tnollt' cons'tant' term. 

Note that ,tj~fJ(~o; = j~ U{~~) in the sense of 6.6. 

9.10. If 

J , W'<;;. J, 

x <; lR Yl! I'" and 

then put 

tf E. C 00 (lEt' YHr, lR 

w 

j~f;n W at ee:ch 

'xCX n'(j1 f )-1(W')"Z. 
. +- 1, J 

We denote' J~:r . by J~ and .. ~n r 'by J.y.;. " 
If €. '> 0 is a constant. let 

for 

~hen this is a neighbourhood of zero since it contains 

9.11.~: Let W be an immersive submanifold of 'J, 

xc; IEl'ltr be compact and W' c;. W be a compact ~ubset (so that 

W' is compact in J als~). -Then J;'w' is open in COO(B'l·~. IR). 

Proof: Choose f in Jww ' and ~ ~n. X. Then either 

j! f(x) ~ W' or j~ f(x)€:. Wi and tpe matrix 

IT (j~ f) ,B J 
( n+B has rank dim J =. 8 ,I - 1, where B is a matrix whose 

columns form a basis of TJ~~(>() W. Since W, is closed, .. 
the above statement continu.es to hold for all X, E UO( 11 X whel'e 
U-x is a neighbourhood of x and all fIE coO ( IRIj~r, a ) 
so that jif'(x') is near.to j~f(x') for. each x'~U.c:(\X) 

1 g 
1. e. for eac,h f'~. f + Vf""x for some constant f" > 0 
(cf. 9.5). Cover X by finitely ma,ny U?S" If E. is the 

minimum of the E'XJ then f + v~)( I <; tfJw" . 

9.12. Proposition: 

of J. Then .:J", 
a residual subset of 

I 

Let W be an immersive sUbmanifold 

'" t f E C~ ( ~"H', IR) :' "j~ fif\W} .is 
C 00 ( IR 'In", IR ). 
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Prool": We have to show that J", can be represented as a 
;;;;table 1. ;ersec'tlo11 'of open dense aubsets. Choose a 
cover of W by open (in W), relatively compact subsets 1w~J 
as in 9.4. We can find a countable cover. Then each W~~ W 
1s compact. Next choose a countab.le cover f XJ" ~ of a1Mr 

)(.J X 
by compact. sets. Then ;'W = (I J ../~. and, by 9.11, each .11\'~ 
is open. It remains to show th~1 eacll JL'><;~ is dense. To ,l 

.. , L 

simplify the notation, we write X for XJ and W' for W~. 

We shall show that we can approximate an arbitrary l' ( CC16 

by functions in J:,.i' Take J = f'.M: 11 and coneider it 
as a space .of polyn~mial functions on e~tr. independent of 

the second.variable and v~iBhing at O. Let ~ be a 
• co \'1~'" C -function. on & with compact support and cal • 1 

on a neighbourllood U of .X in S..... For b €,J. let 

. t+" b. be the function. 
(t+ olb}(x,y) = f(x,y) + 4It(x,y)b(x) J (x,y)ES ....... 

If ~~ ~ 0 . in J (i.e. the coefficients ot b~ converge 
to zero), then' f+olb" ·~f in C OO (8. ..... ,& ) by 9.2. 
liow let 1>: U)( J --7 J be the mapping 

(x,y,b) I~ j~(1.'+olb)(X~y) = jr(f+b)(X,y) 

= j!f(X,y) + j~b(X) 
and let j: J ~ CIOO (U,J) be the mapping 

b, > j~(t+b) (:U ..... J). 

It .', is a relatively compact open neighbourhood of W' 
in W, then W" is a proper submanifold of J (cf. 9.4). 
We claim that ¢ ";fi W~ For 

j~(f+b)(X,y) = j~f(X,y) + j:b(x) 

and, for fix~d x, b 1--) j~b(X) is just the mapping of b 
onto its Taylor expansion at x without constant term. 
This mappirlg has an inv.erse. (namely. 'the mapping 0 t--;-+ j~ c ~)t) , 
for c €oJ.) and so for any (x,y) E fl*' the mapping 

b ~ ~ (x,y, b) '" j~ f(x,y) + j~ b(x) 

is a diffeomorphism from J onto itself. Thus 
<p : UX J ~ J 

is a submersion and so clearly transversal to WI' in J. 



~63- . 

The conditions of 9.7 are then fulfilled and we conc~ude 

that the set tb€.J :.j(b) = j~(f+b.) ti\ Yi" on UJ 
is dense in B. Then we can find a sequence (bn) in B 

cOn-llerging to O. Hence f+ 0/ bl'! ~ f in C ~ (~ ...... , .18 ) 

and j1(r+alb..I'I) iK Yi" on U, i.e. t+olbnE. J~. <; .5,:,;;;,. 

9. 1 ~. We would like to show that. .5- = () 1(;t) which 
Qt'V 

is a residual subset of 0 00 (aMI", IR) by 9.12J is, in fac:t, 

open. .1-~ is not open in general .(since Q is an immersive 

submanifoltl). Thus we have to choose another approac~: 

Let ~ :. { f E C-{lRn +r ,R) : j~ f(Rn+r )1'1 ~. - ¢ 1 in cas. n. 2. 

:. f f ~ C-{lRn+r ,R) : ;1: f(lRn+r ) I\~: - II 1 in c8:se n ~ ,. 
Since each Q 91- P wi th Q sr ~'~l (6,7 according to the two cases 

n • 2 or n ~ 'i we will stick to this notation from now on) 
has codimen8ion ~ n + S, 6 in J, a mapping from (tn+r into J . ' 
(for r ( 5,6) which meets z.,,~ can never be transversal. to all 

of the Q's in P. !rhus 3-s ~f • This argument can easily be adapted 

to the case n - 1, r arbitrary. 

9.14. ~: .)11 1s open in COO (~.Il+"' • B'). 

~: 'fake f in v{ . Por x€..al'l·~ j~f(X) ~2~,,,, : and . 

f 
since Z"t is closed in J ( 4 •. 4) we have 

G (x) := in! .~ n j~ f(~)-b \I : bE ~~,} > o. 

The mapping thus defined :is ~ricUy positive 

and continuous (since it has the form 

f,(x) = d( j~ rex) r ~~'1-) ) • 

B~t then f + v~ is cl~arly a neighbourhood of f which 

1s contained in 

9.15. Now put J 1 := J '- z.~ which 1s open in J and 

~ :.. t Q E P :. Q Ii- J11. Then P1 consists of the 2.1n.-9 orbi ts 

listed in 9.S.). The followi~ is the key L,e~ for the 

openness property and uses heavily a speoial property of 

the decomposi1;1on F1 which i8 normally subsumed under the 
name of stratIfIc.a:t'1on. 51-nOll we '1l'an ;u.a.e it directly. we will 

not dwell on the definitIons. 
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J,emma: Let f E.11 ,X'E: jRntr. j~f(x) (QI" for aome Q ... { P1 

Then if j: ,-; Q"atx,therc is a neighbourhoo~ Ul{ of x 
in. ~\'l+r, a neighbourhood 'V of. f in S; such tha.t 

j~ f' in QJ ()n U~ for all QJ E. P1 and each i' € V. 

~: j~ i iF. Q ~ at x implies that, 

,TJf~w(J~)" == TJ~J(,,)(J) =I.m (T(j~f),J + TJ~H~)Q\; • 

N"owlet;;· ~: J 1 X"1~.-:-?J1 be ~he mapping ~(z.4»" 21.~) 

i.e. the action.' induc~don J 1 'by L~. Now if z; Eo J1 ' then 

T2(Z..1~L= 1m (T(~ (z."»)e)' Let, d(j~f)(x) and d( ~ (z.,.»)(e) 

be matrixre.preaentatiPn,s o~T( j~ f)x and T( ~ (z •• »e 
for some coordinates. 'TheA the .column. vectors of 

d(j~f)>G generate. 1m (T,(j~f)')(}. and those of d(~(z.,.»(t~) 
generate Tz(;z..L~) litewis~. So,. b.y aseu~ption, the, mutrix 

{d(J~f}(x) I 'de ~ (:}~ f(x), .»( e)] 
! ' : . '(n+8) has maximal rank, namely dim J 1 , = dim J = 8 - 1. 

The mapping 

(f'.X',4»,--;;,ld(j~f')(X'),ld(~ (j~f'(X') •• )(~)] 
is continuous, on ~1xR'rI~r ,x 1~. s1nce d(j~ f' )(x') 

. 'I'Hr' depends contl.nuously on ,.jf', : IR ~ J"""l'" Thu.s the 
matrix 

[d(j~f')(x') I d(<( (j~f'(x,),.)(~»J 
has m~imai rank if x' ie near x in Ie"'+!", eay 

a compact neighbourhood of x. and ~ i8 near e 
x' (, Uo( 

in L~, 
say <pE.W, a neighbourhood of e in L~. and if 

d(j~f~)(xl) is near d(j~f)(x') for all x' (Uo(' say 

f'-E (f + Vt.~v ) n .}1 where f.> 0 is a constant and the , " 
notation is from 9.10. But this means that j~f' ~QJ 

on. U")( for all QJ" P1 and all f' E.(f -+ vl lJ ) ('\ ~ _: V. 
9.16. Proposition: If n =: 1 for all r, if n :: 2 for r ~/6; if n~)' , 

for r ~ 5 the set :F is open in C OJ (fln+r, JR). 

~: Let X <;; lEft.,. he compact. We show f1rst that. 
,,)(, (',!r f 'l: 

u:; ,:= t:t'(, "1: j,CD m~J' on X 
x 

is open. Choose tin' 11 • It' x E. X then 

for some j so, by 9.15, there is a neighbourhood of' 
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"HI'" '~ 
X in IR and a neighbourhood (f + Vc. v' )f\-"1, 

":t: 0<:'" 
(sile the proof of 9.15) so that, t' (II QII ~ on U'X" for 

of f 

all 
Q~ (, P1 and all f' E. (f + vi v ) II J. . Cove! X by 

'X, ox t -, 

many t u?(k,l of the U?( '5 and let c. = min, c:>(~ '. 
fini tely 

Then 

(/ + vi ~ ), (\ . .1'(' s" J1><' • 
I 'J; - _ ~.. : ... 

OC> 

N OW let X = ' V X v b,e a disjoin.t. unio~ of compaot subaets 
n\l" ~. ~ 

of ffi and suppose that the X~'s have pairwise disjoint 

n.eighbournoods lYul. We claimth'at ~)( isagairCopen. 

For let ~(, : ti,n+r ~ II. ~e, smooth functiqns, .'lfith 

o ~\I,.~ 1, ~v = 1 on Xl. and ~~ = 0' off Y,- for each 
1. NoW if f ~ .11>< ,then :f ( J,,><v for each iand so 

by the first part of the' proof there is aconstan't tv> 01 
, ~ ", x(,',,' , 

so that (f + Vh )( ) ():;1 (,; J 1 • Let 

yv :='1" -z.~c" t .L,SI,.~~ • 

Then 

Hence 

}A- 1s str,ictly posi ti ve ,and if x E. Xv then 
~ ,,('\ ~' X 

(t,+Vu.,~(\,.:r1S\I(f+Vtx)(\J11 ~ (\J,"-= 
r- v' 1,./ v ' 

We can now prove that, J ,is open 1!.l .. !J" For we can 
lEi 11\(' ~ith the above property choose subsets 

so that 

Then 

X UX' = 

X:= IJ 
WI 

X.X' of 
\'\+r ( IB e.g., 
t x ~ , IR V\~r 
, ' 

1 
2m - 4';$ \\ x 1\ 

and so is open', 

'5 7 
~ 2m + ,4: J 

) . 

9.17 Theorem: If n=1 and r is arbitrary" or n~2 and r~'6. or 

n'} 3 and r ~ 5. the~ the ,open dense subse,t, ' 
::3 : .. t f~ c""'(lRn+r,lR) : ~~f A\ Qj ' fa;" all Qj ' in',F] 

has the following property: 'if fE' ~ ,then Mf 1.5 'a manifold 

(notation from §8 or §O) and each singulari,ty of ~f is 

equi valent to a.ri' elementary catastrephe'. 
I 

Proof: Choose f in .J Then j1 f t j'3 ( J.{~ ) ,in 

J :. j 1 ( JA.V\ ) • For j ~ (-M.~ ) is a linear subspac'e of J and 

if X E.\RI'l; r with 
~ ..,-

j~ f(x) ~ Q for j1 f(x) (. j" (J.{~ ) , some 

Q€.F, Q .<;' ji ( )A~ )'. Theil ,j~ f it.. Q at x ',that is 
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T~I!~:"'J J = IJIl T ~ j~ f)~ + TJ~f{1() Q 

<; 1m T(j~f)OG + TJ~~("J(j1-A!~) 
and 80 j~f ;t jC(~rt) at x • 

., 1 " 2. ... ·"+r of Ji.y 9.6 f j 0 f)- (j. f-M.'1 » is a submanitold of .... 
1 a. ~ 

c04imenaion ~ ~1nce jQ(~h) has cod1meneion n. 

Now fj~fr1(j~~) = t(x,y)E. eMr : j~!(X,y) (j1 J.<.~ J 

; JlF' 

Hence .~ is a aubman1fold of e Mr of dimene1o.tl. r. 
Let ?(~: M~ --+ R ro be the' restrict10n of the projection. 

. from a"~r o~to e r. Suppoae that ?(~ has a singularity 

a~ (x,y) E ~ and suppose ... Lo.g. that (x,y). (0,0). 

Let f:= f\S"'xto! Then (iJo e:M; since (0,0) (M~. 
j~[f1o = lj~f](~;)) ~ (jif).L~ in J since f E.~ and 

.so [fJ.,· is an. 8-transversal unfolding ot tfJ o (cf. 6.6). 
Thus' b.y 6.7" ' ~ 

v<{» = A ( tf1o) + Vt~](o.} + J.,(.y\ 
... ' ~ 

alul se). dim (..t(n / .D.. ( [f10 ) + .JAv" ) ~ dim VUJ(ot>J$ r -( 6. 

Then 't' (j~tt)o) ~ 6. (aee the proof of 4.4) and eo 

, " codim [r)o '" 't'(j'[f~) ~ 6. (4.4) 

which implies that. 

det. [r) ~ codim [tJo + 2 ~ 8 (4.2),} 
" I) 

i.e. tfJ o is 8-dete~mined and [t ](0,0) 18 an. 8-trans-

versal unfolding of [f J o. Then (r, [:f]G~) 11 8M un1 vereal 
unfolding ot [r]o by 6.11. By 8.7: rea;. 8.e, we con.clude 
that. ['Xi-1o == 'XtP. ',1 is e~u1vale~t to an elementary' 

~D/Of 
cat.astrophe. 

9.18 Theorem: Under the assumptions of theorem 9.17 tor any 
! € ~ the mapping 'Xr is looally stable on Mr. 
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(We say that 'XS is locally stable at (xo'Yo) € M~ if the . 
following holds: 11' N'. is a n.eighbourhood of (xo'Yo) in R \'Hr 

then there is a neighbourhood V of f in. g such that 

for each g€V there exists an (x,.Y..,)( JrI\M~ with 

t ?(~ ] ("1'°1"_) "V [?( ~ 1('l(\~1) . 

in the sense of 8.5. Since M~ and MIf' are manU'olds, we can. 
express the notion of equivalence of 8.g in a Simpler way: . 

the~e exist germs of diffeomorphisma 

. 4>: (J1l~,(xo'YC)) ~ (Mf,(x1 'Y1» 

'¥ :(e r ,Yo)' :7 (eY" rY1)' 

so that '\'- t?(~J(:>(o,~) .: t?(~ 1 (:><\'N • t}i.·e. 

<\> [ ~ ("',101 1 I\' 

. t?(~ (o<"',;,.tJ ' , 
~: Let (xo,Yo)(M~. tf .0:= ;I,f(xo 'Y1»E.J and Ir 

&~r is a neighbourhood of (xo,Y .. ~ in . ) then. 

j~f l' ("o.L~) at (xo;Yo) 

since f E. J-. Let C::: codim z.o.L!in J (~n+6). Then 
there exists a c-dimensionaL affine subspace C through· 
(xo,Yo) in. lil'ltr such that for. D ;: CAlf' we have 

j~f\1> i!\ l&o·L~ and thus tj~flJ))~'1.J is a germ of an 

embedding. There exis·ts an open subset D1 t;D J (Xl),Yo)E.D1 ) 

such that. ;I~f(D~)(\(Zo.L~)o is a one-po.int se,t. If g is 

J- i g. 
near enough to f in ,then;l1 g(D1 ) () (so. Ln) is 

still anone-poin.t Stilt and ;I~ gL ~ (z.o.L~) on D". 
. 1 f1)" 

Let V ~ ; be a neighbourhood of f such that each 

g Eo V .has this property. Then for g E. V we· have 

j~ 0"\ ft\ (z.o,L~) on D1 and there exists (x1 'Y1) ~ ~ 
b '1)1' i is) 

such that ;l1g(x1'Y1)=:Z1E.;l1g(D1'f)(Z.o.Ln' Hence there 
exists ~ Eo L~ such that Z1=-'O.4>. Let 

fo(x,y) = f(xo+x,yo +y) - f(xC) ,Yo) .> 

g1(x,y) = g(x.,+x'Y1+Y) -S(X1 ,Y ),> 
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so that: ir .g1 (8 Y1t~ ,0) --? ( IRY"' ,0) and 

3:0 = j,8(fo \IR-n.x{o})' ~ =j~ (f1 ~'\toj) . 
Now j~f~ =j~~.(a trB;nslution) and so j~fil ;f:':'i~(ftJR'~H1.IJ~) 
and . Cr, \j,J(~,,}) is an 8-tra.nsversal unfolding of LfQla~~,,~.31(1' 

S;ince.r~ 6, we may cb,eck as, in the proof of 9.17 thu t 

(1', [f o](~,O)" ia alllll,li yers~l ~ol.ding of [io lD.1 ~)(:"31 and that 

UO\IR'\~o,1~ is 8-determined, so that [fC>IIR ..... lol] is right-
equivaIent to its, 8-jet z~. Likewise 61 and a l • Now by 
construction z1~zO and so 

[fo IIR\{~}J ~ Z-o ,rv z',' .!:,.; tg 11 1R ." t~J 
and (1', [I.Jeo,.}), (r, [g11((),~) are universal u.nfoldin~s. 
Hence hy 8.6.(d) we may conclude that 'XU,] "'- ?\q,J ) 

['XF1(~"!:l'} '"V 'XCF.J" 'V )( tg1JO ......, eXg ](>(~y.) > 
i.e. 

where the fil'stequivalepce is given 'by tre.nslation by 
':"'Cxo'Yo) in ,1Rl\tl" and:by -Yo in at" and the luat 
equivalence is given by translating by' -(x, 'Y1) in R "'llr 
and by -Y1 in. IR r 
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~10 CATASTROPHES ON FOLIATED MANIFOLDS 

10.1 Let M be a manifold, smooth without boundary. Our first aim is 
to treat the Whitney-Cm-topology (sometimes also called fine topology), 
on em .(M), the algebra of smooth function.3 on H. Forthat we have to . 
treat the jet bundles Jk(M~) over H. 

I 

Definition: A k-jet of functions on M is an equivalence class [f,x]k 
of pairs (f,x) Where fE em (M) and XE H. The equivalence relation is" 
the following: [f,xJk = [g'Y]k if x = y and f, g have the same 
Taylor expansion at 0 in some (hence any) chart of H centered at x. 

A coordinate free version: [f,xJ k = [g,y]k if x =y and Tkfx ~ rkgx ' 
Where Tk i8 the k-times iterated tangent bundle functor. 

We write [f,xJk = jkxf = jkf(x) and call it the k-jet of f'at x. 
The set of all k-jets is called Jk(HJR). 

10.2. Now let M = U be en open subset of f{m. Then the k-jet at x f U of 
any function fE em (U) has a canonical representative, the Tsylor­
polynomial of f at x of order k I 

(jkf(X»(t~ = f(x) + df~X)t + l, d2f"(x)(t,t) + ... + frdkf(x)tk. 
So we have J (UJR) = UxJm ' where .t is the apace of k-jeb at·O of em_ 
functions on ft", treated in §l. Each jkf: U - i«u,ft) is a section of 
the trivial vector bundle,Jk(UJR) over U. ' 

Now let g: U - U' be a dit'feomorphiam between oi>en subsets of ftm. 
Then ,for eaq,x f U the k-jet jkg(x) is an invertible polynomial 
mapping from GRIII,x) to MII,g(x», and truncated c~ition with jkg(x) 
from the right hand side gives s linear isomorphi.. (even an algebra 

isomorphism, s,e §l) from ~(x)(U',ft) to .J~(U,.O; where ~(u,ft), = J~ 
is the space 9f all jets with source y. In detail: ' 

jkf(g(x» _ jkf(g(x».jkq(x) = /(f o g){x). 

This gives a fibrewise linepr (even fibrewiae algebrs~rphic) 
diffeomorphi!Sm Jk(g,IO: 'Jk(U',It) -+Jk(u,lt). 

10.:5. Now let H be again a manifold of d~mension m. Let (U,-U) be a ,chart, 
i.e. u: U _ u(U) ,ftm is a diffeomorphism from an open set U in H onto 

an open subset of IRm. 
k . , k I 

For each k-jet It f J (",It) with, source x = .( .. ~ ~ U .' i •• ~ (J' J: j f(xl 
for acme f, and IC I Jk(H,It)_ H ia the aource projection, we .~~ 
jk(fe u-l)(u(x»'~ Jk(u(U),R) to 8" . ' \ . 
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This is a 'bijective mapping JkCu-l,fl): J\CM,JR) = }eu,lR) "··'7Jk (U(U),R) 

= u(U)xJ' • All these mappings together for an atlas of M give an 
m ' 

atlas of Jk(M,R). By 10.2 the chart-change mappinga are smooth and eo 

JkeM,IR) is B smooth manifold, 0<: Jk(M,IR) -i'M ia 8 smooth voctor bondl!> 

projection Ceven an algebra bundle projectio~). 

10.4 The Whitney-COO -topology on tOO (M) :i6 given by taking all nut.s 

of the form UCk,V) = £fECOO (M): /f(M)CV}, Van open eet in .1k(M,IO, 

as a basis for the topology. It is easy to see that thin if) actually II 

basis of a topology. To prove that this topology is a Bnin Ilpnce WI' tlllV!! 

to make the following conetuction. 

10.5. Let X, Y be arbitrary topological apl.lces. Let l' (X, Y) be till? Upllt'tl 

of all continuous functiona X-V. The graph topology on C(X,Y) is (JivI'!' 

in the following way: Let fE C(X,Y), sod rf :: f (x,f(x», x (XJ (. X~Y 
be the graph of f. Let W be an open n,eighbourhood of rf in X)<. Y. Thnn 

let N(f,W):: fgEC(X,Y): rgcw~ , and take the filter N(f,W), W OPllfl 

in XxV and containing rf , as a base for the neighbourhoods of f in CeX,Y). 

If X is paraco~act and Y is a metric space with metric d then the gruph 

topology on C (X, Y) has a base conaisting of all sets of the form 

NCf,E) = f g E"CCX,Y): d(f(x),g(x» <lex) for sll x in X ~, where 

£: X _IR runs through all continuous strictly positive functions on X. 

Stil~ another, definition: A subset of C(X,Y) is called uniforml~ _~19~.~~ 

with respect to the me:tric d on Y, if it contains the limit of each 

uniformly convergent sequence in it. Any subset which iB clonod in tho 

topology of pointwise convergence, is uniformly closed, Bs is a Gubsot 

which is closed in the compact open topology. 

Lemma: Let X be paracompact and let Y be s co~lete metric space. Then 

any Uniformly closed subset Q of C(X,Y) is &I Baire space in the 

graph topology. 

~: Let' (An) be aequence of subsets of Q which are open and denae in 

the grap'h topology. Let U be s non empty open set in Q. 
We have to show that U ("\ nA -;'~. . n 
The set Aon U is open and not e~ty, so there is sQf118 f ( A ('l U· 

, Q 0 
and some Eq'C(X,(O,l» such that QnN(f ,2E') C A nU I when 

N(fo'fo) = I g€C(X,Y): d(fo(~),g(x)) ~ £:(x)o for 8~1 x in X~ • 



-71-

By rec~rsion we get sequences (f ) in Q, (£ ) in C(X,(O,l» such that _ n n 

i.n+l~ E./2 and Q0N(fri+l'2En+l)_~'\+1"N(fn'En) for all n. 

.' 
Then we have d(fn+l(x),fn(x» ~ Z ,therefore (fn) is uniformly 

convergent on X and f:= lim fn is in Q since Q is uniformly closed 

with respect to d. Also d(f(x),f (x» ~ L. £ (x) ( ~(x) ~ Z-k,. 
_ n k) n n . k~ 0 

Z£ (x). 
n· 

So fEN(:n,2£n)1\ Q -:: An"N(fn,cn ) , f'~n for each n. 

Also feN(f ,Z£ )nQ seA nU, thus fEUnnA • o 0 0 .. n 

10.6 Theorem: CCD (M) is a Baire space in the Whitney_CCD -topology. 

Proof: Let JCD (M,f!) be the projective limit of the sequence 
--k( ) k+l( ) k+Z( ) . • • f-J M,~ ~J M,IR -J M,IR +- ••• , where the maps are the 

canonical truncations. Each Jk(M,f!) is a manifold, so it i~ complete 

metrizable, so JCD (M,IO ia a closed subset of 1J Jk(M,Il) and is thua 

also complete metrizable. 

Let JCD : CCD (M) -!> 'C(M,Jal (M,Ift» be the obvious mapping. Then jal is 

injective (since truncation at order 0 ~f jal f gives back f),. and the 

image is closed in the compact open topology (which induces on Cal(M) 

the topology "f>f Jlnifol'ln ~vergence o~ compact subsets, in esch derivative 

separately, making it into 8 complete loc,lly convex, vector space). 

So the image of jal is uniformly closed und by the~ it is ~ Bsire 

space in the induced topo],.ogy. A-l~ the iraage is COQt-~d in, the 

subspace of all continu~ua sections ,of the topological) vector bundle 

Jal (M~) ~M, where the graph tClpology coincidea with the topology 

given by the base U(a, V) = f s' .: s' (X)" V J , V open in JOO (M,fl). 

By well known propertlef of the topological projective limit, this last 

topology induces the Whitney-COO -topology on Cal (M). 

10.7. Let M be a manifold of dimenaion n+r. A foliation r of codimension 

I' on M is given by a diatinguished atlaa on M, an atl .. consisting of 

distinguished charta (U,u): These charta'&r9 ~ u:}J_~)dRr, . 

u(U) = Ql)(, QZI a product of t~ ql8n C\lbe1il in ~n, ftr , respectively. 

For any two distinguished charta (U,\.I) llflo (V,v)'tlv;l~~~change map 

uov- l : v(UnV)-IJ(UnV) haathe,form.luov-l(x,y) = (f(x,y),g(y». 

For any distinguished chart (U,u) the set u-l(Ql~ fyl) is (8 p~ece of) 

an n-dimensional' eubmanifold in M. It is called a E!!2., For any XE M 

let rex) be the maximal n-dimensional connected immersive submanifold 

of M which con:1ticides in ee~t1nguished chart -wlUt .:a ~-aId 

contains .x.F(x) is c~1ed the leal'''' the foliation F through x. 
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10.B. Let f be a foliation on M. To any x in M we may .asociute the 

tangent p: ,e Txf(x) to the le~f through x, which we denote by Txf for 

short. This gives a vector bundle Tf over H, a subbundle of the tangent 

bundle TM. If X and Yare two vector fields on M taking values in Tf 

(sections of Tf ~ M), then the Lie bracket (X, Y J takes also values in Tf'. 

Theorem (frobenius): Let E be an ry-plane bundle in TM over H. 
Then E is the tangent bundle of a foliation on M if 

and only if for any sections X,V of E,the Lie bracket (X,Y] 

in 1M has also values in E. 

This is a ,standard result of differential geometry. 

10.9. ' let M"+r be a manifold'with a foliation f' of dimension n. 

We want to define the,vector bundle (algebra bundle) Jkf'CM,R) of 

k-jets along leafs of smooth functions on M. 
for that let (U,u) be s distinguished chart on H, 80 u(U) • QlXQ2 

is a product of cubes in ~ and Rr respectively. 

, We define ff(\J(U),fi) := ,Ql'>< Q2 )('J~ , (here f indicates the trivial 

foliation fi'H'r = ~nx~r). for any fe eCXl (u(U» we define 

jkff(x,y) ::i: jk(f(.,y»)(x)£ J~. 
Any chart-change mapping between distinguished charta (U,u) and (V,v) 

, is of the form uov-l(x.y) = (a(x,y),b(y», so it induces a f'ibrewiae 

linesr (atd llliltiplicative) smooth l118pping 

. :f<rCuov-I,fi): Jkf'(u(unv),fi) -Jkr (v(U"V),IR) by 

J\(ue v-l,fi)(j\f(U ov-l(x,y») := j\f(l(x,y),b(y».lr(u 0 v-l)(x,y) 

:.IF{fDUDv-l)(x,y) = jk(f.uDI/-l(.,y»(x) , 

and this dependa only on j\f = jk(f I r(a(x,y),b(y» '" jk(f I Qll( {bey)}). 
So finally we have 

·J\(U. v-l,fiHa(x,y),b(y),jkrf(a(x,y),b(Y») :: 
'k k = (x,y, j rf(a(x,y), b(y». j (a(.,y»(x). 

k . 
Note that ~ (a(.,y»(x) i~ a germ of a dif~eomorphiem (Ql'X) -(Qi,a(x,y». 
So by glueing tfltl seta J F (u (U),It') via the ch,rt..change maps ~k r (u • v ~ 1 ,R)} 

we obtain, the k-Jet bundle J\(H,fi) of k-jeta along le.fs of smooth 
functi.ord on M. 
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10.10. The following considerations are parallel to 9.8 - 9.18. 

As in 9.8 we put J = }(J.t ) c J8 and again let P = fv. ~ be the 
n n ~ 

partition of J in the finite collection of immersive 'submanifolds 

as explained in 7.5. The reader is advised to look up 9.8 and 7.S now. 

The subbundle (in a fixed distinguished coordinate chart {U,u» 

Q 1 x °2 )( J of 01 x Q2 ><J~ is stable unaer all coordinate changes of 

distinguished charts, since these lie in the group l8. Also all 
n 

the members of the partition P are stable under these coordinate changes. 

So we see that the following facts hold: 

1. There is a subbundle J 8F(M,R)O of J8F(M~) of fibre codimension 1, 

consisting of all k-jets along leafs without cpnstant terms. 

In any distinguished chart this bundle is mapped to QlxQ2xJ. 

2. ,,8F(M,R)0 is parl:itioned into a finite collection of il1ll!lersive 

submanifolds Wi. Each Wi is a fibre bundle over M with structure, 

group L8 and typical fibre v .• Each W, has either codimension n 1. ~ , 

~n+5,n+6 or codilOension) n+6, n+7 (for n~3 or n = 2 respectively; 

again we do not mention the simpler case n = 1 which is left to the 

reader). In a distinguished chart the immersivesubbundle Wi is mapped 

to Ql X(l2XVi' Vi the correspondin,g member of the partition P of J. 

10.11. Let us fix some notation for the following: 

Mn+r is a smooth manifold with b codimenaion r foliation F, wijere 

r ~ 6 far n = 2 and r ~ 5 for n~ 3 and r arbitrary' for n = l. 
We write J(M) := J 8r (M,R)O for short. 

If X is a subset of M,·.W ia an immersive submanifold of J(M) and Y is 

a subset of ~M), we put 

a::~ Y := fffCoo(M): j8Ff ,.T.. W at each X€X wit~ j8rf~x)fYl. 
, M X X 'Y ~M. 

Furthermore put '3=w,y := ~W,Y '~W := '.fW,J(M)" 'J'W:= W;J(M)· 
We fix a metric dk on each .space J r(M~) 80 that it becomea a'complete 

metric space. For fE Cm (M), t.' C(M,(O;l», XcM aM k~O we·put 

N~(f,£) := £gfCCD (M): dk(/~rf(X),j8rg(x» < £(x). for each x~X}. 
This is 8 neighbourhood of f in the Whitney-C.CD -topology since it 

contsins the open neighbourhood NMk(f,t)~ . 
I 

10.12. ~ Let W be an immersi'Ve submanifold of J(M), let X ,be a 

cOq:lact subset of H and let W' be compact in W •• 

Then 1 ~ w' is open in COO (1'4). , 



Proof: let' fE 1=~ 1'1" It suffices to show that for II!Ilc.h xfJi.X there is -- n, ' U 
a compact .eighbourhood Ux of .x in M such that ~ W~WI conhins an opoo 
neighbourhood V of f in COO (M). ror then we. can cover the compact X 

x . ..,.U 'I! X 
by finitely many Ux . = U1 and then QVXi =: V C Q "1'1" C. ~I'I,wtt 
and V is an open neIghbourhood of f. 

Now we have to cpntrol only near x, so via a distinguished chart WI'! 
. o+r 

may assume that we are in Ql x QZ <: IR • and there we already proved 

lemma 9.11. 

10.13. Proposition: let W be an immersive eubmanif"old of J(M). 

,'Then ~w ::::,~HCOO(M): j8,fJ"WJ ,is a residual tmJblllet:. 
: of COO (t1). • 

f!.QQf.: We want to show that ~w can be represented $111 II countablt! 

intersection of open dense subsets. Choose a cover of W by Of,>Ml (in W), 

reilltively compact (in W) aUbsets_I'Ij as in 9.4. Then eaoh Wj illl an 

embedded submanifold of J eM) and 1'1 j , is cO~act. Next choo8tll a counhb1tl 

~pver' (XI<) of -M ~Y compac,t subiJets such that each XI< iii contllil1l1!d 

in a di8t~nguishe~Chart (Uk''''k) of ,M. X 

Then '3=1'1::: n 1 t/ W and by lemma 10.12 each a: wkW b open. 
, j,k' j . ' j 
It remains to show that it is also dense. Since we l'I4Iod trAn6venlality 

n+r only onX!,<i!.~. we lIlay asSt,lme, :that we are in IR and finish the proof 

as in 9.12. 

1?14. We want to show tllf1tthe set '.t III n frw I Wi G P, the partition of 

J(r1)1 , which is a residual subset by 10.13, i~ in foot open. 

We repeat the proceduJi'e of §9 and put ~l = [Fe COO (M)'l j8f'f(M)I'\"Wi 1\1 I!f 
for tho~ Wi in P which have codimenaion ~ n+6, n+7l • 
Z, 'the union of those Wi with codif1\.;t 1'\+6, 1'\+7 J i8 010300 ift etll.ch 

distinguished trivialisation Ql)(Q2xJ (it is Ql><Q2'" %: 7 there), 

and it is.8 locally trivial topQl,ogicalbufldle over M, 80'!£.i1l! c1(l{,led 

in J(M) ~<tl:here;f'~e, l=l is CIIp!l!ln in COl (M), by the '!IIl11!\! argument ~fl in 

l~ 9;14. let PI = fwi : cocU,m Wi .(0+'. n+4 S , .. ·,pal'titiofl of the QPMl 
set J(lO\ G. 

10.15. Lemmlu ~ 'It"'~l,xf M, j 8F"f(x)c Wi for &000 Wi' Pl , 
I 8 I 
f j F" F J" Wi lilt x, then thttre is III neighbOl.l:rhood U)I; of l( 

. in M and II ne1ghbourhood V of f in ~l such th.t 

jBrg ill ~on Ux for all 9 €V and for all Wj f PI' 
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Proof: The problem is local at x € M, so we may choose a distinguished 

chart at x € M and use lemma 9.15 or bet tel' its proo f. 

Proof: The same proof as for 9.16 applies here, since we did not ·use 

the spacial structure of ~n+r -structure; For the last part of the 

proof, choose a complete metric on M. 

10.17. ~: Let Mn+r be a smooth manifold with a foliation F of 

codimension r. If n = 1 let r be arbitrary. If n = 2.1et 

r't;;. If n~3 let r~5. 

Then the open dense SUbset 'Cf = ~fE COO (M): lff iF- Wi for 

all Wi € P 5 (Jr+2F f (f.. .... if n ::: 1) has the foliowing 

properties: 

1. If fE 'J. , then the set Mf = tXE M: df(x)lTl = oj is a 
submanifold of M. ' 

2. for f (i '}: and Z E Mf ther~ is a distinguished chart 
n . r 

. (U, u: U -.. Q 1 >c. QZ ~ IR )( IR ) _ ~entered at z ~nd a mc,';Pfing 
V(i COO (QZ) such that fou (x,y) - v(y) is a polynomial 

in the list. of p. 

£'.r.Q.2.f: Using a distinguished neighbourhood we can assume that we are 

in IRn+r and 1ft!. gilt frofill theorem 9.17, 

Mf is locally a submanifold, so it is a submanifold. 

The germ of f at z is a (uni)versal unfolding. of the germ of f 

restricted to the leaf F(z) through z. This clearly implies Z by §7. 

10.lB. Theorem: Underthel:lssUm'9tions Of lo •. 17,for a!)y:rE~ the 

singularity typ~ of f at z is locally stable: the polynomial 

in 10.17. Z stays ~he same if f is changed sufficiently few 

with respect to the Whitney-COO -topology', and the singularity 

point z stays near the original one. 

This is seen by looking at the proof of 9.18. 
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, 
10.19. Let 'It : H -+N be a submersion which ",.. may ."l\.il'iiii aul'Jeotive 
without 1 .. 3 of genera~itY. Then the connected component. of inverN 

images of points form the leafs of a foliation of H (with quotient 

structure N)~ 

Theorem: Let 1r : Mll+r_Nr' be a submersion with induced foUation r 
on H. ~ppose that. r is arbitrary if n' =: 1, r' 6 if n II 2, 

r~ 5 if n) 3. 

Then there is an open dena. set ~ So COllI (M) such thatz 

1. ~or fE ~ the set Hf = f x.H: df(x>iTlIIO} ia. al.lbMln1"old 
,f H. , . 

,2. for f' ~ liIenote tty "'1r; Hf -oN 'the reatrioUon of' tlw 

prO;ject.ion 'II" to Mrt; M. Then .. eti . ..t11ls\i1tdt;r ot 1, 1a 
equivalent to an elementary cat •• traphe. 

l. The Jll8PPing :t'f 18 locally .tabl. with retpeet to " 
For sny Xlf Hf there 8M open neighbourhoodl tJ of x 1n PI 
and V of f 1ft eQ) (K) such that for 8I'Iy I).' V then 1. __ 

yi U..wj.th ye \.and the property that the gel''' of ::tf at x 
is e\luivalent to the germ of ::t.' at y. 

, 9 

Thiaia a reformulation of 10.17 and 10.18 .... ing ',18 .1n. 
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~he following is a det8iled exposition of the p~opf of 
the division theo~em fo~ .smooth fane'ioas. fol1owi~ Ni~en~ 
berg [Sr ap. to his OJt'tensioJll lemma and MUherts proof [i] 
of the latter. ~his proof 1s deve10pped in the context of 
Banach spaces - the neoessary modifics tlens .. re minor. The 
division theorem has been used 1n [5J '. 

1. :mae divts10n theorem. at l.lI' be real Benut!. spaces 
and let! d I 11 x E -.m be a smooth function" defined . near 0" 

suoh tbab d(t.O). dCt)t1t fo!! some It ~ O. where dca) ~ 0" 
C! a e~ 1s smooth. defined near O. j' 

!!!hen giveD any smoobh fUDoUon bear 0 f I axE--+F 
there a~e smooth fUDotions naS!! 0 q • Il.XE ~::r. !!ilE ~1I'. 
1 ::: O"l ••••• lt - 1. sUoh thafl It-l / 

f(t.x) • q(tI"x)d(t,x) + 2: !!1(x)t1 • 
• . 'j' • ·;1..0, 

2. I09attOD • Let Ple, It xatt......e· be tM ~1al 
. . kl' '. 

PIt(fI. ") •• ~« 2-\. ,-1", ,,~'(':;Xo'p· :;. \-1)~ 
1 ,1=0 . 

, . . ... 

Jt.t _,bl.:?p!ldflL. D1nst:ob !!!Seem. I ~ • ., f(:.~} be 8 

smocth fIlIlO1iio13 . 10<.E -+ C (8lF. . 

!l'hetl' there are Smootlh fU1l0tJ:lODS. q,e;f'1Qe:d near . () in alt. 
k: k: . .•.. 

q , I:l>cEXB ......... e <SF. r1~ ll'lXB ~:_fF. 1.= o.~ ..• It .. ~~: s~h 

uhtU f(t.x) == q(t.X.?t.)Pk;(t"A)+Lr1(:r,,'A)t i • If't is 
. . ' . ,i;::Q . 

" 
realvalue.d in C (8)F (1.e. 'altes its valaesi» tibereal, sub .... , . 

spaoe 1 (8)1'). lI.ben Q;,and :1 ;,$$,7 be ,Ql:i~t:I ~~81valued too. 

4. i!!l'II;ks • 8) e~:r =: Fe?, is JUIiI" the ~,9qllic.el 
oomplexifio8t10D of ,he Bauaoh s~oer. with a~e suivable Dorm. 

it, ' in) ""'''<';: < '. ,,' ,1';1\ 

I .~, ~. 

Jf ieprinted from iUaLU11$G$lltchll8n Q.e1' Osterte1ohMJol1eD ",p4e­
~:J.. de: Wissensob,af'uell l4a1ihem.-na'llrw~i ~fJ"; .4b'8:1.1 • .,g II. 
IS9 • .Bd. ... l.bis 3.Reft" 19S!D .. w1l11, ._~.1SS1on of cae 
,h.sedell .4oadem;y of lSo:l.eQou' j",i, ' 

+ •• :e4U18D04l111 :La pI~eD'Q"tS nt.Xl to .j; bi.l:$..~"'_'I'ee,,':t: 
eD4 at Ih18 app,eaclu. <;; 
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b) The J,&st assertion is trivial a just apply tblS! pro­

jection e(g)F--ao-l(B)F to.q and ~i. 

c) If .f is in E defined nElal:! 0 o.aly. th~ln I'lhl1.l po­

lynomial division theorem remains valid :t'or (,land. I'1 d~ ... 
fined I?esl' }. Nothing in the proof to follow haa tlo be oh.ll!.l­

gad. But the global version do~s not imply the looal OD~ in 

general .. sinoe there Diged not exist smooth partiflioDs of \Hli­
tY'on E (on C ([O .. lJ) e.g. there is no smooth fu~otion With 
bounded support. of. Bonio and Frampton (lJ). 

d) Witl~out loss of generality we may USUtill!l tboU f( •• 'x) 
hasoompaot,aupport 1n e for eaohx~.m (or neu 0). FOr 
suppose tbe theorem 1s valid 10 this oase Iilnd f 1a oI,t'b1 .. 

ttery. let g;j(t)"hj(t). j€1N be two looally ::t'iD:l.tt f.m1l1u 
of smooth funotioDs with oompaot suppOrt such tMt 
(gjC~)hj(t»j is a pa~~1t1on of unity. f.ntn tor •• oh ~ W~ 
may w~1te . k-1 

b~(t)f(t.:r)= (,lj(t.:r .. A)Pk(t. ::\)+2: t 1j(X. A)t1, 
1l11lo 

but then ()learly 1t .. 1 

f( t.:r)= q( t .:r. A)PIt( t .. A ):+L I'1 (X'. A. )c1 
1=1 

. 5~ hoof of the division theol:EnlI USiDg tIhe locd form 
of the polynomial dtv1s1oD theorem I 

G~ven d as in 1. then are S/lIooth tUD0t10DII donned 
O It .k 

q a !R>CEX.IB =-+-IR_ l!1 1 Exe -+IB. 1 .. O~ ••• _~ .. l 110 
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k-l 
tk'd(t)= dCt.O)::: q(t.O.O)t k +2: X:i(O~O)t;l. 

i=o 

Looking at the Taylor expansions at 0 of both sides of th;i.s 

equetion we see that t'i(O,O)::: 0 for all i and q(O;O.O)=. 

::: dCO) f. o. Now differenUats (6) et x:' 0" A= 0 with res ... 
~ I pace to Ai. to obtain 

k-l d 
o ::: q(t.O.O)t;i + "aS (t.O_O)tk: + L ~ (0.0)'.:1. 

OAt j=o o~ 

° tells us tha-t foJ'! j <: 1 we 

or~ OA ' (° 11 0)= -q(O.OAO) I.. O. So ('1) 
1 

follows. Let now 11::: (r o ...... llk_lhBX elt..-,.lQk, then D2R(O&O);; 

or ~ Ie It 
:: (~ (0,0»1 lR -'jl>~ and this lIIatdx is ioveJ!tible by (7). 

OAj 

Now oons1del! the mapplpg(x. A ) ..... (x .. R(xlI A» f.rom 
EXEk into itself. defiIlEld near' O. tt8 derivative at 0 has 
the form 

1, i 'I 

atld so 161 lDVe,tUbletoo~ By the inverse f'uno;1oll theorem Oil 
Ban8ch spa.o.as{of .S .. t.eDg [4]. III §5. this mapping is locally 
icvertibleat (O.o)'~ its inverse (agaIn :tIbered over E) be­

ing of the form (x" A)r+(X .. S(x. A». TheD of'oourse , 

R(x.s(x .. A» • A • 
Let IlOW~ .. q 1J!.xl!: ~e qe giTea ~y, ,,"PG~.x)~ Pk:(hs(x.O») if 

q(t.x);; q(tI.,~.s(x.O»).'$lng (61 ega:i.a ~!)r ~IIJ'S~~.O) _ have 
Ic-l 

d( ~ .:x:). q( ti.xJs(x.O) )PIc'". tfs(x.O) )+L:r1 ex,' .s(~.&) )t i 
!" . '1=,l",'! ,I 

;; q(t.x)'1.5(t .. xJ.. ",,",(," " 

11 qet .x) 'ex:! 3tsanti is S'ili01bdl i neb 0 s!ln<:JJ*,; 'i,(e,;o)' :, 
= Q(O,o.O) " O. so "P( Il,,:x:) .' d(t.:x:)/q(t'~~)' war"; o. 

'.Now if'Rom. f 1$ gi'V8D8$ !it 1.' tiheD'b;r'·'j. egft'bthe;ce 

erEPfe6t1orlS' m I ex 1"X'S~-'h:Fr'6:., 1:m·tlilp~F~ 1=0. 0;11:-1 .. 
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.defined Dea' 0. suoh tbat; (for A:II s(x.O» 
. k:~ i 

. f(t x) = m(t.x.s(x.O»PIt(t.s(x.O»+ ~ ni (%·8(x.0»t 
• , . i=o ..,' It-l 

. ~ i 
• m(t.x,s(x,O}} d(t.x)+ ~ D1(X.8(X.0»t 

q(t.x) It-l 1=0 

:II q(t,~)d(t.X)+ :E: ~l(x)ti. 
1=0 qed. 

8. ~or 'the proof of " we will need t~ lemmas. Before 
proving the first one. some notatlon I 

Let f. C-+C be 8III00th .s 8 real funotioD. It SII III X + 1y, 

then cIt • ..l! d:r + -1:. dy :II .l.! dl5 + ~:. di )0 ax ay' dl5 UZ 

where .1!:II .l(:H -i ~)O ~ • lJ~t: + i ~) • 
dz . 2 Ox 01' () Z 2 \ ox Qy 

d(fdz) ~ MAdz :II 0 ~ f. diAdz', 

9. Lemma, Let f. C-+C (gil!' be smooth. Let .., be • 
simple olosed curve ID C whose interiour Is U. Then for 
w-EU we have 

1'(11')= ...!- 5t.W. dz + ..L Sf a1.'fz)dZCt4i • 
27Ci z-w 21ti U ?> z z-w 

T 
(It" l' is bolomorphl0 C-+C QP~, 1 ••• ~. O. thls reduces 

to the Banaoh space valued Cauohy formula. The intograls .in 
tbls lemme are meaDt to be BoohJler integrals I B1emennian 
8\JID8 will converge in the Benach spaoe C c8)l!'. See Du'nf'ord­
Schwartz I (3) for a discuss10n of vector valued intogra'ioD.) 

~", Urst we reduoe the lemma to the one di~eD81oD.l 
case •. ~ tirst integral exists io 0 QPl!' slno$ 1r 1s oom­
paot.aDd f(z)/(z-w) is oontinuous 00 ., • The seoond ODe 
exists. ainoe . 7Jfl ()i is oontioU0128 00 tJ aDd alii !,~J da­
fines 8 finite Radon measure 00 U, 

WOW we aae duality. ~~ any OOctiDUOU8 C - l1ntar fUDO­
tional ~ ~D e aPr. That oommutes w1th integr.tiOD (w1~h the 
l1mU8 of Riemannian Buma by oootinaUy Ind with tho .. 8\aU 
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by lin~a~i~y) and with ~z by the chain rule~ sinoe'it is 

its c .. rn derivative. So we may compute I 

( 1 (fCz) 1 (( d dZl\dZ) 'f -J- dZ +- ,)--=fCz) , 
2n:;.i z-w . 211;1 U Oz ~ z - w 

-r 
1 y'P(fCZ» 11 ((:>.' _dZ_A_d_Z 

= - - dz + - .H JL VJ(f(z» 
21toi z - w 21ti U o'Z T z - w 

'j . 

=~(f(w) by the olle dimensional formula. So by the theorem 
of HIJhn Banach the fo~mula holds in e (8)F. 

}Tow we prove the one dimensional case: Let w€U. ohoose 

€. < min{ r w - z h z € ~}. I~t Us = U\(disc of r.adiUs £ about 
w) and '1",= DUE. . 

'.1e apply 8. aod Stokes'theorem to the function t(z)/(z-w). 

wbich is smooth 00 s neighbourhoo~ of US. 

~~ Of dZl\dz = _ S) d(f(Z) dZ) = _ ~f(Z) dz 
U Oz. ,z - w Us Z-W oUe z-w 

6 ' ~ 

~ f(Z) rf(W + Sexp(I-lt) .\... .~ 
= - - dz + ) 1 Sexp(lvJd'V • 

.., z-w ' 0 ~ e:xp( i~ 

As 6. -+ O. ehe last integral convel!ges to 21ti f(w) by . 

form continuity of f~ aDd the '1mtegral 

cooverges to 5)" 0: ~z Adz • siDce '0': 
on the lef:-haDd-s~ 

dzAdz is bounded. =:..=:.: 
z - w U Oz Z - W {)z 

induces a finIte Radon measure whioh. applied to the diffe-
renee set U'\ Ue • oonverges to O. . qed. 

10. The Nirenberg Extension Lemma l Let f. R x E~ 

4l (g)F be 8 smooth fUDc~10n with support o~nta1ned in K x E 

for some oompaots K 1n B. Then there eX'ists a smpoth func­

tion f' Cl. X E X e1t~Cl ~F aaoh flbst 

1(fI.x. 'A)= f(fI.X) for tiER snd all '''Er. (11) 

~~ (z.x.).) vanIshes to 1nfinite order for {~z ;:: o} (12) 

:aod on, {(Z.,,) I Pk(z. "-) = o} for all' x€R. 

1,,, ~ of the polynomial division theorem 3 •• using 





All these integrals ue Bochner integrals 1n e fJP~ We 
have to check, thet they are defined'aod yield smooth f~ti-

'4 
ODS. The (formal) OOlllputation above is vand. e1Mo'we ~d 
only l~nearity of the integral. Now a Bochner integral 1s de­
fine~. if the function is oontinuous and the domain (at lts 
olosure) 1s oompaot. !Cha tasUl. is smooth in the rema1l'ltJ;lg 
variables, it $,11 dedvatives of the 1raegraDd ere COilll!$tieas" 
(we may interaheoee differentlat~on aB4 ia,~~.tiOP)~ . 

The first integrals in the definition of both, q 804 
t1, Uti da:f'1ned 80d smooth Sa long 8S the • .",s.ot Ptt(II.") 

1. • do not ocou .Wt, .... ;ft .. 1 ")i!. tf, A,. 1& a,fll;LeaOtigh. 
Let us oheck: th'1s, I ASBl.lIIe *' fO~.4" we :tisve 

o < "11 <: 1 z I <"12 < 1, max 1"11 <"8 • ' .. ~ . . 
It-l , . \, ~'. . : '. 

" 

J1". .,~r"i it·\··':)t~" }21 'X'!H#~"'~'IWt!";:\'iht~ 
t~~::):1~4~f:._~~lSti1i':t~# '::'1,\,;111_0' 1J. d", i+ y((¥~:Ja • • :.!' 
'~i ' . 

For ~f _ali~;4~i/t& l;~t:· nUm\ex,' wll{b'~;p"o'~l'i~e .. ( 
. !!.'be secQtJ4 l'Dtet:xllla :Ln,eu ~t1D1 t1t"P~; .,..11 -ot.,.,. . 1<" 

smooth. siece ~! 'Vanishes 110 iDf1nite o.rde.r /m1lhewro.s:' 
QZ • 

ot Pk and fOl! .real z. (we need VI .real U' tba.h-. ... ~'" 
uh1s lIak:es oeore of 1/(z - w). qed. 

14'. iJ.ia1~'e~~; ","~~l.t!"~l%.~!~' i..-. '" need anot-
hel! lemma :1';1rsfl. 1'Ie dellota ! , '!Ii 

, ". \ ",'" 

$<y.');). 1nffl;r-Im.la z~~.~.(Iis,A.)';!QJ fOI yEll 
",_:Ir. t.," 

•• ,~"~4tr'.1:r''' ,.~~:'~" ",-<,.It '~,I i~, q(~ ~:,t~ 

15.~ (..,,~k~ • ~re .~~8\!t o .. e~tI~D.~"~, ~~~l,~" 
f •. IlXXm--+Ce,lj saoh 1I~1I ! /' ''I',/{~'Ii ,i ),:' ~i. A ... ~ O,_.u""~~OOQ o:t,' « ., p.r t~, 
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~C~:'I A_Y)= 0 when '5 Y\? 1. ( ) 

L ~(~ .. ?\.,y)= 0 in 8 ne1ghbotlfhOo~ ot b(y~A)'" 0 ( 
()y 

(19) The function s><s sAa.Y) 11:} infinitely O:t.:'t~Hl diffa\~LHl~' 
tiable with respect; to ~_y~ and its der:i.V'atiV'ae IlU oout1:-­

DUO!lS with xespect to all va.riables and sat;Lst:y 

1L- V _0 _ t:>(";:' '\ ) ~ 0("" g "Y' K)( 1+ 1,<:::,]1+ WJ+tjll+ 'r) 1 ~1oC1 .")..1(31 ~ "'(' \ 

OAd Q~fO~r ) !> a.Aa.Y ....... 1>\-r#ltp'!l . 

for all. mult;Uodioes 0(. Q. lU'lQ $11 .. I' €~. end.U ::\ Ii It . r. k 
where K is Qompact in ~ aod 0 1s a oocatact 
8S ;lndiO£lted. 

20. Proof of the N1renbe!g e%te~SiOD lemma lo J 

lemma 15. 
G1ve~ .a SlBOGtI:a funotion f, I iR X B -Jo(J f.8) in lR oom-

pactly soppor.ted. we oonside:c the ll'oulliertlrel'l.form 

t('5~X) ::& ... r f(O.x>.-21OU1 ¢'lC. 

This ,to',egral eX!.\iIts ill 0 (i)ll' aiDoe t( qX) is (lom:P~Qtly 
supparted. Qj;ld f('g .x) i$SlBooCh (Q01:ll~n the lUll Uliju­

menu. in 13.) •. l!Urthermo,x:e Uf('~ .x)l\-, -t IIf(t,x)I'dt~ t~O 

1s unff'o.rmly bounded in '5 for eaoh xGR. It :pCJ) 1~ III 

po1;womtal. then 
, A co 

p('S }r(~ .. x) .. -i f( t .x)P<-g )cr~~lff dU 

== r f'(t.~)p (~ -L ~ )(e ... ~1V1tlJ:)dll 
-00 21Vi Oli 

I: r p (.,. ~.Q.., )(f'(tl"X»III ... ~n;;:ltt~\1f11 
"CD 2TC101i , . a 

the last equation holds. sinoe - -L --- 1, formally Gelf'-' 
~1ti Oli . 

adjo1n't; ;(use integration by p8XU, afur JitdtlQ:!.lllto :r'; It 
by duality as 1n the proof' of 9.). 

Bo 'ip(5' )li(~ .x)fl 1s I.UllfDtllly bounded U!) ~u:ll:1 Utcy,x)11 
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is rapidly decre~sing.io l5 • and eaoh derivative of f has 
the o;;,ne property (use the same argument for the derivative)4 

We define now the extension 1 of f. For (z,x,A) € C XE x ~~ 
\ve put 

00 

f(z,x.A)= S 5'(5 ,A,Im z)e~7Ci5zf(~2x)ds • 
-00 

where r is the funotion of lemma 15. " 
'Ne claim tbat this integral is uniformly absolutely con­

vergent io V Q9F and that we cao differentiate under the 
intt~zr81 sign. i.e. for aoy multiiodioes 0{ • f3 and 1'. beN 
the following integral is again uniformly absolutely convergent. 

00 ~ a'PJ '0 -r 7/' -i OAo( ()J..f3 421'" o~S(f('g·A.Im z)e21f.iz'f)f('5 ,x)d~ • 

For. by (17) Bnd (19). 

j 0101.1 d'~1 d -r 7/ l 
0>.0( o5.f! d~:r d~S(~,:.\.liD z)e27t1Z5) 

i::. uniformly bounded by a polynomial in I~ 1 • and Iff(S .x)1I 

ts rapidly deoreasing. 80 the integral exists in C @F (i~ 

does so on eaoh com]?'Jct 111 fR. and if: we 'piece together com­

paots in anapproprlate msnner t~e integrals of the Dorm of 
the fUDotio~ over these oompaots will converge).~An even· 

simpler argument applies to eaoh derivative of f with res­
pect to x. St) 7 erlsts aDd is smooth. 

By (16) and the Fouri€r inversion formula (which. holds 

Q; ® F too I use duality to reduoe it liO the csse F = It 8S 
~ 

in the proof of 9.) f is aD extension of f' 
00 

ret,x)= S f(S.x)e2rC.i.5 t crs == fet,x .. "-) .. teiR. 
-00 

So (11) holds. Of 
jjy (16) again ~ 

\ IlD Z = o} and by ClS) 
'" o} .. so (12) holds. 

vanishes to infinite order on 

to infinite order OIl {(z .. A),Pk(Z;).)= 

qed. 
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21. rr~ of lemma 15. Let 

00 d ' "\ 12 .... t I'Oxc~n~.(,~,).2) <5(~)\)= 2~ S I dx log Pk:(X + 1J i _l\) dx, so v .. \ 

-00 

We claim that ( £ is defined in 14.) 

1/2 a("l/A)~O(~.~)~ k:2/25<1/)..) if' bC")/).') I> O. (2,) 

To show this we integrate by resIdues. 
. Fix ~€ IR and AE Ck" le t zp •••• zk be the zeros of 

z~Pk(z.A). Then Pk:(z.A) = TJ(z - iii)· 

\d~'lOgPk(X +4i.A)12 =lc& lOg17Cx+'tt1- 2jj)} 2 

, =11:1/(:x: + 1I1-z )\2=(>' 1 ,\(y 1 _ ). 
d=l I j \j :x: + 1Ji-z;J\""1 x- ,?1-~;} 

Let Q(Z)""~(L" 1 ). (2: 1 ". ) .. ) s€G » so thu 
2J&j z +.1Ji-Zj , j Z"'1fi - Zj 

for .:x: cit 1 ,d '\ 
Q(x)= - -- log Pk(llC ,.. 'f).i.A) 2. 

21t d:x: ,I 

Olenly Q(z) is meJl0lllorphio aDd z2 ,,(z) is bounded OUU'" 

siile 8 S'lIUa'tlle compaotl set. If'Q,(x) ha$ no real poles. 1.e. 
ii' 'S(~.A) > O~ then by the method of ns:l.dues ill follows 

that '. 00 

cr(~.?t): 2'1&".~ Q{x)d:x:' = i (sta of' all re81dueaef' Q.(z) ill 

-~ 
tn. Qp8r ba,lt,J>lane) 

= 1. (2.: ± _1 + 
, j E-J f=l Zj-Zt...c.'tJl 

where .& deoolles the set of' aU j. suob tM t :nn z~ > '1. .nd 
B denotes tbe auof' all j AO~ tiM tl. Im z~ < "1 t we sup" 
pose fltJ:the~Ql!e tllU zj-lYfi {:. zk + 'rJ1 ;tor all;1.k ! Cih1s 
ii8 a yopd1t1on 00 ~ );1 ,0 tAe laat equation holds., 

~'aowb;31t "" 1 if' 'j.ltE'A lI b jk III -l U dll1cl~a.lluHl' 
bjklll'l() otbe1!wiae. !!ben the abo"e 1s equal to 
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> b t rm Zj + lm ze -2'1} $ 

1 ~ j • e,* k j 1 Z j - ze - 2 ~ 1 I 2 

This is the sum of k2 nonnegatiive quantities each of. which 

is ~ 112 SC~J>A) and at least one of them _ ia = 1/2 b('111A). 
Hence (23) follows in case that IZj- "li ;l: Ze + 111 for all 
j. e. By continuity. (23) holds in general. 

Now we want to estimate the partial derivatives of .($ • 

'{Ie claim that 

\
?lJ.l 01131 ?/ \ ("" -2l{(1+IO/I+I~1 +T) 
OAcl alP TT6(1j"'A) ~cco(, ?*T»K)(1+0(1,A)' ) (24) 

1 . . 
for all mult:l.iod1oes 0(, ~ _ . all .. E IN and all AEK, a . 

oompaot suosetof 4)kll whenev~l' 5(~,').);l: D. 
We have 

U~ log Pk(X+~i,A)12= 'R(x,,~_A)/lpk(x+~i.A)12. (25) 

whet'e R(X»~.A)!s,a pol;ynom1a~ in (X./\.~)flR;X: cek X lR of 
degree 2k - 2 in x. 

Any first partial derivative of (25) is of the fo~ 

Rl (X.'l/,A)/11k(:x+ "li.l)l\ where ~l i.s a polynomia~ of ~e:­
gree4ltmost- 2k - 2 + 2k :; 4k - 2 in x. 

,Arryj-th .. ps£tial derivative of (25) is of the form 
RjCX"11,.J\)}JPk(X+1fiI\A)r2(1+;l) _ where Rj is a po~ynomial .of 

degree (;it most 2k(1 + j-l)-2 ... 2(1 + j-l)k = 21<:j-2 io x 
by induction. IFk(x ... ,1 .. A)}2Cl+j) is a polynomial in x£lR. 

ll"ffi. ACCk • with leading coefEicient 1 in :ira of degree 
2k(1 + j) in x. this is 2k + 2 higher than the degree of 

Rtj in x. The ssms 8t'gumeot applies to "1 • if' OCi7]"A);f D. 
i.e. if' there are 00 poles on the l~ne x-r"li,. xem. So the 
dominating factor is thedistaoce to the paxt J?ole_ io the 
appropriate power. and! 0' (1fa)..) II!easures the tlvertical" 

distanoe to the next pole. So we obtain the following t For 

any compact subset K of ok there exists a constant 

O(K. j) suoh the t 

Rj(x.~JlA) 1 
Pk(x+1 i .),)2C1+j ~ ~~ O(K, j) (-1+ ..... , ..... X--12::-:-k~+2:=:"')-(-1+-1-~.--/2:1'l:I"7".:+2::-) • 



• (1-:- 5(~. ::\)-2k(l+ lc{1 + Ipl + -0. 

1I(1+lx1 2k.f-?) is inteGrable along JR. 130 we ;nay ioto/Srato 
the above estimate with respeot to x tu obtain (;;:J~). 

We will construct the funotion f . 
Lat g be a smooth function [O,OO)-+IH sat1a:t'yin:; 

:5 g(~) = 1 if 0 ~ t ~4k .. 

o ~ g( t) ~ 1 U 412 ~ t ~ 8t; • (26 ) 

g( Ii) = 0 if all? ~ 11. 

Let h be a secoed smooth funotion [O.oo)~tR s;;,1t!I,tL'yiUt, 
h( t)= () it t ~ f for some 0< 6< 1/2. 

O~h(t)~l :{of 6"t~l-6 • (.~7) 
h( t)= 1 if 1- e, '* t. 

Then defiee s:'<S' .. '.A.y) fot ('S.'A.y)€fR X (llt>< IH OEl t'nll.C)I'hl I 

fCs .A.y)= 0 11' lI(l+ls1) ~Iyl. 

First we claim that 

::: 1 1 it' I yJ..$l/2(l+ '5))' 
I+l~1 

::: h(4(l+lsl) S g( 6("l.A)/( 1.+ l~j) )d'l'} ) 

Y if 1/2(l+I~!~<Y$1/(l+-IS:/). 
y 

= he4Cl+ Is/) ~ S(O'(IJ) .. A)/(l+I'SI»)d~) 
1 -l"+Jsl 

if -l/(l+lfJ)~;Y~-l!;)(l+I51). 

~. r.?' g(o'( ~.:.\)I (1+ I'!: Ill, ~l/ 4 (1+ l!f I) (~,) ) 
- 2<I+l'sD 

~ 1 
2(I+r~D 

.. _ 1 g(<1(~ .. :A)/(l+ISI)d~~l/4(1+ISD. 00) 

~ 
For that ~emember the defiultion of 0 (14) and (23). 

ali m be Lebesgue measure on Ie aM r('S)1:. [1I2(l.i I ~ j), 
1I(1+1'5/)J. Then 8 simple geometrioal a~f:\ument (thore {,l('~ at 

mosli k: different zeros of PIc( •• A) for :fixed A) C;.1V'H. 

m({1Je-I~)1 S(~.A)~r})= m(I(S»-«II(1?]€ I(~)a8(~.A)< r}) 
, ~1/2(1+ l-gJ)-2tk. 



':,Ie cl'~~ interested in the set of those 11 :l for which 

:,:C 0-('~J,?)/(l+15D)'" 1. Sufnciel1t for that is ()(Il)~?)/(1+15D 
~ 11 k:" " by (?6). By (23) 6(~ .sA) ~ k2/2 (H1).s:\)" so we obtai~ 
tho 6tllficl.enD condition 0('1]''),) ~1I8k(1+151). But now 

!~(~'l') E I(-gh S Ct1),A) ~ 1/8t~(1+ I'fD}):? 1/4(1+ l~l) as we com­
putod :.:bove. (29) follows since on this set g = 1. 

A similer 3l:'3LHoent pt'ovcs (30). 

Uoirl~ (29) and (0) we see that the definitions of ' 

fes ,A,y) coincide on overlapping intervalls. so ~(S .~.y) 
i:.3 sm Doth in A and y fn fixed '5 . . 

Let us oheok now v:hether the conditLons, (16) .. (19) of 
lemma 15 are satisfied I 

(16) On a Deighbau~hood of y = O. exaotly for \Yl~ 1/2(1+15\). 

we have ~(S .A,y)= 1 by definition. 

(17) If ISyl ~1. then lyl~lIl'SI >1/(1+1151). so ~(~.sA.y)= 
= 0 ~y definition. 

(18) We want thet ~y ~,r5 .A.y)= 0 in a neighbou~hood of 

b(y.~) = 0.... . 
1 , 

fl+l!l 
h' (4U+I'SI) J g(0'("1.).)/(1+1~\»)d'Y) ~. 

Y 
• (-4(1+1S})g( a(y.'A)/(l+I'SD». if yEIC'g). 

If y is so near at. ~ 'lj I ~(~.A)= O} that 

tf(Y.A)~1/16~(l+ lSI). then 6"(y.'A)/(l+I'S\) ~ 
~1/2 5(y. ')J(1+ IS\) ~ S!r? • 

using (23). so g( 6(y.A)/(1+ Is\))= 0 by (26). If d(y.A)= O. 
then (23) does not hold but the cono1usion holds by oootinuity. 

So ~f(~.A.y)= O. E~eotlY the seme argUment,applies. if . 
oY . 

y € - I(~). 
(19) We already know the t ~(s= .~.y) is smooth with ~espeot 

to A.y, So we have only to estimate 

} QIoCI O'~l OT I 
-at' d;:/3 bir f(s.:X:YJ. 

For fixed '5 we know that f('5.:X.y) is ooostaot outside 
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,I(S)V(-I('S)' in particular for IY/ ~J./(1+15D·,c 
Let t.>w K~(k be compact aod consider ,A€iI:'. WI;) want 

to estimate"" for A€K the expression 
1 

'let/ '"::I.IP! ')..T r 1+1~1 
a « .!:!.::- i!:..- b(4(1+/sD,} g«(5"(11.:A)/(1+l'Sf)d1) (1) 
OA (lAP at" y / 

and .the similar expression for y € (-I( 5"»). 
The pertisl derivative (31) is a polynomial in the p~r­

tial derivatives of band g (which are uniformly bounded 
since both are constant outside a oompaot set) and in 1+151. 
1/(1+ 151) aDd the partial. derivat'ives of (j • 

The latter are bounded by an expression 

C(d.~.T .K)(l+ d(y.A)-2k(1+ loll+1 pI + 1'):0 

tIsing (24). Reoall that £(Y:o") is the ''vertioal'' dist~tlcC 
from y Co the next zero of FkC., A). IT '). remains in Ie 

then the SiHi 'of all these zeros is bounded. 60 this expres:;ioo 
aoove becomes big only in B oompact set, where we CDn bound it· 
uniformly. So we can disregard all partial derivatives and of 
coUrse 1/(1+ lSi) in (31). So (31) is bounded by 8 po1ynom1B'1 
1n 1+ 151. of order lal+I]3I+ T , i.e. just the order portiol 

, derIv~tIve (31). So flDally we obtain a bound of the form 
««.Rt -r~K)(l+ 1~11+ Jell+ Ipl + T ). r ~ qed. 
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