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Preface

These lecture notes accompany a three hour per week introduction to the theory
of Lie groups, held at the Faculty of Mathematics at Vienna University in winter
term 2023. The prerequisites are a solid knowledge of analysis on manifolds, as
provided, e.g., by my course [5]. The presentation is based mainly on [1, 9, 2, 11].
Some proofs of auxiliary results have been outsourced to appendices so as to not
distract too much from the main line of the text.

I am greatly indebted to Roman Popovych for numerous remarks and corrections.

Michael Kunzinger, winter term 2023
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1 Definitions and first examples

1.1 Definition. A Lie group is a group G that simultaneously is a differentiable
manifold and such that the group multiplication

µ ∶ G ×G→ G

µ(g, h) = g ⋅ h

is smooth.

1.2 Remark. By a manifold we mean here a set M equipped with a C∞-structure.
However, we make no further assumptions on the topology ofM (like Hausdorff (T2)
or second countable). Recall from [5, Sec. 1.2] that any manifold automatically
inherits a topology, called the natural manifold topology, via its charts (i.e., by
declaring the charts to be local homeomorphisms). By ‘smooth’ we will always
mean C∞.

1.3 Examples. (i) (Rn,+) with its natural manifold structure is a Lie group.

(ii) The matrix group GL(n,R), with µ the standard multiplication of matrices
is a Lie group, cf. [5, 1.1.9 (iii)]. (Seemingly) more generally, let V be a finite-
dimensional real vector space. Then analogously,

GL(V ) ∶= {f ∶ V → V ∣ f linear and invertible}

is a Lie group. Indeed, after the choice of some basis in V we have GL(V ) ≅
GL(n,R). Analogous claims hold for GL(n,C). GL(V ) is the paradigmatic Lie
group.

(iii) R ∖ {0} and C ∖ {0} are Lie groups with respect to multiplication.

(iv) Given Lie groups G and H, also G ×H is a Lie group, with multiplication

(g1, h1) ⋅ (g2, h2) = (g1g2, h1h2).

It is called the product of the Lie groups G and H.

(v) U(1) ∶= {z ∈ C ∣ ∣z∣ = 1} and hence, by (iv), also the n-dimensional torus group
Tn ∶= U(1)n are Lie groups.

(vi) Lie groups that are subgroups of some GL(V ) are called linear Lie groups. As
we shall see, all the standard matrix groups (O(n),U(n),SO(n,R),SO(n,C), . . . )
are linear Lie groups.

1.4 Definition. Let G be a Lie group and let g ∈ G. The left translation Lg is
defined as

Lg ∶ G→ G

Lg(h) ∶= gh.

Analogously, the right translation Rg is

Rg ∶ G→ G

Rg(h) ∶= hg.

We have Lg(h) = µ(g, h), so Lg = µ(g, . ). Also, L−1g = Lg−1 . Consequently, Lg is a
diffeomorphism (and analogously for Rg). In addition, Lg ○Lh = Lgh, Rg ○Rh = Rhg,
and Le = Re = idG.
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1.5 Lemma. Let G be a Lie group.

(i) Let g, h ∈ G, v ∈ TgG, and w ∈ ThG. Then

T(g,h)µ(v,w) = ThLg(w) + TgRh(v).

(ii) Denote by ν ∶ G → G, ν(g) ∶= g−1 the inversion map on G. Then ν is smooth
and for any g ∈ G we have

Tgν = −TeRg−1 ○ TgLg−1 = −TeLg−1 ○ TgRg−1 .

In particular, Teν = −idTeG.

Proof. (i) Note first that

T(g,h)µ(v,w) = T(g,h)µ(v,0) + T(g,h)µ(0,w).

Now let c ∶ (−ε, ε) → G be a smooth curve with c(0) = g and c′(0) = v. Then

T(g,h)µ(v,0) =
d

dt
∣
0
µ(c(t), h) = d

dt
∣
0
Rh(c(t)) = TgRh(v).

Analogously, T(g,h)µ(0,w) = ThLg(w).
(ii) Let Φ ∶ G × G → G × G, Φ(g, h) ∶= (g, gh), i.e., Φ = pr1 × µ, so Φ ∈ C∞. For
v,w ∈ TeG we have by (i):

T(e,e)Φ(v,w) = (T(e,e)pr1(v,w), T(e,e)µ(v,w)) = (v, TeRe(v) + TeLe(w)) = (v, v +w).

Therefore, T(e,e)Φ ∶ TeG × TeG → TeG × TeG is invertible. By the inverse function

theorem, locally around (e, e) the map Φ possesses a smooth inverse Φ̃. Now Φ̃ =
Φ−1 = (g, h) ↦ (g, g−1h), so that Φ̃(g, e) = (g, ν(g)). This shows that ν is smooth in
a neighborhood of e. Now for any g ∈ G we have ν = Rg−1 ○ ν ○ Lg−1 , implying that
ν is smooth in a neighborhood of g. Since g was arbitrary, ν ∶ G→ G is C∞.
Next, for any g ∈ G we have e = µ(g, ν(g)). From this, by differentiation we obtain
for any v ∈ TgG:

0 = T(g,g−1)µ(v, Tgν(v)) =
(i)
Tg−1Lg(Tgν(v)) + TgRg−1(v).

Due to (Tg−1Lg)−1 = TeLg−1 (note that L−1g = Lg−1) we get

Tgν(v) = −TeLg−1(TgRg−1(v)).

The second formula follows analogously by differentiating e = µ(ν(g), g). ◻

2 Some topological properties of Lie groups

The fact that any Lie group is a manifold for which µ ∶ G×G→ G and ν ∶ G→ G are
(smooth, therefore) continuous automatically implies several improved properties of
the topology of G. To derive these we first consider the general case of topological
groups:

2.1 Definition. A topological group is a group that is also a topological space
such that the group operations

µ ∶ G ×G→ G, µ(g, h) = gh
ν ∶ G→ G, ν(g) = g−1

are continuous.
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Thus any Lie group is in particular a topological group. In any topological group
all Lg and Rg are homeomorphisms.

2.2 Remark. Let G be a topological group and let U be open in G. Then for any
g ∈ G also the coset LgU ≡ gU is open (and analogously for RgU ≡ Ug). If U,V ⊆ G
are open, then so is U ⋅ V = µ(U,V ) because U ⋅ V = ⋃g∈U g ⋅ V .

If U is a neighborhood of e then by the continuity of µ there exists a neighborhood
W of e withW 2 ∶=W ⋅W ⊆ U . A subgroup H of G that is an open (closed) subset of
G is called open (closed) subgroup of G. Any open subgroup of G is automatically
closed as well because G = ⋃g∈G gH, so G ∖H = ⋃g∈G∖H gH is open.

2.3 Remark. Let G be a topological group and let U be open in G. Then also
ν(U) ≡ U−1 = {g−1 ∣ g ∈ U} is open. Let U and W be neighborhoods of e with
W 2 ⊆ U . Then V ∶=W ∩W −1 is a neighborhood of e with V = V −1 and V −1 ⋅V ⊆ U .

Any subgroup of a topological group is itself a topological group (when endowed
with the trace topology).

2.4 Proposition. Let G be a topological group and let Ge denote the connected
component of e in G. Then

(i) Ge is a normal subgroup and any connected component of G is a coset of Ge.

(ii) If G is a Lie group, then Ge is open and closed.

Proof. (i) As Ge is connected, so are Ge ×Ge and µ(Ge ×Ge). Thus µ(Ge ×Ge)
is connected and contains e, implying µ(Ge × Ge) ⊆ Ge. Also G−1e = ν(Ge) is
connected and contains e, so G−1e ⊆ Ge. This shows that Ge is a subgroup. If g ∈ G,
then gGeg

−1 is connected and contains e, hence is also contained in Ge, showing that
Ge is normal. Finally, let g ∈ G and denote by Gg the connected component of g.
Then gGe is a connected superset of g, hence gGe ⊆ Gg. Analogously, g−1Gg ⊆ Ge,
so Gg = gGe.
(ii) Being a manifold, G is locally connected, hence any connected component of G
is open. Ge is then also closed by Remark 2.2. ◻

2.5 Proposition. Let G be a connected topological group and let U be any neigh-
borhood of e. Then G is generated by U , i.e., any element of G is a product of
certain elements of U .

Proof. Let H ∶= ⟨U⟩ be the subgroup of G generated by U . If h ∈ H, then hU is
a neighborhood of h contained in H. Hence H is open. By Remark 2.2 it is also
closed. As G is connected, G =H. ◻

2.6 Proposition. Any topological group G that is T1 is automatically also T2.

Proof. First, let g ≠ e. Since G is T1, there exists a neighborhood U of e such
that g /∈ U . By Remark 2.3, there exists some neighborhood V of e such that
V −1V ⊆ U . Then V g and V are disjoint neighborhoods of g and e, respectively:
indeed, if h ∈ V g ∩V , then there is some k ∈ V with kg = h, so g = k−1h ∈ V −1V ⊆ U ,
a contradiction.

Finally, if g ≠ g′, by the above there exist disjoint neighborhoods W , W ′ of e and
g−1g′. Then gW and g′W ′ separate g and g′. ◻
Since the natural topology of a manifold is always T1 (cf. [5, 1.3.1]), we obtain:
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2.7 Corollary. Any Lie group is a Hausdorff space.

2.8 Proposition. Any connected Lie group is second countable.

Proof. It suffices to show that any such G possesses a countable atlas (cf. [5, 1.3.7]).
Let U be a chart neighborhood around e with U = U−1. Since U is homeomorphic to
some open subset of Rn there exists a countable dense subset S of U . Let H ∶= ⟨S⟩
be the subgroup of G generated by S. Since it consists of finite products of elements
of S, H is itself countable. Also, since any hU is a chart domain, it suffices to show
that {hU ∣ h ∈H} is a covering of G.

To show this, let g ∈ G. As G is connected, by 2.2 it is generated by U , so there exist
p ∈ N and g1, . . . , gp ∈ U with g = g1⋯gp. Since µ is continuous, for any i ∈ {1, . . . , p}
there exists some open neighborhood Ui ⊆ U of gi such that U1⋯Up ⊆ gU . Since S
is dense in U and Ui ⊆ U , there exist si ∈ Ui ∩ S (1 ≤ i ≤ p). Finally, let h ∶= s1⋯sp.
Then h ∈H and h ∈ gU . Thus g ∈ hU−1 = hU . ◻

2.9 Corollary. Any Lie group is paracompact.

Proof. By Proposition 2.4, Ge is an open subgroup of G and hence is itself a Lie
group. By Proposition 2.8 Ge is second countable, and the same is thereby true for
any connected component of G by Proposition 2.4. Thus the claim follows from [5,
1.3.15]. (Alternatively, [5, 1.3.14] implies that any connected component admits a
partition of unity, hence so does G itself, and thereby is paracompact). ◻

3 Left-invariant vector fields

Since left translations Lg are diffeomorphisms, their tangent maps at e are linear
isomorphisms between g ∶= TeG and TgG. For v ∈ g and g ∈ G we set

Lv(g) ∶= TeLg(v) ∈ TgG.

If, on the other hand, X ∈ X(G) is a smooth vector field on G, then we may form
the pullback of X under Lg: L

∗
gX ∶= (TLg)−1 ○X ○Lg ∈ X(G).

TG
TLg // TG

G
Lg //

L∗gX

OO

G

X

OO

3.1 Definition. Let G be a Lie group and let X ∈ X(G). Then X is called left-
invariant if L∗gX = X for each g ∈ G. The space of all left-invariant vector fields is
denoted by XL(G).

3.2 Proposition. Let G be a Lie group.

(i) The map

L ∶ G × g→ TG

(g, v) ↦ Lv(g)

is a diffeomorphism.
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(ii) For any v ∈ g, Lv ∶ G → TG is a smooth left-invariant vector field on G,
Lv ∈ XL(G). The map v ↦ Lv, g → XL(G) is a linear isomorphism with
inverse X ↦X(e). Hence g = TeG can be identified with XL(G).

Proof. (i) Consider the map

φ ∶ G × g→ TG × TG
(g, v) ↦ (0g, v),

with 0g ∈ TgG ⊆ TG, v ∈ TeG ⊆ TG. Then φ is smooth and by Lemma 1.5 (i) we
have

Tµ ○ φ(g, v) = Tµ(0g, v) = T(g,e)µ(0g, v) = TeLg(v) + TgRe(0g)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

= TeLg(v) = Lv(g).

In particular, Lv is smooth. Next, let

ψ ∶ TG→ TG × TG
vg ↦ (0g−1 , v) = (0ν(g), v).

Since ν is smooth, so is ψ. Moreover, Lemma 1.5 (i) implies

Tµ ○ ψ(vg) = T(g−1,g)µ(0g−1 , v) = (TgLg−1)(v) + 0 ∈ TeG = g.

It follows that the map Ψ ∶ TG→ G × g, vg ↦ (g, TgLg−1(vg)) is smooth. Now

Ψ ○L(g, v) = Ψ(Lv(g)) = (g, TgLg−1(Lv(g))) = (g, TgLg−1(TeLg(v))) = (g, v),

and

L ○Ψ(vg) = L(g, TgLg−1(v)) = LTgLg−1(v)(g) = TeLg ⋅ TgLg−1(v) = v,

so Ψ = L−1 and L is a diffeomorphism.

(ii) We have Lv(g) = TeLg(v) ∈ TgG and g ↦ Lv(g) is smooth by (i). Thus Lv ∈
X(G). Also, Lv is left-invariant: Let h ∈ G, then

((Lg)∗Lv)(h) = TghLg−1 ○Lv(gh) = TghLg−1 ○ Te( Lgh
°
=Lg○Lh

)(v)

= TghLg−1 ○ ThLg ○ TeLh(v) = TeLh(v) = Lv(h).

Hence Lv ∈ XL(G). Moreover, for v ∈ g we get

Lv(e) = TeLe(v) = idTeG(v) = v,

and for X ∈ XL(G), setting v ∶=X(e) we obtain

X(g) = ((Lg−1)∗X)(g) = TeLg(X(g−1g)) = TeLg(v) = Lv(g).

This means that X = Lv = LX(e). ◻

3.3 Remark. The diffeomorphism L ∶ G×g→ TG is called left trivialization of TG.
By Proposition 3.2 (ii), L is a vector bundle isomorphism (since it is fiber-linear).
This means that the tangent bundle of any Lie group is trivializable. If (v1, . . . , vn)
is a basis of g then the evaluations of the corresponding left-invariant vector fields
Lv1 , . . . , Lvn at any g form a basis of TgG. In particular it follows that manifolds
that do not admit nowhere-vanishing vector fields (e.g., Sn for n even) cannot be
made into Lie groups.
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4 The Lie algebra of a Lie group

4.1 Definition. A vector space a is called a Lie algebra if it is endowed with
a bilinear operation (v,w) ↦ [v,w] that is antisymmetric and satisfies the Jacobi
identity:

[v,w] = −[w, v]
[u, [v,w]] + [v, [w,u]] + [w, [u, v]] = 0

for all u, v,w ∈ a.

Given any Lie group G, our first aim is to equip the vector space g = TeG with
a natural Lie algebra structure via Proposition 3.2. To do this, we require the
following concept from differential geometry:

4.2 Definition. Let f ∶ M → N be a smooth map between two manifolds. Then
vector fields X ∈ X(M) and Y ∈ X(N) are called f -related, denoted by X ∼f Y if
Tpf(Xp) = Yf(p) for each p ∈M .

TM
Tf // TN

M
f //

X

OO

N

Y

OO

4.3 Lemma. Smooth vector fields X ∈ X(M) and Y ∈ X(N) are f -related if and
only if for each g ∈ C∞(N) we have

X(g ○ f) = Y (g) ○ f.

Proof.

X(g ○ f) = Y (g) ○ f ∀g⇔Xp(g ○ f) = Yf(p)(g) ∀g ∀p
⇔
(∗)

Tpf(Xp)(g) = Yf(p)(g) ∀g ∀p⇔X ∼f Y,

where (∗) holds due to [5, (2.1.4)]. ◻

4.4 Lemma. Let X1,X2 ∈ X(M), Y1, Y2 ∈ X(N), f ∈ C∞(M,N) and suppose that
X1 ∼f Y1 and X2 ∼f Y2. Then also [X1,X2] ∼f [Y1, Y2].

Proof. Using Lemma 4.3 we calculate:

[X1,X2](g ○ f) =X1(X2(g ○ f)) −X2(X1(g ○ f)) =X1(Y2(g) ○ f) −X2(Y1(g) ○ f)
= Y1(Y2(g)) ○ f − Y2(Y1(g)) ○ f = [Y1, Y2](g) ○ f.

◻
In particular, if f ∶ M → N is a diffeomorphism, X ∈ X(M) and Y ∈ X(N),
then X ∼f Y if and only if X = f∗Y . Lemma 4.4 then implies that f∗[Y1, Y2] =
[f∗Y1, f∗Y2].
Returning now to the Lie group setting, let G be a Lie group, X,Y ∈ XL(G) and
g ∈ G. Then

L∗g[X,Y ] = [L∗gX,L∗gY ] = [X,Y ],
so also [X,Y ] ∈ XL(G). Thus if v,w ∈ g, then also [Lv, Lw] ∈ XL(G). We may
therefore define an operation on g by setting

[v,w] ∶= [Lv, Lw](e) (v,w ∈ g).
By Proposition 3.2 (ii) we then have [Lv, Lw] = L[v,w], since both sides lie in XL(G)
and attain the same value at e.
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4.5 Definition. Let G be a Lie group. The Lie algebra of G is the vector space
g = TeG, endowed with the operation [ , ] ∶ g × g→ g, [v,w] ∶= [Lv, Lw](e).

Bilinearity, anti-symmetry and the Jacobi identity for [ , ] follow from the corre-
sponding properties of the Lie bracket of vector fields (cf. [5, 2.2.17]). Hence (g, [ , ])
is indeed a Lie algebra in the sense of Definition 4.1.

4.6 Examples. (i) Let V be a finite-dimensional vector space. Then (V,+) is
a Lie group. If v ∈ T0V ≅ V and g ∈ V , we have Lv(g) = T0Lg(v) = v, because
Lg = h ↦ h + g. Hence L = (g, v) ↦ (g, v) and the left trivialization is the usual
identification TV ≅ V × V . The left-invariant vector fields are therefore precisely
the constant ones and in particular, the Lie bracket vanishes: [ , ] = 0 on T0V , so
the Lie algebra is commutative. We shall see later that this is a general property of
commutative Lie groups.

(ii) Given Lie groups G, H, by Example 1.3 (iv) also G × H is a Lie group and
T(e,e)(G×H) = TeG×TeH = g⊕h. Also, XL(G×H) ≅ XL(G)×XL(H), because for
(v,w) ∈ T(g,h)(G ×G) we have

L(v,w)(g, h) = T(e,e)L(g,h)(v,w) = T(e,e)(Lg ×Lh)(v,w) = (TeLg × TeLh)(v,w)
= (Lv(g), Lw(h)) = (Lv ×Lw)(g, h).

Moreover,
[(X1, Y1), (X2, Y2)] = ([X1,X2], [Y1, Y2]),

so the Lie bracket on g⊕ h is formed componentwise. We call g⊕ h the direct sum
of g and h.

(iii) The single most important example of a Lie group is G = GL(n,R). It is an
open subset of the vector space Mn(R), so g = TIG = Mn(R). Vector fields on G
can be identified with smooth maps G →Mn(R) (but note that this is not the left
trivialization).

Let A,B,C ∈Mn(R). Then

LA(B + λC) = A ⋅ (B + λC) = AB + λAC = LAB + λLAC,

so left translation is a linear map. It follows that the left-invariant vector field LC

corresponding to some C ∈ TIG =Mn(R) is given by

LC(A) = TILA(C) = LA(C) = A ⋅C (A ∈ G).

In other words, LC is the right-multiplication by C. We have shown this for G =
GL(n,R), but since G is dense in Mn(R)1, we may extend LC continuously to all

of Mn(R). For the Lie bracket of vector fields on open subsets of Mn(R) ≅ Rn
2

we
have (cf. [6, 3.1.6 (ii)]):

[X,Y ](x) =DY (x)(X(x)) −DX(x)(Y (x)).

Also LC is linear by the above, so

D(LC
′

)(I)(C) = LC
′

(C) = CC ′ (C,C ′ ∈Mn(R)).

Thus, finally,

[C,C ′] = [LC , LC
′

](I) = CC ′ −C ′C.
This means that the Lie bracket on Mn(R) is exactly the commutator of matrices.

1Let A ∈Mn(R). Since the polynomial p ∶ t ↦ det(A − tI) has at most n zeros, we may find t
arbitrarily small with p(t) ≠ 0, so A − tI ∈ GL(n,R).
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5 Lie group homomorphisms

5.1 Definition. Let G and H be Lie groups. A smooth map φ ∶ G → H that is
a group homomorphism is called a Lie group homomorphism. If φ is (smoothly)
invertible then also φ−1 is a Lie group homomorphism, and φ is called a Lie group
isomorphism. A Lie group isomorphism φ ∶ G → G is called Lie group automor-
phism.

Thus for each Lie group homomorphism φ we have φ(g1g2) = φ(g1)φ(g2), φ(e) = e,
and φ(g−1) = φ(g)−1.

5.2 Examples. (i) The inclusion SO(n,R) ↪ GL(n,R) is a Lie group homomor-
phism.

(ii) The conjugation map conjg ∶ G → G, h ↦ ghg−1 is a Lie group automorphism.
We have

conjg = Lg ○Rg−1 = Rg−1 ○Lg.

(iii) t↦ eit is a Lie group homomorphism from R to S1.

5.3 Lemma. Let G be a connected Lie group, H a Lie group and φ1, φ2 ∶ G → H
Lie group homomorphisms that coincide on some neighborhood of e ∈ G. Then
φ1 = φ2.

Proof. This is immediate from Proposition 2.5. ◻

5.4 Definition. Let g,h be Lie algebras. A linear map α ∶ g→ h with α([v1, v2]) =
[α(v1), α(v2)] for all v1, v2 ∈ g is called a Lie algebra homomorphism.

5.5 Proposition. Let G and H be Lie groups with Lie algebras g and h, respec-
tively.

(i) If φ ∶ G → H is a Lie group homomorphism, then φ′ ∶= Teφ ∶ g → h is a Lie
algebra homomorphism.

(ii) If G is commutative, then the Lie bracket on g vanishes identically.

Proof. (i) For all g, h ∈ G we have φ(gh) = φ(g)φ(h), so φ ○ Lg = Lφ(g) ○ φ.
Differentiating this identity at e we obtain Tgφ ○ TeLg = TeLφ(g) ○φ′, and inserting
v ∈ g = TeG leads to

Tgφ(Lv(g)) = Lφ
′
(v)(φ(g)).

This means that Lv ∈ X(G) and Lφ′(v) ∈ X(H) are φ-related for any v ∈ g. Hence by

Lemma 4.4 we obtain for any v,w ∈ g: Tφ○[Lv, Lw] = [Lφ′(v), Lφ′(w)]○φ. Inserting
e we arrive at φ′([v,w]) = [φ′(v), φ′(w)].
(ii) If G is commutative, then ν ∶ g ↦ g−1 is a Lie group homomorphism because

ν(gh) = (gh)−1 = h−1g−1 = g−1h−1 = ν(g)ν(h).

Hence by (i), ν′ ∶ g → g is a Lie algebra homomorphism. Moreover, since ν′ = −id
by Lemma 1.5 (ii), we get

−[v,w] = ν′([v,w]) = [ν′(v), ν′(w)] = [−v,−w] = [v,w],

so [v,w] = 0. ◻
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5.6 Example. Consider the subgroup SL(n,R) ∶= {A ∈ Mn(R) ∣ det(A) = 1} ⊆
GL(n,R). Since det is regular on GL(n,R), SL(n,R) is an (n2−1)-dimensional sub-
manifold of GL(n,R) (cf. [5, 1.1.9 (iv)]). Thus the Lie algebra sl(n,R) of SL(n,R)
is given by ker(D(det)(I)) ([5, 2.1.1 (iii)]). One can show that sl(n,R) = {A ∈
Mn(R) ∣ tr(A) = 0}. The inclusion i ∶ SL(n,R) ↪ GL(n,R) is a Lie group homo-
morphism with derivative i′ = incl ∶ sl(n,R) ↪ Mn(R). By Proposition 5.5 (i), for
v,w ∈ sl(n,R) we have

[v,w]sl = i′([v,w]sl) = [i′(v), i′(w)]Mn = [v,w]Mn ,

so also in sl(n,R) the Lie bracket is given by the commutator of matrices (cf.
Example 4.6 (iii)).

6 Right-invariant vector fields

Analogously to Section 3 we may as well use right translations to trivialize TG. In
this way we obtain the right trivialization

R ∶ G × g→ TG

(g, v) ↦ Rv(g).

Here, for any v ∈ g the corresponding right-invariant vector field Rv is defined
by Rv(g) = TeRg(v), and a vector field is called right-invariant, X ∈ XR(G), if
R∗gX = X for all g ∈ G. That Rv is indeed right-invariant follows since for each
h ∈ G we have

(R∗gRv)(h) = ThgRg−1 ○Rv(hg) = ThgRg−1 ○ TeRhg(v)
= ThgRg−1 ○ ThRg ○ TeRh(v) = TeRh(v) = Rv(h).

As in Proposition 3.2 it follows that R is a diffeomorphism with inverse

vg ↦ (g, TgRg−1(v)).

Due to R∗g[X,Y ] = [R∗gX,R∗gY ], XR(G) is a Lie-subalgebra of X(G) and as in
Proposition 3.2 (ii) it follows that X ↦ X(e) and v ↦ Rv are mutually inverse
isomorphisms between XR(G) and g.

6.1 Proposition. Let G be a Lie group with Lie algebra g and inversion ν ∶ g ↦ g−1.

(i) Rv = ν∗(L−v) ∀v ∈ g. Hence ν∗ ∶ XL(G) → XR(G) is a linear isomorphism.

(ii) ∀v,w ∈ g: [Rv,Rw] = R−[v,w].

(iii) ∀v,w ∈ g: [Lv,Rw] = 0.

Proof. (i) Since (gh)−1 = h−1g−1, we have ν ○Rh = Lh−1 ○ ν. Thus for X ∈ XL(G)
we get:

R∗hν
∗X = (ν ○Rh)∗X = (Lh−1 ○ ν)∗X = ν∗(Lh−1)∗X = ν∗X,

showing that ν∗X is right-invariant. Moreover, ν∗X(e) = (Teν)−1(Xe) = −Xe, i.e.,
R−Xe = ν∗X = ν∗(LXe).
(ii) By (i),

[Rv,Rw] = [ν∗L−v, ν∗L−w] = ν∗[L−v, L−w] = ν∗L[−v,−w] = R−[v,w].
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(iii) (0, Lv) ∶ G×G→ T (G×G), (g, h) ↦ (0g, Lv(h)) is a vector field on G×G that
is µ-related to Lv: indeed by Lemma 1.5 we have

T(g,h)µ(0g, Lv(h)) = ThLg(Lv(h)) = ThLg(TeLh(v)) = TeLgh(v) = Lv(µ(g, h)).

Analogously, we conclude that (Rw,0) is µ-related to Rw. By Lemma 4.4 we con-
clude:

0 = [(0, Lv), (Rw,0)] ∼µ [Lv,Rw],
i.e., 0 = [Lv,Rw] ○ µ, and since µ is surjective, this gives [Lv,Rw] = 0. ◻

7 One-parameter subgroups

In this section we study the flow maps of left- resp. right-invariant vector fields.
This will provide the foundation for the definition of the exponential map in the
next section. We first recall some basics of ODE theory on differentiable manifolds
from [5].

Let M be a Hausdorff manifold and let X ∈ X(M). A curve c ∈ C∞(I,M) is called
an integral curve of X if c′(t) =X(c(t)) for all t ∈ I. Here,

c′(t) = Ttc(1) = Ttc(
d

dt
∣
1
).

Given p ∈ M , there exists a unique integral curve cp ∶ Ip → M of X with c(0) = p
and such that Ip = (tp−, tp+) is maximal. The set

D(X) ∶= {(t, p) ∈ R ×M ∣ t ∈ Ip}

is an open neighborhood of {0} ×M in R ×M . The flow of X,

FlX ∶ D(X) →M

(t, p) ↦ cp(t)

is C∞ and D(X) is the maximal domain of FlX . We also write FlX(t, p) = FlXt (p).
We have the flow property

FlXs+t(p) = FlXs (FlXt (p)),

whenever the right-hand side of this equation is defined ([5, 2.3.3 (iii)]). X is called
complete if D(X) = R ×M , i.e., if Ip = R for each p ∈ M . Any vector field with
compact support (in particular, any vector field on a compact manifold) is complete
([5, 2.3.7]).

7.1 Lemma. Let X ∈ X(M) and suppose that there exists some ε > 0 such that
[−ε, ε] ⊆ Ip for each p ∈M . Then X is complete.

Proof. Let p ∈ M . Then t ↦ FlXt−ε(FlXε (p)) is an integral curve of X through p
defined on [0,2ε] (because [−ε, ε] ⊆ IFlXε (p) by assumption). By uniqueness this

integral curve coincides with cp on [0,2ε], so [0,2ε] ⊆ Ip. By induction it follows
that [0,∞) ⊆ Ip. Analogously, (−∞,0] ⊆ Ip. ◻

7.2 Lemma. Let M,N be T2-manifolds, X ∈ X(M), Y ∈ X(N), f ∈ C∞(M,N)
and X ∼f Y . Then f ○ FlXt = FlYt ○ f for all t such that the left-hand side of this
equality is defined.
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Proof. Let c ∶ I → M be an integral curve of X, so c′(t) = X(c(t)) for all t ∈ I.
Then

(f ○ c)′(t) = Tc(t)f(c′(t)) = Tc(t)f(X(c(t))) = Yf(c(t)),

showing that f ○ c is an integral curve of Y . Thus, for all t ∈ I, f ○FlXt = FlYt ○ f . ◻
Returning now to the Lie group setting, we have:

7.3 Lemma. Let X ∈ XL(G) (resp. X ∈ XR(G)), then

(i) FlXt (g) = gFlXt (e) (resp. FlXt (g) = FlXt (e)g) for all g ∈ G.

(ii) X is complete.

Proof. (i) X ∈ XL(G) means that L∗gX = X for all g, i.e., TLg ○X = X ○ Lg. In
other words, X is Lg-related to itself: X ∼Lg X. By Lemma 7.2 it follows that

gFlXt (e) = Lg ○ FlXt (e) = FlXt (Lg(e)) = FlXt (g).

The argument for X ∈ XR(G) is analogous.
(ii) By (i), Ie ⊆ Ig for each g ∈ G. Thus the claim follows from Lemma 7.1. ◻

7.4 Definition. A one-parameter subgroup of a Lie group G is a Lie group ho-
momorphism α ∶ (R,+) → G, i.e., a smooth curve α ∶ R → G such that α(s + t) =
α(s)α(t) for all s, t ∈ R. In particular, α(0) = e.

7.5 Lemma. Let α ∶ R→ G be a smooth curve with α(0) = e. TFAE:

(i) α is a one-parameter subgroup with α′(0) = v (∈ TeG = g).

(ii) α(t) = FlL
v

t (e) ∀t ∈ R.

(iii) α(t) = FlR
v

t (e) ∀t ∈ R.

(iv) g ⋅ α(t) = FlL
v

t (g) ∀g ∈ G ∀t ∈ R.

(v) α(t) ⋅ g = FlR
v

t (g) ∀g ∈ G ∀t ∈ R.

Proof. (i)⇒(ii):

α′(t) = d

ds
∣
s=0
α(t + s) = d

ds
∣
s=0
(α(t)α(s)) = d

ds
∣
s=0
Lα(t)α(s)

= TeLα(t)(α′(0)) = TeLα(t)(v) = Lv(α(t)).

Therefore, α is an integral curve of Lv. Since α(0) = e it follows that α(t) = FlL
v

t (e).
(ii)⇒(iv): This follows from Lemma 7.3 (i).

(iv)⇒(ii): Set g = e.
(ii)⇒(i): The curve α(t) ∶= FlL

v

t (e) is smooth, with α(0) = e and α′(0) = Lv(e) = v.
Moreover,

d

ds
α(t)α(s) = Tα(s)Lα(t)

d

ds
FlL

v

s (e) = Tα(s)Lα(t)Lv(α(s)) = Lv(α(t)α(s)),

because Lv is left-invariant. Also, α(t)α(0) = α(t). By definition of FlL
v

we there-
fore obtain

α(t)α(s) = FlL
v

s (α(t)) = FlL
v

s (FlL
v

t (e)) = FlL
v

t+s(e) = α(t + s).

Analogously, one shows (i)⇒(iii)⇒(v)⇒(iii)⇒(i). ◻
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8 The exponential map

The fundamental translation mechanism between the Lie algebra of a Lie group
and the Lie group itself is provided by the exponential map, which we now proceed
to introduce. According to Lemma 7.3, any X ∈ XL(G) is complete. Thus the
following definition makes sense:

8.1 Definition. Let G be a Lie group with Lie algebra g. The exponential map is
given by

exp ∶ g→ G

v ↦ FlL
v

1 (e).

8.2 Theorem.

(i) exp is smooth, exp(0) = e, and T0 exp = idg. Consequently, exp is a diffeo-
morphism from some neighborhood of 0 ∈ g onto some neighborhood of e ∈ G.

(ii) ∀v ∈ g ∀g ∈ G: FlL
v

t (g) = g ⋅ exp(tv).

(iii) ∀v ∈ g ∀g ∈ G: FlR
v

t (g) = exp(tv) ⋅ g.

Proof. By Proposition 3.2 the map g×G→ TG, (v, g) ↦ Lv(g) is a diffeomorphism,
hence in particular is smooth. Thus (v, g) ↦ (0v, Lv(g)) defines a smooth vector

field Z on g ×G. Since FlZt (v, e) = (v,FlL
v

t (e)), exp is smooth.

Let c ∶ I → G be an integral curve of Lv and let a ∈ R. Then t↦ c(at) is an integral
curve of a ⋅Lv = Lav (Lav(g) = TeLg(av) = aTeLg(v)). Therefore,

FlL
av

t (g) = FlL
v

at (g).

From this we conclude FlL
v

t (e) = FlL
tv

1 (e) = exp(tv). By Lemma 7.5, FlL
v

t (e) =
FlR

v

t (e), establishing (ii) and (iii) for g = e. For general g, Lemma 7.5 (iv), (v)
shows that

FlL
v

t (g) = g ⋅ FlL
v

t (e) = g ⋅ exp(tv)
FlR

v

t (g) = FlR
v

t (e) ⋅ g = exp(tv) ⋅ g.

Since exp(0) = Fl0t (e) = e, T0 exp ∶ T0g = g→ TeG = g, and

T0 exp(v) =
d

dt
∣
0
exp(tv) = d

dt
∣
0
FlL

v

t (e) = Lv(e) = v,

i.e., T0 exp = idg. By the inverse function theorem it follows that exp is a diffeomor-
phism on some neighborhood of 0 ∈ g, so also (i) is proved. ◻

8.3 Corollary.

(i) t↦ exp(tv) is a one-parameter group, i.e.,

∀v ∈ g ∀s, t ∈ R ∶ exp((s + t)v) = exp(sv) exp(tv).

(ii) Any one-parameter group of G is of the form t↦ exp(tv) for some v ∈ g.
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Proof. (i) By Theorem 8.2 (ii),

exp(sv) exp(tv) = FlL
v

s (e) ⋅ exp(tv) = FlL
v

t (FlL
v

s (e)) = FlL
v

s+t(e) = exp((s + t)v).

(ii) Let α be a one-parameter group, then by Lemma 7.5 (ii) and Theorem 8.2 (i)
we have

α(t) = FlL
v

t (e) = exp(tv).
◻

8.4 Example. The exponential map on G = GL(n,R).
Let A ∈ g =Mn(R). By Theorem 8.2 (ii), exp(tA) = FlL

A

t (I). Also, from Example

4.6 (iii) we know that LA(B) = B ⋅A. To determine FlL
A

t (I) we therefore have to
solve the initial value problem

c′(t) = LA(c(t)) = c(t) ⋅A
c(0) = I.

The unique solution is given by

c(t) = etA =
∞

∑
k=0

tk

k!
Ak,

so exp(tA) = etA, the matrix exponential. Recall that this series converges with
respect to the operator norm because ∥Ak∥ ≤ ∥A∥k. Indeed, it converges uniformly
on compact sets, in all derivatives. If AB ≠ BA then exp(A +B) ≠ exp(A) exp(B).

8.5 Remark. Canonical coordinates of first and second kind.

Let V be an open neighborhood of 0 ∈ g such that exp ∶ V → U ∶= exp(V ) is a
diffeomorphism. Then (U, (exp ∣V )−1) is a local chart for G around exp(0) = e. After
choosing a basis in g, the corresponding coordinates are called canonical coordinates
of the first kind. For arbitrary g ∈ G then (Lg(U), (Lg ○ exp)−1) is a chart around
g.

Canonical coordinates of the second kind arise as follows: Let (v1, . . . , vn) be a basis
of g and consider the map

f ∶ Rn → G

(t1, . . . , tn) ↦ exp(t1v1) ⋅ exp(t2v2)⋯ exp(tnvn).

Then ∂f
∂ti
(0) = vi (1 ≤ i ≤ n), so

T0f ∶ Rn → g

(a1, . . . , an) ↦
n

∑
i=1

aivi.

Consequently, T0f is bijective, so f is a diffeomorphism of a neighborhood of 0 ∈ Rn
onto some neighborhood of e in G. f−1 therefore is a local chart, whose coordinates
are called canonical coordinates of the second kind.

The following result is a first example of “automatic regularity”, which is quite
typical for Lie group theory.

8.6 Theorem. Let φ ∶ G→H be a continuous homomorphism of the Lie groups G
and H. Then φ is smooth, hence is a Lie group homomorphism.
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Proof. We first show that any continuous one-parameter group α ∶ R → G is
smooth. By Theorem 8.2 (i) there exists some r > 0 such that exp is a diffeomor-
phism from some ball (with respect to any chosen norm on g) B2r(0) ⊆ g onto some
open neighborhood of e in G. Let β ∶ [−ε, ε] → Br(0), β ∶= (exp ∣Br(0))−1 ○ α. For
∣t∣ ≤ ε/2 we have:

exp(β(2t)) = α(2t) = α(t)2 = exp(2β(t)),

so β(2t) = 2β(t) and thereby β(s/2) = β(s)/2 for all s ∈ [−ε, ε]. Hence for all
k,n ∈ N:

α(nε
2k
) = α( ε

2k
)
n

= exp(β ( ε
2k
))
n

= exp( n
2k
β(ε)) .

Due to α(−t) = α(t)−1 and exp(−v) = exp(v)−1 we obtain:

α(t) = exp(t1
ε
β(ε)) ∀t ∈ {nε

2k
∣ k ∈ N, n ∈ Z} ⊆ R. (8.1)

As this set is dense in R and both sides are continuous, (8.1) indeed holds for each
t ∈ R, showing that α is smooth.

Now let φ ∶ G→H be any continuous Lie group homomorphism. We use canonical
coordinates of the second kind (cf. Remark 8.5). Let (v1, . . . , vn) be a basis of g
and let f(t1, . . . , tn) ∶= exp(t1v1) ⋅ exp(t2v2)⋯ exp(tnvn) be the inverse of the chart.
Then

(φ ○ f)(t1, . . . , tn) = φ(exp(t1v1))⋯φ(exp(tnvn)).
Every factor in this product is a continuous one-parameter group, hence is smooth
by the above. Thus φ ○ f is smooth, implying that φ is C∞ near e. Since φ is a
homomorphism, for any g ∈ G we have φ = Lφ(g)○φ○Lg−1 , showing that φ is smooth
near g. ◻

8.7 Corollary. Let φ ∶ G → H be a bijective continuous homomorphism between
Lie groups. If G is separable then φ is a diffeomorphism.

Proof. By Theorem 8.6 it suffices to show that φ−1 is continuous. Let V be an open
neighborhood of e in G. Since (g, h) ↦ gh−1 is continuous, there exists a compact
neighborhood K of e in G with KK−1 ⊆ V . By assumption, G is separable, so there
exists a countable dense subset {an ∣ n ∈ N} in G. It follows that G = ⋃m∈N am ⋅K:
indeed, if g ∈ G then gK−1 is a neighborhood of g, hence contains some am. Moreover
H, being locally compact, is a Baire space. Therefore, since

H = ⋃
m∈N

φ(am)φ(K),

where each φ(am)φ(K) is closed, there exists some m ∈ N with (φ(am)φ(K))○ ≠ ∅,
and thereby φ(K)○ ≠ ∅. Pick any φ(g) ∈ φ(K)○ (noting that φ is surjective), then
eH = φ(g)φ(g)−1 is an interior point of φ(K) ⋅ φ(K)−1 = φ(KK−1) ⊆ φ(V ), i.e.,
φ(V ) is a neighborhood of eH . Hence φ−1 is continuous at eH . For general h ∈ H,
we have φ−1 = Lφ−1(h) ○ φ−1 ○Lh−1 , showing that φ−1 is continuous at h. ◻
We know from Proposition 2.4 that the connected component Ge of G is an open
and normal subgroup. Thus Ge itself is a Lie group. The quotient group G/Ge is
called the component group.

8.8 Theorem. Let G, H be Lie groups with Lie algebras g, h and exponential maps
expG, expH .
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(i) Let φ ∶ G→H be a Lie group homomorphism with derivative φ′ = Teφ ∶ g→ h.
Then φ ○ expG = expH ○φ′:

g
φ′ //

expG

��

h

expH

��
G

φ // H

(ii) Ge is the subgroup of G generated by exp(g).

(iii) If φ,ψ ∶ G→H are Lie group homomorphisms with φ′ = ψ′, then φ∣Ge
= ψ∣Ge

.

Proof. (i) Let v ∈ g. By the proof of Proposition 5.5, Lv ∼φ Lφ
′
(v). Together with

Lemma 7.2 we get

φ(expG(v)) = φ(FlL
v

1 (e)) = FlL
φ′(v)

1 (φ(e)) = expH(φ′(v)).

(ii) Since e ∈ exp(g), which is connected, exp(g) ⊆ Ge. Let G̃ ∶= ⟨exp(g)⟩. Then
G̃ ⊆ Ge and G̃ is open: take U , V open such that exp ∶ U → V is a diffeomorphism.
Then V ⊆ G̃. Let g ∈ G̃, then gV is an open neighborhood of g in G̃. Since Ge is a
topological group, the claim follows from Proposition 2.5.

(iii) By (i) we have φ∣expG(g) = ψ∣expG(g), so the claim follows from (ii). ◻

9 The adjoint representation

9.1 Definition. A representation of a Lie group G on a finite-dimensional vector
space V is a Lie group homomorphism G → GL(V ). A representation of a Lie
algebra g on V is a Lie algebra homomorphism g→ L(V,V ).

From Proposition 5.5 we know that if φ ∶ G→ GL(V ) is a representation of the Lie
group G on V then φ′ ∶ g → L(V,V ) is a representation of the corresponding Lie
algebra g on V .

Any Lie group G possesses a natural representation on its Lie algebra g: Consider
the conjugation map conjg ∶ G → G, conjg(h) = ghg−1 (cf. Example 5.2 (ii)). Its
derivative Ad(g) ∶= conj′g ∶ g→ g is a Lie algebra homomorphism.

Since conjg = Lg ○Rg−1 = Rg−1 ○Lg,

Ad(g) = Tg−1Lg ○ TeRg−1 = TgRg−1 ○ TeLg. (9.1)

Moreover, conjgh = conjg ○ conjh, so

Ad(gh) = Ad(g) ○Ad(h), (9.2)

and conjg−1 = (conjg)−1 implies Ad(g−1) = Ad(g)−1. Altogether, this establishes
that Ad ∶ G → GL(g) is a group homomorphism. We now want to show that it is
also smooth. For this it suffices to prove that

G × g→ g

(g, v) ↦ Ad(g)(v)

is smooth. Now let φ ∶ G × g→ TG × TG × TG, φ(g, v) ∶= (0g, v,0g−1), which is C∞.
Then by Lemma 1.5,

Tµ ○ (idTG × Tµ)(φ(g, v)) = Tµ(0g, TeRg−1(v)) = Tg−1Lg(TeRg−1(v)) = Ad(g)(v),
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giving the claim. Consequently, Ad ∶ G → GL(g) is a Lie group homomorphism,
called the adjoint representation of G.

The derivative ad ∶= Ad′ = TeAd ∶ g → L(g,g) is therefore a representation of the
Lie algebra g of G (so ad([v,w]) = [ad(v),ad(w)] for all v,w ∈ g), called the adjoint
representation of g.

9.2 Proposition. Let G be a Lie group with Lie algebra g. Let g ∈ G and v,w ∈ g.
Then:

(i) Lv(g) = RAd(g)(v)(g).

(ii) ad(v)(w) = [v,w].

(iii) exp(tAd(g)(v)) = g exp(tv)g−1 = conjg(exp(tv)) (t ∈ R).

(iv) Ad(exp(v))(w) = ead(v)(w) = w + [v,w] + 1
2
[v, [v,w]] + 1

3!
[v, [v, [v,w]]] + . . . ,

i.e.,

g
ad //

expG

��

L(g,g)

expGL

��
G

Ad // GL(g)

Proof. (i) Due to Lg = Rg ○ conjg we have:

Lv(g) = TeLg(v) = TeRg ○ Teconjg(v) = TeRg ○Ad(g)(v) = RAd(g)(v)(g).

(ii) Pick some basis (v1, . . . , vn) of g and let v,w ∈ g. Since Ad ∶ G → GL(g)
is smooth, we have Ad(g)w = ∑ni=1 f i(g)vi for certain f i ∈ C∞(G,R). Let evw ∶
L(g,g) → g be the evaluation map A↦ Aw. This map is linear, so

Te(Ad( . ) ⋅w) ⋅ v = Te(evw ○Ad) ⋅ v = TIevw(TeAd(v)) = evw(TeAd(v))
= evw(ad(v)) = ad(v)(w)

Therefore,

ad(v)(w) = Te(Ad( . ) ⋅w) ⋅ v = Te(
n

∑
i=1

f i( . )vi) ⋅ v =
n

∑
i=1

Tef
i(v) ⋅ vi

=
n

∑
i=1

v(f i) ⋅ vi =
n

∑
i=1

Lv(f i)∣e ⋅ vi
(9.3)

By (i),

Lw(g) = RAd(g)w(g) = R∑f
i
(g)vi(g) =

n

∑
i=1

f i(g)Rvi(g),

so

[Lv, Lw] = [Lv,
n

∑
i=1

f iRvi] =
n

∑
i=1

f i [Lv,Rvi]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

+
n

∑
i=1

Lv(f i)Rvi . (9.4)

Combining (9.3) with (9.4), we finally arrive at

[v,w] = [Lv, Lw](e) =
n

∑
i=1

Lv(f i)(e)Rvi(e) =
n

∑
i=1

Lv(f i)(e)vi = ad(v)(w).
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(iii) Inserting φ = conjg in Theorem 8.8 (i), we get φ′ = Ad(g) and

g
Ad(g) //

exp

��

g

exp

��
G

conjg // G

Observing tAd(g)(v) = Ad(g)(tv), the claim follows.

(iv) This time, set φ ∶= Ad in 8.8 (i). Then φ′ = ad and

g
ad //

expG

��

L(g,g)

expGL

��
G

Ad // GL(g)

To conclude the proof, recall that expGL is the matrix exponential by Example 8.4.
◻

10 The Maurer–Cartan form

The Maurer–Cartan form is an important tool for describing smooth maps taking
values in a Lie group. It is a g-valued one-form, so we first derive some basic
properties of vector-valued differential forms.

Let M be a smooth manifold and V a finite-dimensional vector space. A V -valued
k-form φ on M is a smooth section of the vector bundle ΛkT ∗M ⊗ V . Thus φ is a
smooth map M → ΛkT ∗M ⊗ V with π ○ φ = id. For each p ∈M we have

φ(p) ∈ ΛkT ∗pM ⊗ V ≅ Lkalt(TpM,V ),

i.e., φ(p) ∶ (TpM)k → V is k-linear and alternating. Smoothness of φ is equivalent
to the fact that for any X1, . . . ,Xk ∈ X(M), the map

φ(X1, . . . ,Xk) = p↦ φ(p)(X1(p), . . . ,Xk(p))

lies in C∞(M,V ). We denote the space of V -valued k-forms by Ωk(M,V ). As a
C∞(M)-module,

Ωk(M,V ) ≅ Lkalt(X(M)k,C∞(M,V )).
Pullback under smooth maps f ∶ M → N works analogously to the case V = R: If
φ ∈ Ωk(N,V ), then f∗φ ∈ Ωk(M,V ) is given by

f∗φ(p)(v1, . . . , vk) ∶= φ(f(p))(Tpf(v1), . . . , Tpf(vk)) (vi ∈ TpM). (10.1)

For X ∈ X(M) and f ∈ C∞(M,R), X(f) ∈ C∞(M) is defined by

X(f)∣p =X(p)(f) = Tpf(Xp).

To extend this definition to f ∈ C∞(M,V ), pick any basis (v1, . . . , vn) of V and write
f = ∑ni=1 fivi with fi ∈ C∞(M). Then let X(f) ∶= ∑ni=1X(fi)vi. It is easily verified
that this definition is independent of the chosen basis in g. In this way, for any
X ∈ X(M) and any f ∈ C∞(M,V ) we obtain a well-defined X(f) ∈ C∞(M,V ). The
map f ↦ X(f) is R-linear and satisfies the product rule X(αf) = αX(f) +X(α)f
for α ∈ C∞(M,R).
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Based on these constructions we may now define a vector-valued exterior deriva-
tive d ∶ Ωk(M,V ) → Ωk+1(M,V ), again in close analogy to the scalar case: For
X0, . . . ,Xk ∈ X(M) and φ ∈ Ωk(M,V ) we set

dφ(X0, . . . ,Xk) ∶=
k

∑
i=0

(−1)iXi(φ(X0, . . . , X̂i, . . . ,Xk))

+∑
i<j

(−1)i+jφ([Xi,Xj],X0, . . . , X̂i, . . . , X̂j , . . .Xk).
(10.2)

Then dφ ∈ Ωk+1(M,V ), and for V = R (10.2) reduces to the usual exterior derivative
(cf. [5, 4.3.37]). Alternatively, one may expand φ in a basis of V and apply the scalar
exterior derivative component-wise. We have d(f∗φ) = f∗(dφ) and d2 = d ○ d = 0.
Now let G be a Lie group. From Proposition 3.2 we know the left trivialization of
TG:

L ∶ G × g→ TG

(g, v) ↦ Lv(g)

with inverse Ψ ∶ TG → G × g, Ψ(vg) = (g, TgLg−1(v)). This may alternatively be
formulated in terms of a g-valued one-form:

10.1 Definition. The left Maurer–Cartan form ω ∈ Ω1(G,g) is given by

ω(g)(v) ∶= TgLg−1(v) (g ∈ G,v ∈ TgG).

By the proof of Proposition 3.2, Ψ is smooth, so the same is true of ω: If X ∈ X(G),
then ω(X) = g ↦ pr2 ○Ψ ○X(g). Thus indeed ω ∈ Ω1(G,g).

10.2 Proposition. The Maurer–Cartan form ω ∈ Ω1(G,g) satisfies:

(i) (Lg)∗ω = ω ∀g ∈ G.

(ii) (Rg)∗ω = Ad(g−1) ○ ω ∀g ∈ G.

(iii) ω(Lv) = v ∀v ∈ g.

(iv) For each g ∈ G, ω(g) ∶ TgG→ g is a linear isomorphism.

(v) Maurer–Cartan equation: For all X,Y ∈ X(G):

dω(X,Y ) + [ω(X), ω(Y )] = 0.

Proof. (i) By definition, ω(h) = ThLh−1 . Using this and (10.1) we get

((Lg)∗ω)(h) = ω(Lg(h)) ○ ThLg = TghLh−1g−1 ○ ThLg
= ThLh−1 ○ TghLg−1 ○ ThLg

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=idThG

= ThLh−1 = ω(h).

(ii)

((Rg)∗ω)(h) = ω(hg) ○ ThRg =
(i)(g↔h)

TgLg−1 ○ ThgLh−1 ○ ThRg

= TgLg−1 ○ Th(Lh−1 ○Rg
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=Rg○Lh−1

) = TgLg−1 ○ TeRg ○ ThLh−1

=
(9.1)

Ad(g−1) ○ ThLh−1 = Ad(g−1) ○ (ω(h)).
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(iii)

ω(Lv)(h) = ω(h)(Lv(h)) = ThLh−1(TeLh(v)) = Te(Lh−1 ○Lh)(v) = v.

(iv) ω(g) = TgLg−1 is an isomorphism because Lg−1 is a diffeomorphism.

(v) Note first that the value of dω(X,Y ) + [ω(X), ω(Y )] at g ∈ G depends only
on X(g) and Y (g). Any X(g) (resp. Y (g)) can be written in the form Lv(g) for
a suitable v ∈ g (because TeLg ∶ TeG → TgG is a linear isomorphism). So we may
assume without loss of generality that X = Lv, Y = Lw (v,w ∈ g). Then by (iii)
both ω(Lv) = v and ω(Lw) = w are constant, and (10.2) gives

dω(Lv, Lw) = Lv(ω(Lw))
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

−Lw(ω(Lv))
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

−ω([Lv, Lw]) = −ω(L[v,w])

=
(iii)
−[v,w] = −[ω(Lv), ω(Lw)].

◻

11 Logarithmic derivatives

The analogue of the exterior derivative d ∶ C∞(M,R) → Ω1(M) for maps f ∈
C∞(M,G) is the so-called (left-) logarithmic derivative.

11.1 Definition. Let G be a Lie group with Lie algebra g, M a smooth manifold
and f ∈ C∞(M,G). The left-logarithmic derivative (or Darboux derivative) δlf ∈
Ω1(M,g) is given by δlf ∶= f∗ω, where ω is the Maurer–Cartan form on G.

According to (10.1), we have

δlf(p)(v) = ω(f(p))(Tpf ⋅ v) = Tf(p)Lf(p)−1(Tpf ⋅ v) ∈ TeG = g

for p ∈ M and v ∈ TpM . Analogously, we define the right-logarithmic derivative
δrf ∈ Ω1(M,g) by

δrf(p)(v) = Tf(p)Rf(p)−1(Tpf ⋅ v) ∈ g (p ∈M, v ∈ TpM).

11.2 Example. Let G = (R+, ⋅) and let f ∈ C∞(M,G) = C∞(M,R+). Then df ∈
Ω1(M) satisfies

df(p)(v) = Tpf(v) ∈ Tf(p)R+ = R.
In this example, left translations are linear, so

δlf(p)(v) = Tf(p)Lf(p)−1(Tpf ⋅ v) = Lf(p)−1(df(p)v) =
1

f(p)df(p)(v),

i.e., δlf = df
f
= d log(f), hence the name.

11.3 Proposition. Let f, g ∶M → G smooth.

(i) For the pointwise product of f and g we have:

δl(f ⋅ g)(p) = δlg(p) +Ad(g(p)−1)(δlf(p))
δr(f ⋅ g)(p) = δrf(p) +Ad(f(p))(δrg(p)).
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(ii) The pointwise inverse ν ○ f of f satisfies:

δl(ν ○ f)(p) = −Ad(f(p))(δlf(p))
δr(ν ○ f)(p) = −Ad(f(p)−1)(δrf(p)).

(iii) If h ∶ N →M is smooth and δ = δl or δ = δr, then

δ(f ○ h)(p)(v) = δf(h(p))(Tph(v)).

(iv) δrf(p) = Ad(f(p)) ⋅ δlf(p).

Proof. (i) f ⋅ g = µ(f, g), so Lemma 1.5 (i) gives

Tp(f ⋅ g) = T(f(p),g(p))µ(Tpf, Tpg) = Tg(p)Lf(p) ○ Tpg + Tf(p)Rg(p) ○ Tpf.

Therefore,

δl(f ⋅ g)(p) = Tf(p)g(p)Lg(p)−1f(p)−1 ○ Tp(f ⋅ g)
= Tf(p)g(p)Lg(p)−1f(p)−1 ○ Tg(p)Lf(p) ○ Tpg

+ Tf(p)g(p)Lg(p)−1f(p)−1 ○ Tf(p)Rg(p) ○ Tpf =∶ (1) + (2).

Here, (1) = Tg(p)Lg(p)−1 ○ Tpg = δlg(p), and

(2) = Tf(p)(Lg(p)−1f(p)−1 ○Rg(p)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=Rg(p)○Lg(p)−1f(p)−1

) ○ Tpf = Tg(p)−1Rg(p) ○ Tf(p) Lg(p)−1f(p)−1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=Lg(p)−1○Lf(p)−1

○Tpf

= Tg(p)−1Rg(p) ○ TeLg(p)−1 ○ Tf(p)Lf(p)−1 ○ Tpf
=

(9.1)
Ad(g(p)−1) ○ Tf(p)Lf(p)−1 ○ Tpf = Ad(g(p)−1) ○ δlf(p).

The claim for δr follows analogously (or by using (iv)).

(ii) This follows from (i) because δl(f ⋅ (ν ○ f)) = δl(e) = 0 resp. δr((ν ○ f) ⋅ f) =
δr(e) = 0.
(iii)

δl(f ○ h)(p)(v) = Tf(h(p))Lf(h(p))−1(Tp(f ○ h)(v)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=Th(p)f○Tph(v)

) = (δlf)(h(p))(Tph(v)).

(iv)

Ad(f(p))δlf(p) =
(9.1)

Tf(p)Rf(p)−1 ○ TeLf(p)δlf(p)

= Tf(p)Rf(p)−1 ○ TeLf(p) ○ Tf(p)Lf(p)−1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=id

(Tpf ⋅ v)

= Tf(p)Rf(p)−1(Tpf ⋅ v) = δrf(p)(v).

◻

11.4 Lemma. For exp ∶ g→ G and α ∶= z ↦ ez−1
z
= ∑∞k=0 1

(k+1)!
zk we have, for each

v ∈ g:

δr exp(v) = Texpv(Rexp(−v)) ○ Tv exp = α(ad(v)) =
∞

∑
k=0

1

(k + 1)!(adv)
k ∈ L(g,g).
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Proof. Note that L(g,g) is a Banach algebra, and α(ad(v)) converges absolutely
(with respect to the operator norm) for each v ∈ g. To begin with, let f ∶ V → G be
smooth from a finite-dimensional vector space V intoG, and for t ∈ R letmt ∶ V → V ,
mt(v) = t ⋅ v. By definition,

δrf(tv) = Tf(tv)Rf(tv)−1 ○ Ttvf.

Noting that Tvmt =mt for each v, we get from Proposition 11.3 (iii):

δr(f(t . ))(v) = δr(f ○mt)(v) = δrf(tv) ○mt.

Hence
δr(f(t . ))(v) = tδrf(tv). (11.1)

By definition, δr exp(v) is a map from Tvg to g, and Tvg = g (being a finite-
dimensional vector space). Let M ∶ g→ L(g,g), M(v) ∶= δr exp(v). Then

(s + t)M((s + t)v) = (s + t)δr exp((s + t)v) =
(11.1)

δr(exp((s + t) . ))(v)

= δr(exp(s . ) exp(t . ))(v) =
11.3(i)

δr(exp(s . ))(v) +Ad(exp(sv))δr(exp(t . ))(v)

=
(11.1)

sδr exp(sv) +Ad(exp(sv))(tδr exp(tv))

= sM(sv) +Ad(exp(sv))tM(tv).

Setting N ∶ R→ L(g,g), N(t) ∶= tM(tv), this implies

N(s + t) = N(s) +Ad(exp(sv))N(t).

Fixing t here and applying d
ds
∣
0
gives

N ′(t) = N ′(0) + ad(v)N(t).

Here

N ′(0) = d

dt
∣
0
tM(tv) =M(0) + 0 ⋅ d

dt
∣
0
M(tv) =M(0)

= δr exp(0) = TeRe ○ T0 exp
´¹¹¹¹¹¹¸¹¹¹¹¹¶
=id

= idg.

Therefore, N satisfies the following initial value problem:

N ′(t) = idg + ad(v)N(t)
N(0) = 0.

The unique solution to this ODE is N(t) = ∑∞k=0 1
(k+1)!

(adv)ktk+1: Indeed, N(0) = 0
and

N ′(t) =
∞

∑
k=0

k + 1
(k + 1)!(adv)

ktk = idg +
∞

∑
k=1

1

k!
(adv)ktk = idg + ad(v)N(t).

Altogether, we arrive at

δr exp(v) =M(v) = N(1) =
∞

∑
k=0

1

(k + 1)!(adv)
k = α(ad(v)).

◻

11.5 Corollary. Let v ∈ g, then the following are equivalent:
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(i) Tv exp is bijective (and thereby exp is a local diffeomorphism around v).

(ii) No eigenvalue of ad(v) ∶ g→ g is of the form 2kπi for some k ∈ Z ∖ {0}.

Proof. Using the Jordan normal form (or functional calculus), it follows that for
any A ∈ L(g,g) we have EV(α(A)) = α(EV(A)), where EV is the set of eigenvalues.
Using this, we have:

Tv exp is bijective ⇔ Texp(v)Rexp(−v)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
bij.

○Tv exp = δr exp(v) is bijective

⇔ 0 is not an eigenvalue of δr exp(v) =
11.4

α(ad(v))

⇔ 0 /∈ EV(α(ad(v))) = α(EV(ad(v)))
⇔ no eigenvalue of ad(v) is a zero of α.

Since the zeros of α(z) = ez−1
z

are precisely the 2kπi for k ∈ Z ∖ {0}, the claim
follows. ◻

12 The Campbell–Baker–Hausdorff formula

12.1 Theorem. Let G be a Lie group with Lie algebra g. For z near 1 ∈ C set

β(z) ∶= log(z)
z − 1 =

∞

∑
m=0

(−1)m
m + 1 (z − 1)

m.

Then for v,w near 0 ∈ g:

exp(v) ⋅ exp(w) = expC(v,w),

where

C(v,w) = w + ∫
1

0
β(etad(v) ⋅ ead(w)) ⋅ v dt

= v +w +
∞

∑
m=1

(−1)m
m + 1 ∫

1

0
( ∑
k,l≥0
k+l≥1

tk

k!l!
ad(v)kad(w)l)

m

v dt

=
9.2(ii)

v +w + 1

2
[v,w] + 1

12
([v, [v,w]] − [w, [w, v]]) + . . .

Proof. Set C(v,w) ∶= exp−1(exp(v) exp(w)), which is well-defined for v,w in a
suitable neighborhood of 0 ∈ g and set C(t) ∶= C(tv,w) (for t ∈ [0,1]). Then

TexpC(t)Rexp(−C(t))
d

dt
expC(t)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=Tt(expC( . ))⋅1

=
11.1

δr(exp ○C)(t) ⋅ 1

=
11.3

δr exp(C(t))Ċ(t) =
11.4

∞

∑
k=0

1

(k + 1)! ad(C(t))
kĊ(t)

= α(ad(C(t))) ⋅ Ċ(t).

(12.1)

Since expC(t) = exp(tv) expw, we have

exp(−C(t)) = (expC(t))−1 = exp(−w) exp(−tv),
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so

TexpC(t)Rexp(−C(t))
d

dt
expC(t)

= TexpC(t)(Rexp(−w) exp(−tv))
d

dt
(Rexpw ○ exp(tv))

= Texp(tv)Rexp(−tv) TexpC(t)Rexp(−w) ○ Texp(tv)Rexp(w)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=id

○ d
dt

exp(tv)

Here,
d

dt
exp(tv) = d

dt
FlR

v

t (e) = Rv(FlR
v

t (e)) = Rv(exp(tv)),
so

TexpC(t)Rexp(−C(t))
d

dt
expC(t) = Texp(tv)Rexp(−tv) ○Rv(exp(tv))

= ((Rexp(tv))∗Rv)(e) = Rv(e) = v
(12.2)

since Rv is right-invariant. Combining (12.1) with (12.2) we obtain v = α(ad(C(t)))⋅
Ċ(t). Next,

ead(C(t)) =
9.2(iv)

Ad(expC(t)) = Ad(exp(tv) exp(w)) =
(9.2)

Ad(exp(tv))Ad(exp(w))

= ead(tv) ⋅ ead(w).

Hence for v,w small we get

ad(C(t)) = log(ead(tv) ⋅ ead(w)),

where log(z) is defined by the power series ∑∞m=1
(−1)m+1

m
(z − 1)m. It follows that

v = α(ad(C(t)))Ċ(t) = α(log(ead(tv) ⋅ ead(w)))Ċ(t).

For z near 1 we have β(z) ∶= log(z)
z−1

= ∑∞m=0
(−1)m

m+1
(z − 1)m, so

α(log(z)) ⋅ β(z) = e
log z − 1
log z

⋅ log z
z − 1 =

z − 1
z − 1 = 1⇒ α(log z) = β(z)−1.

Therefore, v = β(ead(tv) ⋅ ead(w))−1Ċ(t), so Ċ(t) = β(ead(tv) ⋅ ead(w))v and C(0) =
C(0,w) = w. Thus, finally,

C(v,w) = C(1) = C(0) + ∫
1

0
Ċ(t)dt = w + ∫

1

0
β(etad(v) ⋅ ead(w)) ⋅ v dt

= v +w +
∞

∑
m=1

(−1)m
m + 1 ∫

1

0
( ∑
k,l≥0
k+l≥1

tk

k!l!
ad(v)kad(w)l)

m

v dt

=
9.2(ii)

v +w + 1

2
[v,w] + 1

12
([v, [v,w]] − [w, [w, v]]) + . . .

◻

12.2 Remark. This result has far-reaching consequences:

(i) On a neighborhood of e, the product in G is completely determined by the Lie
bracket in g.

(ii) Let Ũ , U be neighborhoods of 0 ∈ g resp. of e such that exp ∶ Ũ → U is a
diffeomorphism and pick a neighborhood V ⊆ U of e such that V ⋅ V ⊆ U . Then the
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product µ on V × V is given in terms of the chart (U, exp−1) by the map (v,w) ↦
C(v,w), hence is real-analytic: exp−1 ○µ ○ (exp× exp) = C. Setting Ṽ ∶= exp−1(V )
we have

G ×G ⊇ V × V µ //

exp−1 × exp−1

��

U ⊆ G

exp−1

��
g × g ⊇ Ṽ × Ṽ C // Ũ ⊆ g

By left translation we can then construct a real analytic atlas for G: Let g ∈ G.
Then φg ∶= exp−1 ○Lg−1 ∶ Lg(V ) → Ṽ ⊆ g is a chart around g. Now pick an open
neighborhood W of e with W ⋅W −1 ⊆ V . Then (φg, Lg(W ))g∈G is an atlas for
G that is real-analytic: Let Lg(W ) ∩ Lh(W ) /= ∅. Then there exist w1,w2 ∈ W
with gw1 = hw2, so g

−1h = w1w
−1
2 ∈ V and thereby g−1h = exp(ṽ) for some ṽ ∈ Ṽ .

Therefore, φg ○ φ−1h ∶ φh(Lg(W ) ∩Lh(W )) → g, with

φg ○ φ−1h = exp−1 ○Lg−1 ○Lh ○ exp = exp−1 ○Lg−1h ○ exp
= exp−1 ○µ(g−1h, . ) ○ exp = exp−1 ○µ ○ (exp× exp)(ṽ, . ) = C(ṽ, . ),

which is Cω. Note that all the constructions in this lecture course so far would have
worked only assuming the Lie group to be a C2-manifold. Hence any C2 Lie group
is automatically real analytic.

13 Submanifolds

To develop a suitable notion of Lie subgroups we require certain fundamental facts
about (immersive) submanifolds, which we collect in this and the following section.
We will build on [5, Sec. 3.3] for results that won’t be proved here.

13.1 Definition. Let M , N be manifolds and let f ∈ C∞(M,N). f is called an
immersion (resp. a submersion) if for all p ∈ M the tangent map Tpf is injective
(resp. surjective).

13.2 Remark. (i) By the rank theorem ([5, 3.3.3]) immersions are locally of
the form (x1, . . . , xm) ↦ (x1, . . . , xm,0, . . . ,0), and submersions are of the form
(x1, . . . , xm) ↦ (x1, . . . , xn) (where m = dimM > n = dimN).

(ii) Let f ∶M → N be continuous and g ∶ N → R an immersion. If g ○ f is C∞, then
so is f ([5, 3.3.8]).

(iii) Let f ∶ M → N be a surjective submersion and let g ∶ N → R be any map. If
g ○ f is C∞, then so is g ([5, 3.3.9]).

13.3 Definition. Let M,N be manifolds with N ⊆ M and let j ∶ N ↪ M be the
inclusion map. N is called immersive submanifold of M if j is an immersion.
N is called submanifold (or regular submanifold) if in addition N is a topological
subspace of M , i.e., if the natural manifold topology of N is the trace topology of
the natural manifold topology on M .

Note that in this terminology, the prize for dropping the adjective ‘regular’ in ‘reg-
ular submanifold’ (which saves a lot of repetitions) is that there are immersive
submanifolds that are not submanifolds in this sense.

13.4 Theorem. Let Nn be an immersive submanifold of Mm. TFAE:

(i) N is a submanifold of M .
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(ii) Around any p ∈ N there exists an adapted coordinate system, i.e., for any
p ∈ N there exists a chart (φ,U) around p inM such that φ(p) = 0, φ(U∩N) =
φ(U) ∩ (Rn × {0}) ⊆ Rm and φ∣U∩N is a chart of N around p.

Proof. See [5, 3.3.12]. ◻

13.5 Remark. (i) IfN is a submanifold ofM , f ∶ P →M is smooth, and f(P ) ⊆ N ,
then also f ∶ P → N is smooth ([5, 3.3.14]).

(ii) If N is a subset of a manifold M , then N can be turned into a submanifold of
M in at most one way ([5, 3.3.15]).

13.6 Lemma. Let P be an immersive submanifold of M , N a submanifold of M
and P ⊆ N . Then P is an immersive submanifold of N .

Proof. We have the following inclusions:

M

P N

j

jP

jN

We need to show that jP is an immersion. We have j = jN ○jP , and j is an immersion
by assumption. Hence Remark 13.5 (i) shows that jP is smooth. Moreover, for any
p ∈ P ,

Tpj
°
inj.

= TpjN
²
inj.

○TpjP ,

so TpjP is injective, giving the claim. ◻

13.7 Definition. LetM,N be manifolds. A map i ∶ N →M is called an embedding
if i is an injective immersion and a homeomorphism from N onto (i(N),TM ∣i(N))
(i.e., i(N) equipped with the trace topology from M).

Locally, any immersion is an embedding: Let f ∶ N → M be an immersion. Then
each p ∈ N has a neighborhood U such that f ∶ U → M is an embedding ([5,
3.3.21]). In this sense, the difference between immersions and embeddings is a
global property, not a local one.

13.8 Theorem. Let Mm and Nn be manifolds and f ∶ N → M smooth with
rk(f) ≡ k on N . Let q ∈ f(N). Then f−1(q) is a closed submanifold of N of
dimension n − k.

Proof. See [5, 3.3.22]. ◻

13.9 Corollary. Let f ∶ Nn → Mm be smooth, with m < n. If rkp(f) = m for
all p ∈ f−1(q) (where q ∈ f(N)), then L ∶= f−1(q) is a closed submanifold of N of
dimension n −m. Moreover, for all p ∈ L, TpL = kerTpf .

Proof. See [5, 3.3.23, 3.3.24]. ◻

14 Topological properties of submanifolds

14.1 Proposition. Let M ′ be an immersive submanifold of a manifold M with
dimM ′ = dimM . Then M ′ is an open submanifold of M .
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Proof. Let p ∈ M ′ and j ∶ M ′ ↪ M . Since dimM ′ = dimM , Tpj ∶ TpM ′ → TpM
is bijective. Thus there is an open neighborhood U of p in M ′ such that U = j(U)
is open in M , showing that M ′ is open in M . Therefore, we can turn M ′ into
an open submanifold M̃ of M (by restriction of the charts of M to M ′). Then
id = j ∶M ′ → M̃ is smooth by Remark 13.5 (i). Furthermore,

Tpid = Tpj ∶ TpM ′ → TpM̃ = TpM

is bijective. Consequently, id is a local and thereby a global diffeomorphism, so
M ′ = M̃ . ◻

14.2 Proposition. Let M ′ be a submanifold of M with dimM ′ < dimM . Then
M ′ is not dense in M .

Proof. Let n = dimM , l = dimM ′. Given any p ∈M ′, using Remark 13.2 (i) pick
charts (φ,U), (ψ,V ) around p in M resp. M ′ such that V ⊆ U and φ○ j ○ψ−1 = x↦
(x,0) on ψ(V ). Since M ′ is a submanifold there exists an open set W in M with
V = M ′ ∩W . Then φ1 ∶= φ∣U∩W is a chart around p in M and φ1(V ) ⊆ Rl × {0}.
Thus φ−11 (Rl ×Rn−l ∖ {0}) is open in W (and thereby in M) and disjoint from V .
Since V =M ′ ∩W , this open set is also disjoint from M ′, so M ′ cannot be dense in
M . ◻
Recall from Remark 1.2 that manifolds are always supposed to be equipped with
their natural topology (which is induced by their charts). In particular this holds
for immersive submanifolds, whose natural topology is not necessarily equal to the
trace topology of the surrounding manifold.

14.3 Example. We equip R2 with a new C∞-structure: For a ∈ R let φa ∶ R ×
{a} → R, (x, a) ↦ x. Then (R × {a}, φa)a∈R forms a C∞-atlas, because the chart
domains do not intersect for different values of a. Call the resulting manifold R′.
R′ is a one-dimensional immersive submanifold of R2: For (x, a) ∈ R′, the map
idR2 ○ j ○ φ−1a = x↦ (x, a) has rank 1.

Note that R′ is not a submanifold of R2 because R × {a} is open in R′ (being a
chart domain), but not open in the trace topology of R2 on R′ (which just is the
standard Euclidean topology). Since R′ is the disjoint union of the open subsets
R × {a} (a ∈ R), R′ is not connected as a manifold, although it is connected as a
subset of R2.

Nevertheless, we have:

14.4 Lemma. Let M ′ be a connected immersive submanifold of M . Then M ′ is a
connected subset of M .

Proof. j ∶M ′ ↪M is smooth, hence continuous. Thus j(M ′) =M ′ is a connected
subset of M . ◻

14.5 Proposition. If M is Hausdorff, then so is any immersive submanifold M ′

of M .

Proof. Let p ≠ q be points in M ′ and choose disjoint open neighborhoods U of p
and V of q in M . Then j−1(U) = U ∩M ′, j−1(V ) = V ∩M ′ are disjoint, as well as
open because j is continuous. ◻

14.6 Remark. If M is second countable, then so is any submanifold because it
carries the trace topology. For immersive submanifolds, however, this need not hold
in general. Indeed, the manifold R′ from Example 14.3 is the disjoint union of the
uncountably many open sets R × {a} (a ∈ R), hence is not second countable.
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Nevertheless, we have:

14.7 Proposition. Let M be a second countable manifold and M ′ a connected
immersive submanifold of M . Then M ′ is itself second countable.

Proof. See Appendix A. ◻

15 Quotient manifolds

For our analysis of Lie group actions on manifolds later on we need some general
results on quotients of manifolds, which in turn rely on a closer study of submersions.

15.1 Definition. Let f ∶M →M ′ be a smooth map. A local section of f around
p ∈M is a smooth map g ∶M ′ ⊇ V →M (V open) with p ∈ g(V ) and f ○ g = idV .

15.2 Proposition. Let f ∶M →M ′ be a smooth map. TFAE:

(i) f is a submersion.

(ii) For each p ∈M there exists a local section of f around p.

Proof. (i)⇒(ii): By Remark 13.2 (i) there exist charts (φ,U) around p in M and
(ψ,W ) around f(p) in M ′ such that ψ ○ f ○ φ−1 = (x, y) ↦ x = pr1. Without loss
of generality let U ⊆ f−1(W ), so that ψ ○ f ○ φ−1 ∶ φ(U) → Rl (l = dimM ′). Thus
f ○ φ−1 = ψ−1 ○ pr1∣φ(U).

U W

φ(U) ψ(W )

f

φ ψ

pr1

Let φ(p) = (x0, y0) and h ∶ Rl → Rn ∶= x↦ (x, y0). Then

f ○ φ−1 ○ h ○ ψ = ψ−1 ○ pr1 ○ h
´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶
=id

○ψ∣(h○ψ)−1(φ(U)) = id∣(h○ψ)−1(φ(U)).

Set g ∶= φ−1 ○ h ○ ψ. Then g is smooth, and defined on the open set V ∶= (h ○
ψ)−1(φ(U)). Also, f ○ g = idV and p ∈ g(V ): Indeed, let v ∶= f(p). Then v ∈ V
because h ○ ψ(v) = h ○ ψ ○ f(p) = h(ψ ○ f ○ φ−1(φ(p))) = h(pr1(x0, y0)) = (x0, y0) =
φ(p) ∈ φ(U). Finally, g(v) = φ−1 ○ h ○ ψ ○ f(p) = φ−1(x0, y0) = p, so p ∈ g(V ).
(ii)⇒(i): Let p ∈M , let g be a local section of f around p and let v ∈ V be such that
g(v) = p. Then f ○ g = idV , so Tpf ○Tvg = idTvM ′ , implying that Tpf is surjective. ◻

15.3 Corollary. Any submersion is an open mapping.

Proof. Let f ∶M →M ′ be a submersion and let U ⊆M be open. Letm′ ∈ f(U) and
m ∈ U such that f(m) =m′. By Proposition 15.2 there exists a local section g ∶ V →
M of f around m and some v ∈ V with g(v) =m. Then v = (f ○ g)(v) = f(m) =m′.
Hence g(m′) = m, so g−1(U) is an open neighborhood of m′ and g−1(U) ⊆ f(U)
(p ∈ g−1(U) ⇒ g(p) ∈ U ⇒ p = f ○ g(p) ∈ f(U)). Consequently, f(U) is open. ◻

15.4 Definition. Let f ∶ M → M ′. The fibers of f are the sets f−1(m′) for
m′ ∈ f(M).

15.5 Proposition.
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(i) Let f ∶ Mm → Nn be a submersion. If m = n then any fiber of f is discrete.
If m > n then any fiber of f is a submanifold of M of dimension m − n.

(ii) Let f ∶ Mm → Nn be smooth and let m > n. If rkp(f) = n for each p in a
fiber S of f , then S is a submanifold of M of dimension m−n. If p ∈ S, then
TpS = ker(Tpf).

Proof. (i) If m = n then f is a local diffeomorphism. Thus any p ∈ M has
a neighborhood that does not contain any other points of the fiber f−1(f(p)).
Consequently, the fiber is discrete. If m > n, the claim follows from Corollary 13.9.

(ii) This also follows from Corollary 13.9. ◻

15.6 Definition. Let M be a manifold and let ρ be an equivalence relation on M .
Denote by M ′ ∶=M/ρ the quotient space and by π ∶M →M/ρ the quotient map. If
M ′ is endowed with a differentiable structure such that π ∶M →M ′ is a submersion,
then M ′ is called a quotient manifold of M .

15.7 Example. (i) Let M ∶= Rn+1 ∖ {0} and define (x, y) ∈ ρ if x = αy for some
α ∈ R∖{0}. ThenM/ρ = Pn(R) is called projective space and is a quotient manifold
of Rn+1 ∖ {0}.
(ii) Let f ∶ M → M ′ be a surjective submersion and define m1 ∼ρ m2 ∶⇔ f(m1) =
f(m2). Let

F ∶M/ρ→M ′

π(m) ↦ f(m).

Then F is well-defined and bijective and we define a manifold structure on M/ρ by
declaring F to be a diffeomorphism. Then π ∶ M → M/ρ is a submersion because
F ○ π = f is one, and so M/ρ is a quotient manifold of M .

15.8 Remark. If M ′ ∶=M/ρ admits a C∞-structure as a quotient manifold of M
then this structure is unique. Indeed, let M ′

1 be another such structure and let
i ∶ M ′ → M ′

1 be the identity map. Also, let π,π1 be the corresponding quotient
maps.

M

M ′ M ′
1

π π1

i

Then π1 = i ○ π, so i is smooth by Remark 13.2 (iii). Analogously, i−1 is C∞, so i is
a diffeomorphism, i.e., M ′ =M ′

1.

15.9 Proposition. The natural manifold topology of a quotient manifold is the
quotient topology.

Proof. The quotient map π ∶ M → M ′ is C∞, hence continuous and by Corollary
15.3 also open. Let τ be the manifold topology onM ′ and τQ the quotient topology.

(M ′, τQ) (M ′, τ)

M

id

π
id○π=π

Since π = id ○ π is continuous, id is continuous by the universal property of τQ, so
τQ ≥ τ . Conversely, let U ∈ τQ, then π−1(U) is open in M , and since π is open
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U = π(π−1(U)) ∈ τ , so also τ ≥ τQ. ◻
Quotient manifolds of T2 manifolds need not be T2 themselves in general. The
situation is better concerning second countability:

15.10 Proposition. If M is second countable, then so is any quotient manifold
M ′ of M .

Proof. Let {Bn ∣ n ∈ N} be a basis for the topology of M and let U ⊆M ′ be open.
Then π−1(U) = ⋃k∈NBnk

for certain Bnk
, so

U = π(π−1(U)) = ⋃
k∈N

π(Bnk
),

which, since π is open, demonstrates that {π(Bn) ∣ n ∈ N} is a basis for the topology
of M ′. ◻

15.11 Remark. Let M/ρ be a quotient manifold of M and π ∶ M → M/ρ the
quotient map. Then the fibers of π are precisely the equivalence classes of points
in M : [p] = π−1(π(p)) (p ∈M).

15.12 Definition. Let ρ be an equivalence relation on a manifold M and let f ∶
M → N . Then f is called an invariant of ρ if m1 ∼ρ m2 ⇒ f(m1) = f(m2).
Therefore f induces a unique map f̃ on M/ρ such that f = f̃ ○ π. f̃ is called the
projection of f .

15.13 Proposition. Let M ′ ∶=M/ρ be a quotient manifold of M . If f ∶M → N is
a smooth invariant, then also the corresponding projection f̃ ∶M ′ → N is smooth.

Proof. We have f = f̃ ○π and π is a submersion, so the claim follows from Remark
13.2 (iii). ◻

16 Transformation groups

16.1 Definition. A transformation of a manifold M is a diffeomorphism M →M .
A group G acts on M as a transformation group (on the left) if there exists a map
Φ ∶ G ×M →M satisfying:

(i) ∀g ∈ G: Φg ∶=m↦ Φ(g,m) is a transformation of M .

(ii) ∀g, h ∈ G: Φg ○Φh = Φgh.

In particular, Φe = idM .2 G acts effectively on M if Φg(m) = m for all m implies
g = e. It acts freely on M if Φg(m) =m for some g and some m implies g = e.

16.2 Example. (i) G = SO(n,R) acts effectively on Rn via Φ(T,x) = Tx (rotations
around 0). Since 0 is a fixed point, the action is not free.

(ii) GL(n,R) acts on S(n,R) (the set of all symmetric matrices) via Φ ∶ (T,A) ↦
TAT t. This action is not effective because ΦI = Φ−I = idS(n,R).

Let G be a transformation group on M and K ∶= {k ∈ G ∣ Φk = idM}. Then clearly
K is a subgroup of G. Let g ∈ G and k ∈K. Then

Φgkg−1 = Φg ○Φk ○Φg−1 = Φg ○Φg−1 = idM ,
2Let m ∈M and m′ ∶= Φ−1e (m). Then Φe(m) = Φe(Φe(m′)) = Φee(m′) = Φe(m′) =m.
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so gkg−1 ∈K, i.e., K is a normal subgroup of G.

The quotient group G/K acts naturally on M via

Φ̃ ∶ G/K ×M →M

(gK,m) ↦ Φ(g,m).

This is well-defined because Φ(gk,m) = Φg(Φk(m)) = Φg(m) = Φ(g,m).

16.3 Proposition. The quotient group G/K acts effectively on M .

Proof. Let Φ̃gK(m) = Φ(g,m) = m for all m ∈ M . Then Φg = idM , so g ∈ K and
thereby gK = eK. ◻
So far we have only considered left actions. In this case one often simply writes gm
for Φ(g,m). Then Definition 16.1 (ii) reads g(hm) = (gh)m for all m, g, h.

Analogously, we say that G acts as a transformation group on the right if there
exists a map Φ ∶M ×G→M such that the maps Φg ∶m↦ Φ(m,g) satisfy

(ii’) ∀g, h ∈ G ∶ Φg ○Φh = Φhg.

Often we simply write mg for Φg(m). Then (ii’) reads:

(mh)g =m(hg)

Now let G be a transformation group acting on M from the left. We call two
points m1, m2 equivalent if there exists some g ∈ G with m2 = gm1. This defines
an equivalence relation on M and we write G/M for the resulting quotient. We
want to find out when G/M can be equipped with a quotient manifold structure.
In general, this need not be the case:

16.4 Example. Let G = (R ∖ {0}, ⋅) and Φ ∶ G ×Rn+1 → Rn+1, Φ(a, x) ∶= a ⋅ x. The
equivalence classes of this action, i.e., the elements of G/Rn+1 then are straight lines
through 0 minus the point 0, and the point 0 itself. The former are not discrete,
so by Proposition 15.5 (i), if G/M were a quotient manifold of M , then dim(G/M)
would have to be strictly smaller than n + 1. In this case any fiber of π, hence by
Remark 15.11 any equivalence class would be a manifold of dimension ≥ 1. This
leads to a contradiction in the case of the class {0}.

In many important cases, G/M permits the structure of a quotient manifold. We
first consider the following special case: Let G/M be a quotient manifold ofM with
dim(G/M) = dimM and such that G acts freely on M . Then the quotient map
π ∶M → G/M is a local diffeomorphism, hence any pointm ∈M has a neighborhood
U such that π∣U is injective. From this it follows that U∩gU = ∅ for g ≠ e: if u1 = gu2,
then π(u1) = π(u2), so u1 = u2, and thereby u1 = gu1, implying g = e because the
action is free.

16.5 Definition. A transformation group G that acts freely on M is called dis-
continuous if

∀m ∈M ∃neighborhood U of m ∶ ∀g ≠ e ∶ U ∩ gU = ∅. (16.1)

This condition is also sufficient:

16.6 Proposition. Let G be a discontinuous transformation group on M . Then
G/M possesses a differentiable structure as a quotient manifold of M of the same
dimension as M .
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Proof. Let U be an open set as in (16.1) and assume in addition that U is so
small that there exists a chart φ of M with domain U . Then π is injective on U :
if u1, u2 ∈ U with π(u1) = π(u2), then there exists some g ∈ G with gu1 = u2. Since
gU ∩U ≠ ∅, g = e, so u1 = u2.
Set χ ∶= (π∣U)−1, χ ∶ V ∶= π(U) → U . Then ψ ∶= φ ○ χ is bijective, ψ ∶ V → φ(U)
(⊆ Rn, open).

M ⊇ U

φ(U)

G/M ⊇ π(U) = V

π

φ

ψ

χ

We are going to show that the family of all such (ψ,V ) forms a C∞-atlas for G/M .

Clearly the V = π(U) form a cover of G/M . It remains to prove that for any two
such charts (ψ1, V1), (ψ2, V2) with V1 ∩ V2 ≠ ∅, the transition function

ψ2 ○ ψ−11 = φ2 ○ χ2 ○ χ−11 ○ φ−11
is a smooth map between open sets. We have χ2 ○ χ−11 ∶ χ1(V1 ∩ V2) → χ2(V1 ∩ V2).
Now let m1 ∈ χ1(V1 ∩ V2) and set m2 ∶= χ2(χ−11 (m1)). Then

π(m2) = χ−12 (m2) = χ−11 (m1) = π(m1),

so m1 ∼ m2 under G. Since G acts freely, there is a unique g ∈ G with m2 = gm1.
Consequently, U ′ ∶= U1 ∩ g−1U2 is an open neighborhood of m1 ∈ M and we claim
that

U ′ ⊆ χ1(V1 ∩ V2). (16.2)

Indeed, let m′ ∈ U ′, then m′ ∈ U1 = χ1(V1), say m′ = χ1(v1). Then π(m′) = v1 and
due to m′ ∈ g−1U2 we have

v1 = π(m′) ∈ π(g−1U2) = π(U2) = V2 ⇒ v1 ∈ V1 ∩ V2,

so π(m′) ∈ V1 ∩ V2, and, finally, m′ ∈ χ1(V1 ∩ V2). This shows that χ1(V1 ∩ V2) is
open in M .

Now let m′ ∈ U ′. Then by (16.2), π(m′) ∈ V1 ∩ V2, so in particular π(m′) ∈ V1 =
π(U1) ⇒ χ−11 (m′) = π(m′). Also, π ∶ U2 → π(U2) = V2 is bijective, so there is a
unique m′′ ∈ U2 with π(m′′) = π(m′). Thus m′′ = χ2(χ−11 (m′)). On the other hand,
by the definition of U ′ we have gm′ ∈ U2 and π(gm′) = π(m′) = π(m′′). Recalling
that π∣U2 is injective, we conclude that gm′ = m′′. Hence χ2 ○ χ−11 (m′) = gm′, i.e.,
χ2 ○ χ−11 ∣U ′ = Φg ∣U ′ and in particular it is smooth near m1. Since m1 was arbitrary,
χ2 ○χ−11 is a smooth map between open sets and we obtain a smooth atlas for G/M
of dimension n = dim(M).
Finally, let U be as above, (φ,U) a chart of M and ψ = φ ○ χ the corresponding
chart of G/M . Then the local representation of π with respect to these charts reads

φ ○ χ ○ π ○ φ−1 = id∣φ(U).

Therefore, rk(π) = dimG/M , so π is a submersion. This means that G/M is indeed
a quotient manifold of M . ◻
A quotient manifold of a T2-manifold need not be T2 itself. To secure the Hausdorff
property, we need to add another condition on G:

m1 /∼m2 under G⇒ ∃ nbhds Uof m,U ′of m′ ∶ U ∩ gU ′ = ∅ ∀g ∈ G. (16.3)
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16.7 Lemma. Let G be a transformation group on M that satisfies (16.1) and
(16.3). Then both M and G/M are Hausdorff.

Proof. Let m ≠m′ be points inM . If π(m) = π(m′), then m and m′ can be openly
separated as in (16.1). If, on the other hand, m /∼ m′ (i.e., π(m) ≠ π(m′)) then
pick U , U ′ as in (16.3). Setting g = e in (16.3) it follows that U ∩ U ′ = ∅, so M is
T2. Moreover, since π is a submersion, π(U) and π(U ′) are open by Corollary 15.3.
Since U ∩ gU ′ = ∅ for all g ∈ G, π(U) ∩ π(U ′) = ∅, so these sets openly separate
π(m) and π(m′). ◻
If a transformation group G acts from the right on M , then in complete analogy we
obtain an equivalence relation and we denote the resulting quotient space by M/G.
If G acts freely then as in Definition 16.5 we can define what it means for G to act
discontinuously on M . Also in this case, M/G is a quotient manifold of M of the
same dimension as M .

17 Distributions and the Frobenius theorem

In this section we always assume M to be Hausdorff.

17.1 Definition. A k-dimensional (geometric) distribution on an n-dimensional
manifold M is a map Ω that assigns to any point m ∈M a k-dimensional subspace
Ω(m) of TmM and that is smooth in the following sense: For each m ∈ M there
exists a neighborhood V of m and X1, . . . ,Xk ∈ X(V ) such that (X1(p), . . . ,Xk(p))
is a basis of Ω(p) for each p ∈ V . Such vector fields X1, . . . ,Xk are called a local
basis (or a local frame) of Ω at m.

17.2 Examples. (i) The only n-dimensional distribution on M is m↦ TmM .

(ii) If X ∈ X(M) is such that X(m) ≠ 0 for each m ∈M , then Ω ∶m↦ span(X(m))
is a 1-dimensional distribution.

17.3 Definition. A chart φ = (x1, . . . , xn) of M is called flat for a distribution Ω
on M if the vector fields ∂

∂xi (i = 1, . . . , k) form a local basis for Ω.

Before we continue we need to collect some preparations concerning Lie derivatives
of and flows of vector fields.

17.4 Definition. Let X ∈ X(M) and f ∈ C∞(M). The Lie derivative of f in
direction X is

LXf(p) ∶=
d

dt
∣
0
f(FlXt (p)) =

d

dt
∣
0
[(FlXt )∗f](p).

17.5 Lemma. LX(f) =X(f).

Proof.

d

dt
∣
0
f ○ FlXt (p) = Tpf(

d

dt
∣
0
FlXt (p)) = Tpf(X(p)) =X(f)(p).

◻

17.6 Definition. Let X,Y ∈ X(M). The Lie derivative of Y along X is the vector
field

LXY (p) ∶=
d

dt
∣
0
((FlXt )∗Y )(p) ((FlXt )∗Y = TFlX−t ○ Y ○ FlXt ).
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17.7 Proposition. Let X,Y ∈ X(M). Then

(i) LXY = [X,Y ].

(ii) d
dt
(FlXt )∗Y = (FlXt )∗LXY .

Proof. See [5, 2.3.13]. ◻
From these preparations we can conclude that the Lie bracket of two vector fields
can be seen as an obstruction to the commuting of the corresponding flows. To be
precise, we say that the flows of two vector fields X,Y ∈X(M) commute if for any
p ∈M we have: whenever I and J are open intervals containing 0 such that one of
the expressions FlXt ○FlYs or FlYs ○FlXt is defined for all (s, t) ∈ I × J , then both are
defined and are equal. With this understanding, we have:

17.8 Corollary. Let X,Y ∈ X(M). TFAE:

(i) LXY = [X,Y ] = 0.

(ii) (FlXt )∗Y = Y , wherever the left hand side exists.

(iii) The flows of X and Y commute.

Proof. See [5, 2.3.18]. ◻
Our next aim is to find a necessary and sufficient condition for the existence of flat
charts.

17.9 Definition. A local vector field X ∈ X(U) (U ⊆ M open) is said to belong
to a distribution Ω if X(m) ∈ Ω(m) for each m ∈ U . We then write X ∈ Ω. The
distribution Ω is called involutive if ∀X,Y ∈ Ω: [X,Y ] ∈ Ω.

17.10 Example. Let X1, . . . ,Xk ∈ X(M) be such that X1(m), . . . ,Xk(m) are
linearly independent for each m ∈M . Then the Xi form a basis for a distribution
Ω which is involutive if and only if each [Xi,Xj] is a C∞(M)-linear combination of
the Xl (i, j, l ∈ {1, . . . , k}).

The following result gives the desired local characterization:

17.11 Theorem. (Frobenius) Let M be an n-dimensional Hausdorff manifold and
Ω a k-dimensional distribution on M . Then the following are equivalent:

(i) Ω is involutive.

(ii) Around any point in M there exists a chart that is flat for Ω.

Proof. (ii)⇒(i): Let X ∈ X(V1), Y ∈ X(V2), X,Y ∈ Ω and let m ∈ V1 ∩ V2. Also, let
(φ = (x1, . . . , xn), U) be a flat chart for Ω around m with U ⊆ V1 ∩V2. Then we can
write X ∣U = ∑ki=1X(xi) ∂

∂xi and Y ∣U = ∑ki=1 Y (xi) ∂
∂xi , so

[X,Y ]∣U =
k

∑
i=1

(X(Y (xi)) − Y (X(xi))) ∂
∂xi

,

implying that [X,Y ](p) ∈ Ω(p) for all p ∈ U . Hence [X,Y ] ∈ Ω.
(i)⇒(ii): Let m ∈ M and let X1, . . . ,Xk ∈ X(Ũ) be a local basis of Ω on an open
neighborhood Ũ of m. Without loss of generality let Ũ be the domain of a chart
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φ̃ of M with φ̃(m) = 0, φ̃ = (x̃1, . . . , x̃n). Let ∂i ∶= ∂
∂x̃i (1 ≤ i ≤ n), then there exist

smooth functions f ij ∶ Ũ → R (i = 1, . . . , n, j = 1, . . . , k) such that Xj = ∑ni=1 f ij∂i.
Since {X1(p), . . . ,Xk(p)} is linearly independent for each p ∈ Ũ , the matrix (f ij(m))i,j
has rank k, hence possesses k linearly independent rows. Renumbering if necessary
we may assume that these are the first k rows. Thus det(f ij(m))ki,j=1 ≠ 0, and by

continuity we may shrink Ũ such that indeed det(f ij(p))ki,j=1 ≠ 0 for each p ∈ Ũ .

For p ∈ Ũ let (gij(p))ki,j=1 be the matrix inverse to (f ij(p))ki,j=1. By the formula

for matrix inversion, the functions gij are smooth on Ũ . For i = 1, . . . , k set Yi ∶=
∑kj=1 gjiXj . Since (gij)ki,j=1 is invertible, also (Y1, . . . , Yk) is a basis of Ω on Ũ . For
1 ≤ i ≤ k we have

Yi =
k

∑
j=1

gjiXj =
k

∑
j=1

n

∑
l=1

gji f
l
j∂l = ∂i +

n

∑
l=k+1

hli∂l, (17.1)

where hli ∈ C∞(Ũ) (i = 1, . . . , k, l = k + 1, . . . , n).
We claim that [Yi, Yj] = 0 for all i, j ∈ {1, . . . , k}. Indeed, since Ω is involutive and

Yi ∈ Ω for all i, [Yi, Yj] ∈ Ω for all i, j, so there exist clij ∈ C∞(Ũ) such that

[Yi, Yj] =
k

∑
l=1

clijYl =
(17.1)

k

∑
l=1

clij∂l +
n

∑
l=k+1

dlij∂l (dlij ∈ C∞(Ũ)). (17.2)

On the other hand, by inserting for Yi, Yj from (17.1) we obtain smooth functions
rlij such that

[Yi, Yj] =
n

∑
l=k+1

rlij∂l,

implying that all clij must vanish. Thus by (17.2) the Yi commute.

The vectors Tmφ̃(Y1(m)), . . . , Tmφ̃(Yk(m)) generate a k-dimensional subspace of
Rn. We compose φ̃ with a linear isomorphism (and keep denoting the resulting
chart by φ̃) such that this subspace is transformed into Rk × {0} ⊆ Rn. Now choose
open neighborhoods V of 0 in Rk and W of 0 in Rn−k such that V ×W ⊆ φ̃(Ũ) and
such that

F (t1, . . . , tk, a) ∶= FlY1

t1 ○ ⋅ ⋅ ⋅ ○ Fl
Yk

tk
○ φ̃−1(0, a)

is defined for (t1, . . . , tk) ∈ V and a ∈W . Then since the Yi commute, by Corollary
17.8 we get ∂

∂ti
F (t, a) = Yi(F (t, a)) for i = 1, . . . , k. In addition, F (0, a) = φ̃−1(0, a),

so
∂

∂aj
∣
0
F (0, a) = T0φ̃−1(ej) = (Tmφ̃)−1(ej)

(ej the j-th unit vector, k + 1 ≤ j ≤ n). By the above we have that

(Tmφ̃(Y1(m)), . . . , Tmφ̃(Yk(m)), ek+1, . . . , en)

is a basis of Rn, so (Y1(m), . . . , Yk(m), (Tmφ̃)−1(ek+1), . . . , (Tmφ̃)−1(en)) is a basis
of TmM . This implies that F is a diffeomorphism in a neighborhood of 0. Shrinking
V and W we may achieve that F (V ×W ) ∶= U ⊆ Ũ is an open neighborhood of m
and φ ∶= F −1∣U is a chart of M . By construction, for φ = (x1, . . . , xn) we have

∂

∂xi
∣
p
= Tφ(p)F (ei) =

∂

∂ti
F (φ(p)) = Yi(F (φ(p))) = Yi(p)

for each p ∈ U and each i = 1, . . . , k. This means that (φ,U) is a flat chart for Ω
around m. ◻
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17.12 Corollary. (Straightening out theorem) Let X ∈ X(M), m ∈M and X(m)
≠ 0. Then there exists a chart around m in which X = ∂

∂x1 .

Proof. Since X is continuous there exists an open neighborhood Ũ of m such that
X(p) ≠ 0 for each p ∈ Ũ . Then Ω ∶ p↦ span(X(p)) is a one-dimensional distribution
on Ũ that is (trivially) involutive. Without loss of generality we may assume that
there exists a chart φ̃ with domain Ũ . Now set Y1 ∶= X in the proof of Theorem
17.11, (i)⇒(ii). Then F (t1, a) = FlXt1 ○ φ̃−1(0, a) is a local diffeomorphism and for
φ ∶= F −1 we get ∂

∂x1 =X. ◻

17.13 Corollary. Let Ω be a one-dimensional distribution on M . Then around
any point of M there exists a flat chart for Ω.

Proof. Apply Corollary 17.12 to a local basis of Ω. ◻
Let M ′ be an immersive submanifold of M with inclusion j ∶ M ′ ↪ M . If m ∈
M ′ then Tmj ∶ TmM ′ ↪ TmM is injective. Tmj(TmM ′) is called the subspace
of TmM tangential to M ′. A vector in TmM is called tangential to M ′ if it lies
in Tmj(TmM ′). A vector field X ∈ X(M) is called tangential to M ′ if X(m) is
tangential to M ′ for each m ∈M ′.

17.14 Proposition. Let X ∈ X(M) and let j ∶ M ′ ↪ M be an immersion. The
following are equivalent:

(i) X is tangential to M ′.

(ii) There exists some X ′ ∈ X(M ′) such that X ′ is j-related to X (X ′ ∼j X).

Proof. (i)⇒(ii): For all m ∈M ′, Tmj ∶ TmM ′ → Tmj(TmM ′) is bijective. We may
therefore define X ′ ∶M ′ → TM ′ by X ′(m) ∶= (Tmj)−1(X(m)). Then X ′ is a section
of TM ′ and Tmj ○X ′(m) = X(j(m)) for each m ∈ M ′, i.e., X ′ ∼j X. So it only
remains to show that X ′ is smooth. To this end we apply Remark 13.2 (i) to pick
charts (φ = (x1, . . . , xn), U) resp. (ψ = (y1, . . . , yl), V ) around m in M resp. M ′

with V ⊆ U ∩M ′ and such that φ ○ j ○ ψ−1 = y ↦ (y,0), i.e., yi = xi ○ j for 1 ≤ i ≤ l.
Then

X ′(yi) =X ′(xi ○ j) = Tj ○X ′(xi) =X(xi) (1 ≤ i ≤ l),
so X ′(yi) = X(xi)∣V = X(xi) ○ j∣V , and since X(xi) ∈ C∞(U) and j ∈ C∞(V,U) it
follows that X ′(yi) ∈ C∞(V ). Therefore, X ′ is smooth.

(ii)⇒(i): For m ∈M ′ we have X(m) =X ○ j(m) = Tmj(X ′(m)) ∈ Tmj(TmM ′). ◻

17.15 Definition. Let Ω be a k-dimensional distribution on M . An immersive
submanifold M ′ of M is called an integral manifold of Ω if, for all m ∈M ′, Ω(m) =
Tmj(TmM ′).

In particular, dim(M ′) = k and precisely the tangent vectors over M ′ that are
tangential to M ′ belong to Ω. Let us first consider the one-dimensional case:

17.16 Proposition. Let c ∶ I → M (I an open interval) be an integral curve
of X ∈ X(M) with c′(t) ≠ 0 for each t ∈ I. Then C ∶= c(I) can be endowed with a
natural manifold structure such that C is a one-dimensional immersive submanifold
ofM . If X(m) ≠ 0 for all m ∈M , then (by Example 17.2 (ii)) it spans a distribution
Ω on M , and C is an integral manifold of Ω.

Proof. Let j ∶ C ↪ M be the inclusion. Since c′(t) ≠ 0 for all t ∈ I, c is an
immersion. By the remark following Definition 13.7, any t ∈ I has a neighborhood
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U ⊆ I such that c ∶ U → M is an embedding (hence injective). We then define a
chart of C around c(t) by φ ∶= c−1○j ∶ c(U) → R. Let φα, φβ be two such charts with
c(Uα) ∩ c(Uβ) ≠ ∅, then we have to show that φβ ○ φ−1α is a smooth map between
open subsets of R. Thus let x be an element of the domain of φβ ○ φ−1α and set
y ∶= φβ ○ φ−1α (x). Then c(x) = c(y) =∶ m. Both curves t ↦ c(x + t) and t ↦ c(y + t)
are integral curves of X that start at m, so they must agree for small values of ∣t∣.
Setting t ∶= s−x, it follows that for s near x we have φ−1α (s) = c(s) = c(x+(s−x)) =
c(y + (s−x)) = φ−1β (s+ y −x), i.e., φβ ○φ−1α = s↦ s+ y −x near x. Hence φβ ○φ−1α is
defined on a neighborhood of x and is smooth. So indeed we obtain a C∞-atlas for
C.

Now let m ∈ C and let (φ, c(U)) be a chart of C around m. Then c ○φ = j on c(U),
hence j ∶ C →M is smooth. Moreover, for m = c(t) we have

Tmj (
∂

∂x
∣
m
) = Ttc ○ Tmφ(

∂

∂x
∣
m
) = Ttc(

∂

∂t
) = c′(t) =X(c(t)) =X(m).

Since X(m) ≠ 0, j is an immersion, and our claim follows. ◻

17.17 Remark. Our next aim is to show that any involutive distribution possesses
integral manifolds. To this end we define a new C∞-structure on M that turns M
into a k-dimensional manifold, where k = dimΩ. Suppose first that k < n = dimM .
For p ∈ M , by Theorem 17.11 there exists a flat chart φ ∶ U → Rk × Rn−k around
p. Let a ∶= pr2(φ(p)) and Ua ∶= φ−1(Rk × {a}). Then u ∶= pr1 ○ φ∣Ua ∶ Ua → Rk is
injective and because φ(Ua) = φ(U) ∩ (Rk × {a}) it follows that u(Ua) is open in
Rk. Thus (u,Ua) is a k-dimensional chart of the set M and it remains to verify
that the chart transition functions are smooth.

So let (v, Vb) be another such chart, defined via a flat chart (ψ = (y1, . . . , yn), V )
around q ∈ M with b = pr2(ψ(q)) and let Ua ∩ Vb ≠ ∅. Picking any m ∈ Ua ∩ Vb,
we have to show that u ○ v−1 is defined on an open neighborhood of v(m) and is
smooth there.

Both ∂
∂xi and ∂

∂yi
(1 ≤ i ≤ k) are bases of Ω on U ∩ V . Consequently,

∂

∂yi
=

n

∑
j=1

∂xj

∂yi
∂

∂xj
∈ span( ∂

∂x1
, . . . ,

∂

∂xk
) ,

implying that ∂xj

∂yi
= 0 for i = 1, . . . k, j = k + 1, . . . , n. Let χ ∶= φ ○ ψ−1. Then

∂iχ
j = 0 i = 1, . . . k, j = k + 1, . . . , n. (17.3)

Let C1 ⊆ Rk, C2 ⊆ Rn−k be connected open neighborhoods of v(m) and b, respec-
tively, such that C1 ×C2 is contained in the domain of χ, see the following figure.3

3I am greatly indebted to Sarah Irène Ampe for supplying me with this picture.
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u
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ψ(m)φ(m)Rk × {a} Rk × {b}
φ ○ ψ−1

We then have:

(i) pr1(ψ(m)) = v(m) and pr2(ψ(m)) = b (since m ∈ Vb). Therefore ψ(m) =
(v(m), b) and we conclude that, for each z ∈ C1,

pr2 ○ χ(z, b) =
(17.3)

pr2 ○ χ(v(m), b) = pr2 ○ φ ○ ψ−1(v(m), b) = pr2(φ(m)) = a.

(ii) C1 ⊆ domain(u ○ v−1) = v(Ua ∩ Vb).
Proof. Let z ∈ C1. Then v(ψ−1(z, b)) = pr1 ○ ψ(ψ−1(z, b)) = z. Hence v−1(z) =
ψ−1(z, b) ∈ Vb, because pr2 ○ ψ(ψ−1(z, b)) = b. Moreover, ψ−1(z, b) ∈ Ua since

pr2 ○ φ(ψ−1(z, b)) = pr2 ○ χ(z, b) =
(i)
a,

implying that ψ−1(z, b) ∈ Ua ∩ Vb, so z ∈ v(Ua ∩ Vb). ◻
(iii) u ○ v−1∣C1 = pr1 ○ χ( . , b), hence is C∞.
Proof. Let z ∈ C1. Then by (ii) it follows that z ∈ v(Vb), so v−1(z) = ψ−1(z, b). Thus

u ○ v−1(z) = pr1 ○ φ ○ ψ−1(z, b) = pr1 ○ χ(z, b).

◻
Altogether, we have shown that u ○ v−1 is smooth on its open domain of defini-
tion. Thus we obtain a k-dimensional atlas. We denote the resulting k-dimensional
manifold (with the same underlying set M) by M(Ω).
Finally, if k = n we set M(Ω) ∶=M .

17.18 Example. Let Ω be the distribution on R2 that is generated by ∂
∂x1 . Then

the global chart id is flat for Ω. The corresponding chart for R2(Ω) around a point
(a, b) is then given by u = pr1∣R×{b} (cf. Example 14.3).
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17.19 Proposition. Let Ω be an involutive distribution on M . Then M(Ω) is an
integral manifold of Ω.

Proof. For k = dimM = n this holds by definition, so let k < n. By Theorem 17.11,
for any m ∈M we can pick a flat chart φ = (x1, . . . , xn) for Ω around m. Let (u,Ua)
be the corresponding chart around m in M(Ω) (according to Remark 17.17), where
a = pr2(φ(m)). If j ∶M(Ω) →M is the identity map, then since u = pr1 ○ φ∣Ua , on
Ua we have:

xi ○ j = { ui (1 ≤ i ≤ k)
ai−k (k + 1 ≤ i ≤ n). (17.4)

With respect to the charts φ and u, j therefore has the local representation φ ○ j ○
u−1 = x ↦ (x, a) and consequently is an immersion. Hence M(Ω) is an immersive
submanifold of M . Finally, for 1 ≤ i ≤ k we have by ([5, (2.1.5)] and) (17.4):

Tmj(
∂

∂ui
∣
m
) =

n

∑
s=1

∂(xs ○ j)
∂ui

∣
m

∂

∂xs
∣
m
= ∂

∂xi
∣
m
,

showing that M(Ω) is an integral manifold of Ω. ◻

17.20 Proposition. Let Ω be an involutive distribution on M and let M ′ be a
subset of M . The following are equivalent:

(i) M ′ is an integral manifold of Ω.

(ii) M ′ is an open submanifold of M(Ω).

Proof. Assume first that k = n ∶= dimM . Then (i) implies thatM ′ is an immersive
submanifold of M of the same dimension as M , so by Proposition 14.1 it is an
open submanifold of M = M(Ω). Conversely, if (ii) holds and m ∈ M , then with
j ∶ M ′ ↪ M we have that Tmj ∶ TmM ′ → TmM = TmM(Ω) is an isomorphism, so
Tmj(TmM ′) = TmM = Ω(m).
Thus from now on we assume that k < n.
(i)⇒(ii): Since dimM ′ = k = dimM(Ω), by Proposition 14.1 it suffices to show
that M ′ is an immersive submanifold of M(Ω), i.e., that for each m ∈ M ′ we
have that j′ ∶ M ′ ↪ M(Ω) is smooth and of rank k. So let m ∈ M ′ and let
(φ = (x1, . . . , xn), U) be a chart around m in M that is flat for Ω (Theorem 17.11).
M ′ is an immersive submanifold ofM , so j ∶M ′ ↪M is smooth, hence in particular
continuous. Consequently, there exists a chart (w,W ) of M ′ around m with W =
j(W ) ⊆ U and such that W is connected. By (i), for each p ∈W ,

Tpj (span(
∂

∂w1
∣
p
, . . . ,

∂

∂wk
∣
p
)) = Ω(p) = span( ∂

∂x1
∣
p
, . . . ,

∂

∂xk
∣
p
).

Since Tpj( ∂
∂wi ∣p) = ∑

n
s=1

∂(xs
○j)

∂wi ∣p
∂
∂xs ∣p it follows that

∂(xs ○ j)
∂wi

= 0 on W for 1 ≤ i ≤ k, k + 1 ≤ s ≤ n. (17.5)

SinceW is connected, it follows that xs○j is constant onW (k+1 ≤ s ≤ n). Choosing
a such that xs ○ j ≡ as−k on W , this gives j(W ) ⊆ Ua, where (u,Ua) is a chart of
M(Ω) as above. Thus

pr1 ○ φ ○ j∣W = (pr1 ○ φ)∣Ua ○ j∣W = u ○ j′∣W . (17.6)
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This shows that u○ j′ is smooth on W , implying that j′ ∶M ′ ↪M(Ω) is C∞ around
m. Finally, since dim(M ′) = k, we obtain

k = rk(∂(x
s ○ j)
∂wi

)
s=1,...,n
i=1,...,k

=
(17.5)

rk(∂(x
s ○ j)
∂wi

)
s=1,...,k
i=1,...,k

=
(17.6)

rk(∂(u
s ○ j′)
∂wi

)
s=1,...,k
i=1,...,k

,

so rk(j′) = k.
(ii)⇒(i): In this case, j′ is a diffeomorphism onto its image, so Tmj

′(TmM ′) =
Tm(M(Ω)) for each m ∈ M ′. Now for id ∶ M(Ω) → M , by Proposition 17.19 we
have Tmid(Tm(M(Ω))) = Ω(m).

M ′ M

M(Ω)

j

j′
id

Altogether, j = id ○ j′ ∶M ′ →M is an immersion and Tmj(TmM ′) = Ω(m), i.e., M ′

is an integral manifold of Ω. ◻

17.21 Definition. A distribution Ω on M is called integrable if each point m ∈M
is contained in an integral manifold of Ω.

17.22 Theorem. Let Ω be a distribution on M . The following are equivalent:

(i) Ω is involutive.

(ii) Ω is integrable.

Proof. (i)⇒(ii): This is immediate from Proposition 17.19.

(ii)⇒(i): Let X,Y ∈ Ω be local vector fields and let m lie in the domain of [X,Y ].
LetM ′ be an integral manifold of Ω through m. Then both X and Y are tangential
to M ′ (near m). Hence by Proposition 17.14 there exist local vector fields X ′, Y ′

on M ′ that are j-related to X and Y , respectively. Then by Lemma 4.4,

[X ′, Y ′] ∼j [X,Y ] ⇒ [X,Y ](m) = Tmj([X ′, Y ′](m)) ∈ Ω(m)

since M ′ is an integral manifold of Ω. Thus [X,Y ] ∈ Ω, so Ω is involutive. ◻

17.23 Definition. Let Ω be an integrable distribution on M . If m ∈ M , we call
the connected component of m in M(Ω) the leaf of Ω through m.

Since M(Ω) is a manifold, the leaf Lm through m is open in M(Ω). The collection
of all leaves of Ω is a so-called foliation of M .

17.24 Remark. The leaf Lm through m is the maximal connected integral man-
ifold containing m. Indeed, since Lm is open in M(Ω), it is an integral manifold
of Ω by Proposition 17.20. If L′ ⊇ Lm is another connected integral manifold of
Ω, then again by Proposition 17.20 L′ is also an open submanifold of M(Ω) and
therefore carries the trace topology of M(Ω). Consequently, Lm = L′.

17.25 Examples. (i) Let X be a nowhere vanishing vector field on M and let Ω
be the distribution generated by X. If c ∶ I → M is a maximal integral curve of
X then by Proposition 17.16, C = c(I) is an integral manifold of Ω. We now show
that these C are precisely the leaves of Ω. Let L be a leaf of Ω and let m ∈ L. Let
Cm be the image of the maximal integral curve of X through m. By the above
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and Proposition 17.20, Cm is an open (and connected) submanifold of M(Ω) and
since L is the leaf through m, we have Cm ⊆ L. It follows that Cm is open in L
and L = ⋃p∈LCp. If m,m′ ∈ L, then either Cm = Cm′ or Cm ∩Cm′ = ∅. Since L is
connected we conclude that L = Cm.

(ii) Let dim(M) = n, dim(M ′) = n − k (0 < k < n) and f ∶ M → M ′ a submersion.
Then Ω ∶ m ↦ kerTmf is an integrable distribution: for any m ∈ M , by Remark
13.2 (i) there exist charts ψ = (y1, . . . yn−k) around f(m) inM ′ and φ = (x1, . . . , xn)
around m in M such that ys−k ○ f = xs for k + 1 ≤ s ≤ n. Hence Tpf( ∂

∂xi ∣p) = 0 for

1 ≤ i ≤ k, so { ∂
∂xi ∣ 1 ≤ i ≤ k} forms a basis for Ω near m, i.e., φ is flat for Ω.

By Proposition 15.5 the fiber Fm ∶= f−1(f(m)) is a k-dimensional submanifold of
M . With j ∶ Fm ↪M the inclusion, Proposition 15.5 (ii) shows that

Tmj(TmFm) = kerTmf = Ω(m),

so any fiber of f is an integral manifold of Ω, hence by Proposition 17.20 is open in
M(Ω). Any two fibers are either disjoint or they coincide (p ∈ Fm ∩ Fm′ ⇒ f(p) =
f(m) = f(m′) ⇒ Fm = Fm′), so the fibers form a disjoint open cover ofM(Ω). Since
the leaves are connected open subsets of M(Ω), any leaf must lie entirely within
some fiber of f .

If f ∶ M1 → M is smooth and f(M1) ⊆ M ′, where M ′ is a submanifold of M ,
then also f ∶ M1 → M ′ is smooth (see Remark 13.5). However, if M ′ is merely an
immersive submanifold of M then this need no longer be the case. Nevertheless we
have:

17.26 Proposition. Let f ∶ M1 → M be smooth and f(M1) ⊆ M ′, where M ′ is
an immersive submanifold of M . If M ′ is an integral manifold of an integrable
distribution Ω on M and if M ′ is second countable, then also the induced map
f ∶M1 →M ′ is smooth.

Proof. We write f ′ for the induced map f ′ ∶ M1 → M ′. If dimΩ = n, then M ′ is
open in M by Proposition 17.20, so the claim follows from Remark 13.5. We may
therefore suppose that dimΩ = k < n.
Let m1 ∈M1 and let (φ = (x1, . . . , xn), U) be a chart of M around m ∶= f(m1) that
is flat for Ω. Since f is continuous there exists a connected neighborhoodW ofm1 in
M1 such that f(W ) ⊆ U . Let c ∈ Rn−k and set Uc ∶= φ−1(Rk×{c}). By Remark 17.17,
such sets form chart neighborhoods of M(Ω) and for c1 ≠ c2 we have Uc1 ∩Uc2 = ∅.
By Proposition 17.20, M ′ is open in M(Ω), hence {M ′ ∩ Uc ∣ c ∈ Rn−k} is a family
of disjoint open sets in M ′. Since M ′ is second countable, at most countably many
M ′ ∩Uc are non-empty, say {M ′ ∩Uci ∣ i ∈ N}. Since U = ⋃c∈Rn−k Uc we have

U ∩M ′ = ⋃
c∈Rn−k

Uc ∩M ′ = ⋃
i∈N
Uci ∩M ′.

Since f(W ) ⊆ U ∩M ′ and xs∣Uc ≡ cs for k + 1 ≤ s ≤ n, it follows that xs ○ f(W ) ⊆ R
is at most countable for these values of s. However, xs ○ f is continuous and W
is connected, so xs ○ f(W ) is connected as well, and thereby can only consist of a
single point in R. Thus f(W ) ⊆ Ua, where a = pr2(φ(m)), leading to

ui ○ j′ ○ f ′∣W = xi ○ f ∣W (i = 1, . . . , k),

where, as in Remark 17.17, u ∶= pr1 ○φ∣Ua and j′ ∶M ′ ↪M(Ω). Since u is a chart of
M(Ω), u ○ j′ is a chart of the open submanifold M ′ of M(Ω). Furthermore, xi ○ f
is smooth on W , so also ui ○ j′ ○ f ′ is smooth near m1, implying that f ′ is smooth
near m1. ◻
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In Example 17.25 we have seen that any submersion M → M ′ generates a distri-
bution on M . For applications to Lie groups we need to find a characterization of
those distributions that come about in this way.

Let Ω be a k-dimensional integrable distribution on an n-dimensional manifold M
and let k < n. As in Remark 17.17 let (φ = (x1, . . . , xn), U) be a flat chart for Ω
and set, for a ∈ pr2(φ(U)), Ua ∶= φ−1(Rk × {a}). The set Ua is called a slice (or
plaque) of φ. Being a chart domain in M(Ω), Ua is an open submanifold of M(Ω),
hence by Proposition 17.20 an integral manifold of Ω. Any connected component of
a slice is an open and connected submanifold of M(Ω), hence is entirely contained
in a leaf of Ω. A leaf L of Ω may intersect U in one or several slices.

17.27 Definition. A flat chart (φ,U) for Ω is called regular if for every leaf L of
Ω with L ∩U ≠ ∅ there exists a unique a ∈ Rn−k with U ∩L = Ua. A distribution Ω
is called regular if any point of M lies in the domain of a chart that is regular for
Ω.

17.28 Proposition. Let f ∶M →M ′ be a submersion, dimM = n, dimM ′ = n−k,
0 < k < n. Then the k-dimensional distribution Ω ∶m↦ kerTmf is regular.

Proof. By Example 17.25 (ii), Ω is a k-dimensional integrable distribution, so it
only remains to show that any m ∈ M lies in the domain of a regular chart for Ω.
Let (φ = (x1, . . . , xn), U) be a chart around m in M and (ψ = (y1, . . . , yn−k), V )
a chart around f(m) in M ′ such that ys−k ○ f = xs for k + 1 ≤ s ≤ n. We have
seen in Example 17.25 that (φ,U) is flat for Ω and we now proceed to show that
it indeed can be chosen to be regular for Ω. Without loss of generality let φ(U)
be a cube in Rn. Then any slice Ua of (φ,U) is a connected open subset of M(Ω)
(indeed a chart domain), so Ua lies entirely within one leaf of Ω (recall the discussion
preceding Definition 17.27).(∗)
We have f(Ua) = f ○ φ−1(Rk × {a}) = ψ−1(a). Thus if a ≠ b then Ua and Ub lie in
different fibers (namely f−1(ψ−1(a)) and f−1(ψ−1(b))) of f . From Example 17.25
(ii) we know that any leaf lies within one fiber, so any leaf can at most contain one
slice.(∗∗)
Now let L be a leaf that intersects U and let m ∈ L∩U . Choose a such that m ∈ Ua.
By (∗), Ua is contained in some leaf L′, so m ∈ L′ ∩L, implying L′ = L, and thereby
Ua ⊆ L. Due to U = ⋃b∈Rn−k Ub and (∗∗) we finally obtain that U ∩L = Ua, so (φ,U)
is regular. ◻
We now want to show that, conversely, any regular distribution Ω generates a sub-
mersion whose fibers are precisely the leaves of Ω (hence are in particular connected).
To this end, let Ω be an integrable distribution and define a map ω by

m↦ leaf of Ω through m.

Then ω ∶ M → M ′ ∶= {L ∣ L is a leaf of Ω}. The fibers of ω then are the sets
ω−1(ω(m)) = {p ∣ leaf of p = leaf of m} = {p ∣ p ∈ ω(m)}, which is precisely the leaf
of Ω through m. In this situation we have:

17.29 Proposition. Let Ω be a regular distribution. Then M ′ can be endowed with
a C∞-structure with respect to which ω ∶ M → M ′ is a submersion. If k = dimΩ,
then dimM ′ = n − k.

Proof.4 Let (φ = (x1, . . . , xn), U) be a regular chart and let U ′ ∶= ω(U). Since φ
is regular, any leaf that intersects U does so in some Ua. Hence the map φ′ ∶ U ′ →

4It is recommended to look at the picture from Remark 17.17 when studying this proof
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Rn−k, m′ ↦ pr2(φ(m)) (= a), where m is an arbitrary element of ω−1(m′) ∩ U , is
well-defined. φ′ is injective: Let φ′(m′1) = φ′(m′2), then pr2(φ(m1)) = pr2(φ(m2)),
with mi ∈ ω−1(m′i) ∩ Uai (i = 1,2). Thus a1 = a2, and so ω−1(m′1) ∩ U = Ua1 =
Ua2 = ω−1(m′2) ∩U . Hence ω−1(m′1) ∩ ω−1(m′2) ≠ ∅. As two leaves with non-empty
intersection conincide, this gives ω−1(m′1) = ω−1(m′2), and thereby m′1 = m′2. Also,
φ′(U ′) = pr2(φ(U)) is open in Rn−k, so (φ′, U ′) is a chart for M ′.

We have to show that the corresponding chart transition functions are diffeomor-
phisms around any m′ in the intersection of their domains. We do this first in the
following special case: Let (φ,U) as above, let (ψ = (y1, . . . , yn), V ) be another
regular chart, and suppose that

U ∩ V ∩L ≠ ∅, (17.7)

where L is the leaf ω−1(m′).5 Pick m ∈ U ∩ V ∩L (so m′ = ω(m) ∈ U ′ ∩ V ′) and set
ψ(m) =∶ (b,ψ′(m′)) for a suitable b ∈ Rk.
Let C1,C2 be open in Rk resp. Rn−k such that ψ(m) ∈ C1×C2 ⊆ ψ(U∩V ). Let w ∈ C2

and set p ∶= ψ−1(b,w). Then p ∈ ω−1(ψ′−1(w)) (because ψ′(ω(ψ−1(b,w))) = w), so
by definition of φ′ we obtain

φ′(ψ′−1(w)) = pr2(φ(p)) = pr2 ○ φ ○ ψ−1(b,w).

This implies that φ′ ○ ψ′−1 is smooth on C2, i.e., near ψ
′(m′). By symmetry, also

ψ′ ○ φ′−1 is smooth near φ′(m′).
In the general case, not assuming (17.7), let m′ ∈ U ′ ∩ V ′ and set L ∶= ω−1(m′).
Then m′ ∈ U ′ for some (φ,U) if and only if U ∩L ≠ ∅. Let

S ∶= {(φ,U) regular chart ∣ U ∩L ≠ ∅}.

We call (φ,U), (ψ,V ) ∈ S equivalent if φ′ ○ ψ′−1 is a local diffeomorphism near
ψ′(m′). This defines an equivalence relation on S. If S′ is an equivalence class of
this relation, then let

ν(S′) ∶= ⋃{U ∩L ∣ (φ,U) ∈ S′}.

It follows that ν(S′) ≠ ∅ and it is an open subset of the integral manifold L of
Ω. If ν(S′) ∩ ν(S′′) ≠ ∅, then there exist charts (φ,U) ∈ S′, (ψ,V ) ∈ S′′ with
U ∩ V ∩ L ≠ ∅, i.e., (17.7) is satisfied. By what we have shown in the special case
above, (φ,U) ∼ (ψ,V ), so S′ = S′′ and therefore ν(S′) = ν(S′′). Consequently, the
ν(S′) form a disjoint open cover of L. But L is connected, so there can be only one
ν(S′) (and ν(S′) = L). This means there is only one equivalence class, i.e., any two
elements of S are equivalent. It follows that for any two charts φ,ψ from S whose
domains intersect the transition function φ′ ○ψ′−1 is smooth near ψ′(m′), verifying
that we indeed obtain a C∞-atlas.
Finally, ω is a submersion: Let m ∈ M and let (φ = (x1, . . . , xn), U) be a regular
chart for Ω around m. Let φ′ be the corresponding chart forM ′. Then by definition
of φ′ we have φ′ ○ ω = pr2 ○ φ, so ω is smooth and rk(ω) = n − k. ◻

17.30 Corollary. The leaves of a regular distribution are submanifolds of M .

Proof. By Proposition 17.29 and the remark preceding it, these leaves are precisely
the fibers of the submersion ω. Hence the claim follows from Proposition 15.5 (i).

◻
5Note that U ′ ∩ V ′ ≠ ∅ could also be true if U ∩ V = ∅.
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17.31 Example. Let Ω be a k-dimensional integrable distribution on M and
suppose that k < n = dimM . If a leaf L of Ω is dense in M then there do not exist
any regular charts for Ω: Let (φ = (x1, . . . , xn), U) be flat for Ω. Since L̄ = M ,
U ∩L ≠ ∅. So let m ∈ L ∩U and let Ua be the slice of φ through m. Because k < n
there exists some V ⊆ U open with V ∩ Ua = ∅. Again by denseness of L we also
have V ∩L ≠ ∅. Thus (U ∖Ua) ∩L ≠ ∅, so that (φ,U) is not regular.

To conclude this section we combine some of the above results into a general version
of the Frobenius theorem:

17.32 Theorem. (Frobenius) Let M be an n-dimensional T2-manifold and let Ω
be a k-dimensional distribution on M . Then the following are equivalent:

(i) Ω is involutive.

(ii) Around any point of M there exists a chart that is flat for Ω.

(iii) Ω is integrable.

(iv) Any point m ∈ M lies in the domain of a chart (φ = (x1, . . . , xn)) centered
at m that is cubic (φ(U) = (−c, c)n for some c > 0) such that the slices Ua =
φ−1(Rk × {a}) are integral manifolds of Ω. If M ′ is a connected integral
manifold of Ω with M ′ ⊆ U then M ′ lies entirely in one such slice.

Proof. (i)⇔(ii): See Theorem 17.11.

(i)⇔(iii): This is Theorem 17.22.

(iv)⇒(iii) is clear.

(ii)⇒(iv): Let (φ,U) be flat for Ω, centered at m, and cubic (without loss of
generality). Then the Ua are chart domains, hence open submanifolds ofM(Ω) and
thereby integral manifolds of Ω by Proposition 17.20. Finally, letM ′ be a connected
integral manifold of Ω withM ′ ⊆ U . ThenM ′ is open inM(Ω) by Proposition 17.20
again and (due to Ua ∩Ua′ = ∅ for a ≠ a′):

M ′ =M ′ ∩U = ⊍
a∈Rn−k

(M ′ ∩Ua).

The M ′ ∩ Ua thereby form an open (in M(Ω)) partition of M ′, and since M ′ is
connected there is a unique a ∈ Rn−k with M ′ ∩ Ua ≠ ∅. Thus M ′ = M ′ ∩ Ua, i.e.,
M ′ ⊆ Ua. ◻

18 Lie subgroups

18.1 Definition. A Lie group H that is a subgroup of the Lie group G and an
immersive submanifold of G is called a Lie subgroup of G.

18.2 Proposition. If H is a subgroup of G that is a submanifold of G, then H is
a Lie subgroup of G.

Proof. We need to show that H is a Lie group. Let j ∶ H ↪ G be the inclusion.
Then µ ○ (j × j) ∶H ×H → G is smooth and takes values in H. By Remark 13.5 (i)
therefore also µH = µ ○ (j × j) ∶H ×H →H is smooth, giving the claim. ◻
A Lie subgroup H is called connected if it has this property when endowed with its
natural manifold topology.
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18.3 Proposition. The connected component Ge of e in G is a connected Lie
subgroup of G.

Proof. By Remark 2.2 Ge is a connected subgroup of G that is open in G, hence
is an open submanifold of G. The result therefore follows from Proposition 18.2. ◻

18.4 Proposition. Any connected component of a Lie group G is an open sub-
manifold that is second countable. Any two such connected components are diffeo-
morphic.

Proof. By Remark 2.2, the connected components of G are precisely the sets
Lg(Ge). Hence they are open submanifolds of G. Moreover, Lg ∶ Ge → Lg(Ge) is
smooth by Remark 13.5 (i), and analogously for Lg−1 ∶ Lg(Ge) → Ge. By Proposition
2.8, Ge and therefore also Lg(Ge) is second countable. ◻
The following result provides us with a rich source of examples for Lie subgroups:

18.5 Proposition. Let G be an N -dimensional Lie group and let M be a manifold
of dimension n < N . Let ϕ ∶ G → M be smooth and of rank n at e and set H ∶=
ϕ−1(ϕ(e)). Finally, suppose that ϕ ○ Lh = ϕ, i.e., ϕ(hg) = ϕ(g) for all h ∈ H and
all g ∈ G. Then H can be equipped with the structure of a Lie subgroup of G of
dimension N − n.

Proof. First, H is a subgroup of G since for h1, h2 ∈H we have ϕ(h1h2) = ϕ(h2) =
ϕ(e) and ϕ(e) = ϕ(h1h−11 ) = ϕ(h−11 ), showing that h1h2 and h−11 are elements of H.
By Proposition 18.2 it suffices to show that H is a submanifold of G. According to
Proposition 15.5 (ii) this is the case if rkh(ϕ) = n for each h ∈H. Now

rkhϕ = rke(ϕ ○Lh) = rkeϕ = n,

so the claim follows. ◻

18.6 Examples. (i) SL(n,R) is a Lie subgroup of GL(n,R) (n > 1): To see this,
let ϕ ∶ GL(n,R) → R. ϕ(A) ∶= det(A). Then

ϕ−1(ϕ(I)) = {A ∈ GL(n,R) ∣ det(A) = 1} = SL(n,R).

Using Proposition 18.5 we can now show that SL(n,R) is a Lie subgroup of GL(n,R)
of dimension n2−1. We have ϕ○LB(A) = det(BA) = det(B)det(A) = det(A) = ϕ(A)
for all A ∈ GL(n,R) and all B ∈ SL(n,R). Due to rk(det) = 1 on GL(n,R) also the
rank condition is satisfied.

(ii) O(n,R) is a Lie subgroup of GL(n,R) of dimension 1
2
n(n − 1): To see this, let

S(n,R) be the space of symmetric n × n matrices (whose dimension is 1
2
n(n + 1)).

S(n,R) is a submanifold of M(n,R) with global chart (aij) ↦ (aij)i≤j . Now let

ϕ ∶ GL(n,R) → S(n,R)
A↦ AtA.

Then O(n,R) = ϕ−1(ϕ(I)) and ϕ ○ LB(A) = (BA)t(BA) = AtBtBA = ϕ(A) for all
B ∈ O(n,R). To calculate the rank of ϕ, note that

TIϕ(A) =
d

ds
∣
0
ϕ(I + sA) = d

ds
∣
0
(I + sAt)(I + sA) = At +A,

so TIϕ ∶ M(n,R) → TIS(n,R) ≅ S(n,R) is surjective. Hence rkTIϕ = dimS(n,R) =
1
2
n(n + 1), and so by Proposition 18.5 O(n,R) is a Lie subgroup of dimension

n2 − 1
2
n(n + 1) = 1

2
n(n − 1).
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Up to now, all our examples of Lie subgroups were in fact submanifolds. This,
however, need not necessarily be the case:

18.7 Example. T2 = S1 × S1 is a Lie group by Example 1.3 (v). Here,

µ ∶ T2 ×T2 → T2

((eia, eib), (eic, eid)) ↦ (ei(a+c), ei(b+d)).

Now let α ∈ R ∖ Q and set c ∶ R → T2, t ↦ (eiαt, eit). Then H ∶= c(R) can be
turned into a manifold via the global chart (eiαt, eit) ↦ t and with this structure
c(R) becomes an immersive submanifold of T2. Then H is a subgroup of T2 and
the product µH on it is smooth because in terms of the above global chart it is of
the form (r, s) ↦ r + s. Consequently, H is a Lie subgroup of T2. However, since α
is irrational, H is dense in T2, so by Proposition 14.2 it is not a submanifold of T2.

19 Lie subgroups and Lie algebras

19.1 Definition. A distribution Ω on a Lie group G is called left invariant if

∀g, h ∈ G ∶ Ω(gh) = Ω(Lgh) = ThLg(Ω(h)).

Thus left invariant distributions are completely determined by their value at e. A
Lie subalgebra of a Lie algebra g is a vector subspace h of g such that for any v,w ∈ h
also [v,w] ∈ h.

19.2 Proposition. Let S be a vector subspace of TeG. Then Ω ∶ g ↦ TeLg(S) is a
left invariant distribution on G with Ω(e) = S. Ω is integrable if and only if S is a
Lie subalgebra of g = TeG.

Proof. We first note that Ω is indeed a distribution: Let (v1, . . . , vk) be a basis of
S, then for each g ∈ G, Lvi(g) = TeLg(vi) (i = 1, . . . , k) is a basis of Ω(g). Also, Ω
is left invariant because

Ω(gh) = TeLgh(S) = ThLg ○ TeLh(S) = ThLg(Ω(h)).

By Theorem 17.32, Ω is integrable if and only if it is involutive. Now if Ω is
involutive, then for all i, j we have [Lvi , Lvj ] ∈ Ω and therefore

[vi, vj] = L[vi,vj](e) = [Lvi , Lvj ](e) ∈ Ω(e) = S,

showing that S is a Lie subalgebra of g. Conversely, if S is a Lie subalgebra of g,
then for all i, j we have [Lvi , Lvj ] = L[vi,vj] ∈ Ω, so Ω is involutive. ◻

19.3 Proposition. Let H be a Lie subgroup of G and denote by j ∶ H ↪ G the
inclusion. Then Tej is a Lie algebra isomorphism from h onto a Lie subalgebra
of g. H is an integral manifold of the left invariant distribution Ω on G with
Ω(e) = Tej(h).

Proof. j is an immersion, hence Tej ∶ h→ Tej(h) is a linear isomorphism. We need
to show that Tej(h) is a Lie subalgebra of g. Let v ∈ h, w ∶= Tej(v), and denote by
L̃h the left translation on H. Then

Lh ○ j = j ○ L̃h. (19.1)
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Thus

Tj ○ L̃v(h) = Tj(TeL̃h(v)) = Te(j ○ L̃h)(v) =
(19.1)

Te(Lh ○ j)(v)

= TeLh(w) = Lw(h) = Lw ○ j(h),

meaning that L̃v ∼j Lw. If also v1 ∈ h and w1 = Tej(v1), then by Lemma 4.4 we

have [L̃v, L̃v1] ∼j [Lw, Lw1] and therefore

[w,w1] = [Lw, Lw1](e) = Tej([L̃v, L̃v1](e)) = Tej([v, v1]) ∈ Tej(h).

By Proposition 19.2, S ∶= Tej(h) defines an integrable and left invariant distribution
Ω on G. For h ∈H we obtain

Ω(h) = TeLh(Tej(h)) =
(19.1)

Thj ○ TeL̃h(h) = Thj(ThH),

so H is an integral manifold of Ω. ◻

19.4 Example. By Example 18.6 (ii), O(n,R) is a Lie subgroup of GL(n,R) of
dimension 1

2
n(n − 1). Setting

ϕ ∶ GL(n,R) → S(n,R)
A↦ AtA,

O(n,R) = ϕ−1(ϕ(I)) is a fiber of the submersion ϕ. By Proposition 15.5 (ii) it follows
that the Lie algebra of O(n,R) is given by o(n,R) ∶= TIO(n,R) = ker(TIϕ) = {A ∣
A +At = 0}, i.e., by the space of skew symmetric matrices.

Proposition 19.3 shows that given a Lie subgroup H of G, the Lie algebra h of H
corresponds to a Lie subalgebra of g. It consists of the left invariant vector fields
that are tangential to H at e. For connected Lie subgroups also the converse is
true:

19.5 Theorem. If G is a Lie group and S ≠ {0} is a Lie subalgebra of g, then
there exists a unique connected Lie subgroup H of G such that Tej ∶ h → S is a Lie
algebra isomorphism (with j ∶H ↪ G).

Proof. Let Ω ∶= g ↦ TeLg(S). By Proposition 19.2, Ω is an integrable left invariant
distribution on G. Let H be the leaf of Ω that contains e.

For any g ∈ G, Lg ○ j is an injective immersion. By declaring Lg ○ j to be a diffeo-
morphism we may therefore induce on Lg ○ j(H) = gH a manifold structure such
that gH becomes an immersive submanifold of G: with j′ ∶ gH ↪ G the inclusion
we have that j′ ○ (Lg ○ j) = Lg ○ j ∶H → G is an immersion, so also j′ is one.

Let us show that gH is an integral manifold of Ω. For gh ∈ gH we have:

Tghj
′(Tgh(gH)) = Tghj′(Th(Lg ○ j)(ThH)) = Th(j′ ○Lg ○ j)(ThH)

= ThLg(Thj(ThH)) = ThLg(Ω(h)) = Ω(gh).

Since gH is diffeomorphic to H, it is connected in its natural manifold topology.
Also, gH is an integral manifold of Ω, so by Proposition 17.20 it is an open subman-
ifold of G(Ω) and thereby carries the trace topology of G(Ω), hence is connected in
G(Ω). It also contains g, so gH ⊆K, where K is the leaf of Ω through g.

We show that in fact gH =K. Suppose, to the contrary, that gH were strictly con-
tained in K. Then we equip g−1K as above with a manifold structure diffeomorphic
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to K and also as above we conclude that g−1K is a connected integral manifold of
Ω containing e. By assumption, however, H ⊊ g−1K, contradicting the fact that H
is a leaf of Ω.

In particular, for g ∈H (and thereby H =K) we conclude that gH =H (hence also
g−1H = H). Thus for g, h ∈ H we have gh ∈ H and since e ∈ H also g−1 ∈ H. This
shows that H is a subgroup of G whose left cosets are precisely the leaves of Ω.

Being a leaf of Ω, H is an immersive submanifold of G, and so it only remains
to show that H itself is a Lie group, i.e., that µH ∶ H ×H → H is smooth. Now
j ○µH = µG ○(j×j). Since H is a connected immersive submanifold, H is connected
as a subset of G by Lemma 14.4, so H ⊆ Ge. By Lemma 13.6, H is an immersive
submanifold of Ge. Since Ge is second countable by Proposition 2.8, so is H due to
Proposition 14.7.

Now µG ○ (j × j) is smooth and takes values in H, where H is an integral mani-
fold of an integrable distribution that in addition is second countable. Therefore
Proposition 17.26 establishes that µH is smooth, so H is indeed a Lie subgroup of
G.

Since H is an integral manifold of Ω, Tej(h) = Tej(TeH) = Ω(e) = S, so Tej is
a linear isomorphism of h onto S. Indeed, Tej is a Lie algebra isomorphism by
Proposition 19.3.

Finally, we show uniqueness: Let H̃ be another connected Lie subgroup of G with
inclusion j̃ ∶ H̃ ↪ G such that Tej̃ ∶ h̃ → S is a Lie algebra isomorphism. By
Proposition 19.3 then also H̃ is a connected integral manifold of Ω containing e.
Since H is the leaf of Ω through e, this gives H̃ ⊆H. By Proposition 17.20, both H
and H̃ are open submanifolds of G(Ω), hence both carry the trace topology of G(Ω).
Consequently, H̃ is an open neighborhood of e in H. But then by Proposition 2.5
H̃ generates H, i.e., H = H̃. ◻

19.6 Remark. (i) In particular, for S = g we obtain H = Ge.
(ii) Note that the proof of Theorem 19.5 makes use of most of the major results we
had derived previously.

The following result is proved in the theory of Lie algebras (cf., e.g., [7, Ch. V]):

19.7 Theorem. (Ado’s Theorem) Any finite dimensional Lie algebra is isomorphic
to a Lie subalgebra of the space of n × n matrices (with bracket the commutator of
matrices).

Theorems 19.5 and 19.7 together now imply:

19.8 Theorem. (Lie’s third fundamental Theorem) If g is a finite dimensional
(non-trivial) Lie algebra then there exists a Lie group G with Lie algebra g. G can
be chosen as a Lie subgroup of GL(n,R) (resp. GL(n,C)).

19.9 Proposition. Let H be a Lie subgroup of G and let j ∶H ↪ G be the inclusion.
Setting j′ ∶= Tej, we have:

h
j′ //

expH

��

g

expG

��
H

j // G

Proof. This is immediate from Theorem 8.8 (i). ◻
Hence if v ∈ g is tangential to H (i.e., if v ∈ Tej(h)) then the curve t ↦ expG(tv) is
contained in H. If H is second countable then also the converse is true:
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19.10 Proposition. Let H be a second countable Lie subgroup of G and let c ∶ I →
G be a smooth curve with c(I) ⊆H. Then c′(t) is tangential to H for each t ∈ I.

Proof. By Proposition 19.3 H is an integral manifold of an integrable distribution
on G. By Proposition 17.26 we have c = j ○ c̃ with c̃ ∶ I →H smooth, so

c′(t) = Tc(t)j(c̃′(t)) ∈ Tc(t)j(Tc(t)H) ∀t ∈ I.

◻
In Remark 8.5 we used exp to construct specific charts for G (canonical coordinates
of first and second kind). For our study of Lie subgroups we need yet another type
of coordinates: Let S be a proper subspace of g = TeG and let (v1, . . . , vn) be a
basis of g such that (v1, . . . , vk) is a basis of S. Let

χ ∶ g→ G

n

∑
i=1

yivi ↦ exp (
n

∑
i=k+1

yivi) ⋅ exp (
k

∑
i=1

yivi).

Then T0χ(vi) = d
dt
∣
0
χ(tvi) = d

dt
∣
0
exp(tvi) = vi, so T0χ = id and thereby χ is a

diffeomorphism around 0, so that φ ∶= χ−1 is a chart of G around e.

Suppose now in addition that S is a Lie subalgebra of g. By Proposition 19.2 S
defines a left invariant distribution Ω on G. By Theorem 19.5 the leaf H of Ω
through e is a connected (hence second countable by Proposition 2.8) Lie subgroup
of G and all other leaves of Ω are precisely the cosets of H. In this situation we
have:

19.11 Lemma. The chart φ is flat for Ω.

Proof. Let φ = (x1, . . . , xn). Since dimΩ = k it suffices to show that ∂
∂xi ∈ Ω for

1 ≤ i ≤ k. Setting V ∶= span(vk+1, . . . , vn) we have g = S ⊕ V . Let U ∶= dom(φ) and
let g ∈ U . Then there exists a unique (v, s) ∈ V ×S such that g = exp(v) ⋅exp(s). For
1 ≤ i ≤ k we consider the coordinate line γi ∶= t ↦ exp(v) exp(s + tvi). Then γ′i(0) =
∂
∂xi ∣g, so it remains to show that γ′i(0) ∈ Ω(g). Now c(t) ∶= exp(s)−1 ⋅ exp(s+ tvi) is
a smooth curve in G and exp(s+ tvi) = exp(s) ⋅ c(t). By Proposition 19.9 the curve
t ↦ exp(s + tvi) (1 ≤ i ≤ k) lies entirely in H, hence the same is true for c. As H
is second countable, Proposition 19.10 implies that c′(t) is tangential to H for all
t. Since H is an integral manifold of Ω this means that c′(t) ∈ Ω(c(t)) for each t.
Now γi(t) = g ⋅ c(t) and Ω is left invariant, so we conclude that

γ′i(0) = Tc(0)Lg(c′(0)) ∈ TeLg(Ω(e)) = Ω(g). (19.2)

◻

20 Closed connected Lie subgroups

Any subgroup H of a Lie group acts as a transformation group on the right on G
via

Φ ∶ G ×H → G

(g, h) ↦ gh.

The quotient G/H then consists of the left cosets gH of H. In this section we
derive conditions under which G/H can be endowed with the structure of a quotient
manifold of G.
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20.1 Remark. (i) If H is open, then so is any gH. Thus any point in G/H is open
in the quotient topology (because π−1(π(g)) = gH), which is therefore discrete.
This means that G/H cannot be turned into a quotient manifold (cf. Proposition
15.9).

(ii) Let G/H be a quotient manifold of G and let π ∶ G→ G/H be the quotient map.
Then H = π−1(π(e)) is closed, being the inverse image of a point (recall that any
manifold is T1).

(iii) It follows from (i) and (ii) that a necessary condition for the existence of a
quotient manifold structure on G/H is that H is closed but not open in G. We will
show that this condition is also sufficient if H is a Lie subgroup of G.

20.2 Lemma. Let V be a finite dimensional vector space and let (vk) be a sequence
in V with vk ≠ 0 for all k and vk → 0 (k → ∞). Then there exists a subsequence
(vkl) of (vk), a sequence of numbers al → 0, al > 0 and vectors wl that converge to
some w ≠ 0 such that vkl = alwl for all l ∈ N.

Proof. Without loss of generality let V = Rn. Write vk = bksk with sk ∈ Sn−1. As
the latter is compact, there exists a subsequence wl ∶= skl → w ∈ Sn−1. Since vkl → 0
we necessarily have al ∶= bkl → 0. ◻

20.3 Lemma. Let H be a closed subgroup of a Lie group G. Let vm ∈ g, vm → v,
0 ≠ am ∈ R, am → 0. If exp(amvm) ∈H for all m, then exp(tv) ∈H for all t ∈ R.

Proof. Fix t ∈ R. Then for all m ∈ N there exists some nm ∈ Z with ∣t−nmam∣ < am.
Thus t = limnmam. Consequently,

tv = limnmamvm ⇒ exp(tv) = limexp(nmamvm) = limexp(amvm)nm ∈H

because H is closed. ◻

20.4 Corollary. Let H be a closed subgroup of G and let c ∶ I → G be a smooth
curve with c(I) ⊆ H and c(0) = e. Then with v ∶= c′(0) we have exp(tv) ∈ H for
each t ∈ I.

Proof. For 0 < ∣s∣ < ε (ε sufficiently small) let k(s) ∶= 1
s
exp−1(c(s)), i.e., c(s) =

exp(sk(s)), k ∶ (−ε, ε) → g. Let am ∈ (−ε, ε), am ≠ 0, am → 0.

We claim that vm ∶= k(am) → c′(0). Indeed, let exp−1 = φ = (x1, . . . , xn) locally
around e (with respect to some basis in g). Then k(s) = ∑ni=1 ki(s) ∂

∂xi ∣e, with ki
smooth. Therefore (φ ○ c)i(s) = xi(exp(sk(s))) = ski(s), so

lim
s→0

ki(s) = lim
s→0

(φ ○ c)i(s)
s

= d

ds
∣
0
(φ ○ c)i(s).

Thus
lim vm = limk(am) = lim

s→0
k(s) = Teφ(c′(0)) = c′(0).

By assumption, exp(amvm) = c(am) ∈ H for each m, so the claim follows from
Lemma 20.3. ◻

20.5 Theorem. Let H be a closed, non-open, connected Lie subgroup of G. Then
G/H can be equipped with a C∞-structure as a quotient manifold of G.

Proof. By Propositions 19.2 and 19.3, H is an integral manifold of the left invariant
distribution on G with Ω(e) = Tej(h). Since H is connected, the proof of Theorem
19.5 shows that the leaves of Ω are precisely the left cosets gH of H, so G/H is
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the set of all leaves of Ω. If we can show that Ω is regular, then the result will
follow from Proposition 17.29. To this end, let φ be the chart from Lemma 19.11
(since H is not open, k = dimΩ < dimG = n). We are going to show that a suitable
restriction of φ is regular for Ω.

Let S ∶= Ω(e) and pick V as in Lemma 19.11 (so g = S ⊕ V ). We first restrict φ
such that its image is of the form y(S′ + V ′), where y ∶ ∑ni=1 yivi ↦ (y1, . . . , yn)
is the coordinate isomorphism and S′, V ′ are neighborhoods of 0 in S and V ,
respectively. Denote this restriction by (φ′, U ′). The slices of φ′ then are of the form
U ′a = (expa) ⋅ (expS′), where a ∈ V ′ is fixed. By the remark following Proposition
19.9, we have

U ′0 = expS′ ⊆H. (20.1)

We now claim that by suitably shrinking V ′ we can achieve that

U ′ ∩H = exp(V ′) ⋅ exp(S′) ∩H = U ′0. (20.2)

Here, ⊇ is clear. For the other direction, suppose to the contrary that there exist
neighborhoods V ′m of 0 such that V ′m → {0} (m→∞) in V and for each m ∈ N there
exists some vm ≠ 0, vm ∈ V ′m as well as some sm ∈ S′ such that (exp vm)⋅(exp sm) ∈H.
Since vm ∈ V ′m we have vm → 0. By Lemma 20.2 and 20.3 there exists some 0 ≠ v ∈ V
such that exp(tv) ∈ H for each t ∈ R (note that exp(vm) ∈ H because exp(sm) ∈ H
and exp(vm) ⋅ exp(sm) ∈ H). Now H is a connected Lie group, hence is second
countable by Proposition 2.8. Then Proposition 19.10 shows that

v = d

dt
∣
0
exp(tv) ∈ Tej(h) = S,

contradicting S ∩ V = {0}, and thereby proving (20.2).

Now let (φ̃ = (x1, . . . , xn), U) be a further restriction of φ such that y(S′′ + V ′′) =
φ̃(U), where S′′, V ′′ are connected neighborhoods of 0 in S′ and V ′, respectively
and such that U−1 ⋅U ⊆ U ′.
We next claim that (φ̃, U) is regular for Ω at e. Note first that by what we discussed
before Definition 17.27, any slice of φ̃ lies in a leaf of Ω, hence in a coset of H.
It therefore suffices to show that, conversely, any coset of H intersects U in at
most one slice. So let g = exp(v) exp(s) and g1 = exp(v1) exp(s1) be elements of
U that belong to the same coset g̃H of H (v, v1 ∈ V ′′, s, s1 ∈ S′′). By (20.1),
exp(s), exp(s1) ∈ H, so exp(v), exp(v1) ∈ g̃H and therefore exp(v1)−1 exp(v) ∈ H.
Furthermore, exp(v) = exp(v) ⋅ exp(0) ∈ U and also exp(v1) ∈ U , so by (20.1) and
(20.2) we obtain

(exp v1)−1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
∈U−1

(exp v)
´¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶
∈U

∈H ∩U ′ = expS′.

Thus exp v = exp(v1) ⋅exp(s′) for some s′ ∈ S′. Now any point in U ′ can uniquely be
written as exp(a)⋅exp(b) with a ∈ V ′ and b ∈ S′, so v1 = v (and s′ = 0). Consequently,
g and g1 lie in the same slice of φ̃ (namely in exp(v) ⋅ exp(S′′)).
Since the leaves of Ω are the left cosets of H, any Lg maps leaves to leaves. If g ∈ G,
then ψ ∶= φ̃ ○ Lg−1 is a chart of G around g and this chart is regular for Ω: First,
(ψ =∶ (z1, . . . , zn), gU) is flat for Ω at g: As φ̃ = (x1, . . . , xn) is flat for Ω around e,

Ω(g′) = span( ∂
∂x1 ∣

g′
, . . . , ∂

∂xk ∣
g′
) for any g′ ∈ U . Therefore, for any element gg′ of

gU we have

Ω(gg′) = TeLg(Ω(g′)) = span(TeLg(
∂

∂x1
∣
g′
), . . . , TeLg(

∂

∂xk
∣
g′
)).

Since

TeLg(
∂

∂xi
∣
g′
) = TeLg ○ (Tg′ φ̃)−1(ei) = (Tgg′(φ̃ ○Lg−1))−1(ei) =

∂

∂zi
∣
gg′
,

50



the claim follows.

Finally, dom(ψ) = Lg(U) = g ⋅ U and ψ(gU) = φ̃(U) = y(S′′ + V ′′). A slice of ψ
therefore is of the form ψ−1({a} × S′′). Now if g1 ⋅H is any leaf of Ω, then since
(φ̃, U) is regular for Ω at e, for a suitable a we get

g1H ∩ gU = g(g−1g1H ∩U) = Lg(φ̃−1({a} × S′′))
= (φ̃ ○Lg−1)−1({a} × S′′) = ψ−1({a} × S′′),

showing that (ψ, gU) is regular for Ω at g. Consequently, Ω is regular. ◻

20.6 Corollary. Let H be a closed and connected Lie subgroup of G. Then H is a
submanifold of G.

Proof. This is clear if H is open. Otherwise, the proof of Theorem 20.5 shows
that H is a leaf of a regular distribution on G, so the claim follows from Corollary
17.30. ◻

21 Closed subgroups of a Lie group

Our aim in this section is to show that a subgroup H of a Lie group G that is a
closed subset of G is either discrete or can be endowed with a manifold structure
in such a way as to become a Lie subgroup of G.

We first assume that H is closed and connected and define a vector subspace S of
g which will turn out to be a Lie subalgebra. The corresponding Lie subgroup then
is precisely H.

21.1 Lemma. Let S ∶= {v ∈ g ∣ exp(tv) ∈ H ∀t ∈ R}. Then S is a linear subspace
of g.

Proof. Let v,w ∈ S and let c ∶ R → G, c(t) ∶= exp(tv) exp(tw). Then by Lemma
1.5 we have

c′(0) = T(e,e)µ(
d

dt
∣
0
exp(tv), d

dt
∣
0
exp(tw)) = TeLe(w) + TeRe(v) = v +w.

Since c(R) ⊆ H, Corollary 20.4 implies that v + w ∈ S. Moreover, exp(t(λv)) =
exp((tλ)v), so also λv ∈ S for each λ ∈ R. ◻

21.2 Lemma. S is a Lie subalgebra of g.

Proof. For S = 0 or S = g there is nothing to do. Otherwise the claim will
follow from Proposition 19.2 once we know that the distribution Ω ∶ g ↦ TeLg(S)
is integrable. To this end we first show that the chart φ from Lemma 19.11 is
flat for Ω at e. Using the notation introduced there, we again have to show that
γ′i(0) ∈ Ω(g) for 1 ≤ i ≤ k. By definition of S and because S is a vector space by
Lemma 21.1, we know that exp(s + tvi) ∈ H for each t ∈ R and 1 ≤ i ≤ k. For
c(t) ∶= exp(s)−1 ⋅ exp(s + tvi) this implies c(R) ⊆H. By Corollary 20.4 we conclude
that exp(tc′(0)) ∈ H for all t ∈ R, so by definition of S we get c′(0) ∈ S = Ω(e).
From this, as in the proof of Lemma 19.11 (see (19.2)) we conclude γ′i(0) ∈ Ω(g)
(where g = exp(v) exp(s) ∈ dom(φ)). For general g ∈ G it now follows verbatim as
in the proof of Theorem 20.5 that ψ ∶= φ○L−1g is a chart that is flat for Ω at g. Thus
Ω is integrable. ◻
Using this we can now show:
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21.3 Proposition. Let H be a closed and connected subgroup of a Lie group G.
Then either H = {e} or H can be endowed with a manifold structure to become a
connected Lie subgroup of G.

Proof. When equipped with the trace topology of G, H is a connected topological
group. By Lemma 21.2, S ∶= {v ∈ g ∣ exp(tv) ∈ H ∀t ∈ R} is a Lie subalgebra of g.
We distinguish the following cases:

1.) S = g: Since exp(g) is connected, exp(g) ⊆ Ge. Let S′ ⊆ g be an open neighbor-
hood of 0 in g with exp ∶ S′ → exp(S′) a diffeomorphism. By Proposition 2.5 Ge is
generated by exp(S′). Since exp(S′) ⊆ exp(S) ⊆ H and H is connected we obtain
H = Ge. It therefore allows a manifold structure as an open Lie subgroup of G.

2.) 0 ≠ S ≠ g: As in Lemma 19.11 let V ⊆ g be complementary to S, g = S ⊕ V , and
let φ be the corresponding chart of G. We restrict φ such that its image is of the
form y(S′ ⊕ V ′), where S′ and V ′ are connected open neighborhoods of 0 in S and
V , respectively.

We claim that for V ′ sufficiently small we have for φ ∶ U ′ → y(S′ ⊕ V ′):
U ′ ∩H = exp(S′). (21.1)

In fact, otherwise there would exist neighborhoods V ′m of 0 in V with V ′m → {0} such
that for eachm ∈ N there exist 0 ≠ vm ∈ V ′m and sm ∈ S′ such that exp(vm)⋅exp(sm) ∈
H, so exp vm ∈H for each m. As vm → 0, Lemmas 20.2 and 20.3 show the existence
of some 0 ≠ w ∈ V with exp(tw) ∈ H for each t ∈ R. But this means w ∈ S,
contradicting S ∩ V = {0}.
By Theorem 19.5 there exists a unique connected Lie subgroupH ′ of G such that for
its Lie algebra h′ we have Tej(h′) = S (with j ∶H ′ ↪ G). The set S′′ ∶= (Tej)−1(S′)
is an open neighborhood of 0 in h′ and by Proposition 19.9 we have

exp(S′) = exp ○Tej(S′′) = j ○ expH
′

(S′′) = expH
′

(S′′) ⊆H ′.
By Theorem 8.2 there exists an open neighborhood W ⊆ S′′ of 0 in h′ such that
expH

′(W ) is open in H ′. According to Proposition 2.5 expH
′(W ), so in particular

expH
′(S′′) = exp(S′) generates H ′. On the other hand, U ′ ∩H is a neighborhood

of e in the connected topological group H, so it also generates H. By (21.1) we
conclude that H =H ′, so H possesses a manifold structure as a Lie subgroup of G.

3.) S = {0}: Let V ′ be an open neighborhood of 0 in TeG such that exp is a
diffeomorphism on V ′. We show that V ′ can be chosen so small that exp(V ′)∩H =
{e}. Indeed, otherwise there would be a sequence V ′m ⊆ V ′ of 0-neighborhoods with
V ′m → {0} and for each m ∈ N some 0 ≠ vm ∈ V ′m with exp(vm) ∈H. As in the proof
of (21.1) above we conclude from this the existence of some 0 ≠ w ∈ S, contradicting
the fact that S = {0}. Thus {e} is an open subset of H, hence generates H, meaning
that H = {e}. ◻
Our next aim is to generalize Theorem 20.5 to general (not necessarily connected)
closed subgroups H of a Lie group G. We want to show that G/H can be turned
into a quotient manifold of G. By Remark 20.1 we again have to suppose that H is
not open.

When equipped with the trace topology, H is a topological group, hence by Propo-
sition 2.4 He (the connected component of e in H) is a normal subgroup of H.
He is closed and connected in H and therefore (since H is closed) also closed and
connected in G. By Proposition 21.3 we therefore either have He = {e} or we can
equip He with the structure of a closed connected Lie subgroup of G.

In the proof of Proposition 21.3 we have seen that if S = g, then He = Ge. But then
by Proposition 2.5 also

H = ⋃
h∈H

hHe = ⋃
h∈H

hGe,
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so H is open in G, which means we can exclude this case. Consequently, dimHe <
dimG, and Theorem 20.5 shows that G/He can be turned into a quotient manifold
of G. For G/H itself we have:

21.4 Proposition. Let H be a closed, non-open subgroup of a Lie group. Then
H/He acts freely on the manifold G/He as a discontinuous transformation group
and the corresponding quotient set is G/H.

Proof. Let K be a left coset of He in H. Then the map

φK ∶ G→ G/He

g ↦ gK

is smooth: for h ∈ K we have K = hHe, so φK = g ↦ gh ↦ (gh)He. Also, φK is an
invariant of the equivalence relation defined on G by He: Let K = hHe with h ∈ H
and suppose that g1 ∼ g2, i.e., g1He = g2He, so that g1 = g2h′ with h′ ∈ He. Then
since He is a normal subgroup of H,

φK(g1) = g1K = g1hHe = g2h′hHe = g2hh−1h′hHe
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=He

= g2hHe = g2K = φK(g2).

By Proposition 15.13 therefore also the induced map (projection)

ϕK ∶ G/He → G/He

gHe ↦ (gh)He (K = hHe)

is well-defined and smooth. Let K−1 be the inverse of K = hHe in H/He, i.e.,
K−1 = h−1He. Then ϕK−1 = (ϕK)−1, so ϕK is a transformation of the manifold
G/He.

We now show that H/He is a transformation group on G/He that acts freely on the
right via the map

ϕ ∶ G/He ×H/He → G/He

(gHe,K) ↦ ϕK(gHe).

According to Definition 16.1 this means verifying that

(i) For K fixed ϕ(.,K) = ϕK is a transformation by the above.

(ii) For K1 = h1He, K2 = h2He we have K2 ⋅K1 = (h2h1)He, so

ϕK1(ϕK2(gHe)) = ϕK1(gh2He) = gh2h1He = ϕK2⋅K1(gHe).

The action is free: Let ϕK(gHe) = gHe for some g ∈ G, K = hHe. Then ghHe = gHe,
so hHe =He ⇒ h ∈He ⇒K =He.

Moreover, H/He acts discontinuously: to see this, by Definition 16.5 we have to
show that for each gHe ∈ G/He there exists a neighborhoodW of gHe in G/He with
W∩ϕK(W ) = ∅ unlessK =He. NowHe is open in the trace topology ofG onH: the
proof of Proposition 21.3 shows (even without the assumption that H is connected)
that there exists some U ′ open in G with exp(S′) = U ′∩H, so U ′∩H = exp(S′) ⊆He

because S′ can be chosen connected. U ′ ∩H is open in H, hence also in He, and
thereby generates it (see Proposition 2.5). Thus He = ⋃n∈N(U ′∩H)n, implying that
He is open in the trace topology of G on H. Therefore there exists some U ⊆ G open
with He =H ∩U . Let V be an open neighborhood of e in G with V −1V ⊆ U and let
W ∶= π(gV ), where π ∶ G → G/He is the quotient map. Since π−1(π(gV )) = gV He

is open in G, W is an open neighborhood of gHe in G/He.
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Suppose that W ∩ ϕK(W ) ≠ ∅. Then there exist a, b ∈ V such that

(ga)He = π(ga) = ϕK(π(gb)) = ϕK(gbHe) = (gbh)He.

But then
(gbh)−1(ga) = h−1b−1a ∈He ⇒ b−1a ∈ hHe ⊆H

and
b−1a ∈ V −1V ⊆ U ⇒ b−1a ∈H ∩U =He ⇒ h ∈He ⇒K =He.

It remains to show that the quotient set induced by ϕ is precisely G/H. Let
g1He, g2He be equivalent under ϕ. Then there is some K = hHe ∈ H/He with
g1hHe = ϕK(g1He) = g2He, so

g−12 g1h ∈He ⇒ g−12 g1 ∈Heh
−1 ⊆H ⇒ g1H = g2H.

Conversely, if g1H = g2H then there exists some h ∈H with g1h = g2. Then setting
K ∶= hHe we have ϕK(g1He) = g1hHe = g2He. Summing up, [gHe] ↦ gH is a
bijection from (G/He)/(H/He) onto G/H. ◻
Using this result we can now show:

21.5 Theorem. Let H be a closed subgroup of a Lie group G. Then either

(i) H is open in G and the quotient topology on G/H is discrete, or

(ii) G/H can be endowed with the structure of a quotient manifold of G (of the same
dimension as G/He).

Proof. If H is open then (i) follows from Remark 20.1 (i). So suppose that H
is not open and let He be the connected component of e in H. From the Remark
preceding Proposition 21.4 we know that either He = {e} or He can be equipped
with the structure of a closed Lie subgroup of G whose dimension is smaller than
that of G. By Theorem 20.5 therefore G/He possesses the structure of a quotient
manifold of G, so the quotient map π ∶ G→ G/He is a submersion.

Proposition 21.4 shows that H/He acts freely as a discontinuous transformation
group on G/He and (G/He)/(H/He) = G/H. Due to Proposition 16.6 G/H there-
fore possesses the structure of a quotient manifold of G/He of the same dimension
as G/He, so the quotient map ρ ∶ G/He → (G/He)/(H/He) = G/H is a submersion.
Now ρ○π(g) = ρ(gHe) = gH (cf. the proof of Proposition 21.4), so also the quotient
map π̃ ∶ G→ G/H, being the composition of two submersions is a submersion itself.

◻
In case H is a normal subgroup and thereby G/H is a group we can say more:

21.6 Corollary. Let H be a closed, non-open normal subgroup of a Lie group G.
Then the quotient manifold G/H is a Lie group.

Proof. It only remains to show that G/H is a Lie group. So let µ ∶ G ×G → G be
the multiplication on G and let π ∶ G → G/H be the quotient map. By Theorem
21.5, π×π ∶ G×G→ G/H×G/H is a surjective submersion and since H is normal the
map π ○ µ ∶ G ×G → G/H is an invariant of the corresponding equivalence relation
on G ×G: Let (g1, g2) ∼ (g′1, g′2), i.e., g1H = g′1H and g2H = g′2H. Then

π ○ µ(g1, g2) = π(g1g2) = g1g2H = (g1H)(g2H) = (g′1H)(g′2H) = π ○ µ(g′1, g′2).
By Proposition 15.13 the corresponding projection µ̃ of π ○ µ is smooth:

µ̃ ∶ G/H ×G/H → G/H
(g1H,g2H) ↦ (g1g2H) = (g1H) ⋅ (g2H).

Hence µ̃ is precisely the multiplication on G/H, yielding that G/H is a Lie group.
◻
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21.7 Theorem. (Cartan) Let H be a closed subgroup of a Lie group G. Then
either H is discrete or there is a unique smooth structure on it that turns it into
a submanifold of G. With this structure it then is a Lie subgroup of G. If H is
neither discrete nor open then dim(G/H) = dimG − dimH.

Proof. By Theorem 21.5 H is either open in G (hence can be viewed as an open
submanifold of G) or G/H is a quotient manifold of G. In the second case H is
a fiber of the quotient map π̃ ∶ G → G/H, H = π̃−1(eH). By Proposition 15.5 H
therefore is either discrete or it possesses the structure of a submanifold of G of
dimension dimG−dim(G/H). By Remark 13.5 (ii) the submanifold structure of H
is uniquely determined. Finally, Proposition 18.2 shows that H is a Lie subgroup
of G. ◻
Conversely, we have:

21.8 Theorem. Let H be a Lie subgroup of G that is a submanifold of G (i.e.,
that carries the trace topology of G). Then H is closed in G.

Proof. Let hi ∈ H, hi → h in G. We have to show that h ∈ H. Since H is a
submanifold of G there exists an adapted chart (φ,U) around e: φ ∶ U → φ(U) ⊆ Rn,
φ(U ∩ H) = φ(U) ∩ (Rk × {0}). Pick open neighborhoods V,W of e such that
V −1 ⋅ V ⊆W ⊆ U . Let i0 be such that hi ∈ hV for i ≥ i0. Then for i, j ≥ i0 we have
h−1i hj ∈ V −1�h−1�hV ⊆W , so

φ(h−1i hj) ∈ φ(W ∩H) = φ(W ) ∩ (Rk × {0}) ⊆ φ(U) ∩ (Rk × {0}).

For j →∞ we obtain φ(h−1i h) ∈ φ(U)∩ (Rk ×{0}) = φ(U ∩H), so h−1i h ∈ U ∩H ⊆H
and, finally, h ∈ hiH ⊆H. ◻

21.9 Theorem. Let H be a subgroup of a Lie group G. Then the following are
equivalent:

(i) When equipped with the trace topology of G, H can be turned into a Lie group.

(ii) H is non-discrete and closed in G.

If these equivalent conditions hold, H is a Lie subgroup of G.

Proof. (ii)⇒(i) as well as the last claim follow from Theorem 21.7.

(i)⇒(ii) Let j ∶ H ↪ G be the inclusion. Then j is a continuous homomorphism of
Lie groups, hence is smooth by Theorem 8.6. By Theorem 8.8, j′(v) = 0 implies
j ○ expH(tv) = {e}, so since j is injective expH(tv) = e for all t ∈ R, and choosing
t so small that tv lies in a neighborhood where expH is injective, v = 0. It follows
that j′ = Tej is injective. The fact that, for any h0 ∈H, j = LGj(h0)

○ j ○LH
h−10

, implies

that indeed each Th0j is injective, i.e., j is an immersion. Thus H is a Lie subgroup
of G. Since it carries the trace topology of G, it is even a submanifold and thereby
closed due to Theorem 21.8. ◻

21.10 Example. Matrix groups like SL(n,R) or O(n) are closed subgroups of
GL(n,R) and for n > 1 they are not discrete. By Theorem 21.7 they can therefore
uniquely be turned into submanifolds of GL(n,R) and then become Lie subgroups.

Being an open subset of Rn
2

, GL(n,R) is second countable, so the same is true for
its submanifolds SL(n,R) and O(n).

21.11 Remark. (i) Let H be a subgroup of the Lie group G. Then H can be
turned in at most one way into a Lie subgroup with a second countable topology.
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Indeed, suppose that H ′ is another such structure on H. Then both j ∶ H ↪ G
and j′ ∶ H ′ ↪ G are smooth and we want to show that id ∶ H → H ′ is smooth
(since by symmetry so then will be its inverse, implying H = H ′). Now id = j
when considered as a map from H → H ′. By Proposition 19.3 H ′ is an integral
manifold of an integrable distribution on G. Therefore id = j ∶ H → H ′ is smooth
by Proposition 17.26 because H ′ is second countable.

(ii) Let H be a closed, non-discrete subgroup of a Lie group G. By Theorem 21.7
H admits a unique structure as a submanifold of G and is a Lie subgroup with
this structure. It may however happen that there is another manifold structure on
H that turns it into an immersive submanifold such that it is a Lie subgroup as
well. This further structure must, however, have a dimension different from the
previous one: Denote by H ′ the new structure and suppose that dimH = dimH ′.
Then j ∶ H ′ ↪ G is smooth and j(H ′) ⊆ H, so j = id ∶ H ′ → H is smooth by
Remark 13.5 (i). Let i ∶ H ↪ G. Then i is an immersion and j = i ○ idH′,H , so
rk(id) = rk(j) = dimH ′ = dimH, showing that id is a local diffeomorphisms. Since
it also is injective, it is a diffeomorphism, i.e., H =H ′.

To conclude this section we want to consider another class of connected (but not
necessarily closed) subgroups of Lie groups that are always Lie subgroups. In the
theory of principal fiber bundles this result is used to show that holonomy groups
are Lie subgroups of the structure group.

21.12 Theorem. Let G be a Lie group and let H be a subgroup of G such that
for each h ∈ H there exists a piecewise smooth curve γ ∶ I → G with γ(I) ⊆ H that
connects e with h. Then either H = {e} or it possesses a smooth structure as a Lie
subgroup of G.

Proof. Let

S ∶= {v ∈ g ∣ ∃b > 0 ∃γ ∶ [0, b] → G pw. C∞, γ(0) = e, γ′(0) = v, γ([0, b]) ⊆H}.

We show that S is a Lie subalgebra of g. Let v ∈ S, λ ∈ R and γv ∶ [0, b] → G as in the
definition of S. Then z(t) ∶= γv(λt) satisfies z′(0) = λv, so λv ∈ S. If v,w ∈ S with
corresponding γv, γw, we have γ

′
v(0) = v and γ′w(0) = w. Setting z(t) ∶ γv(t)γw(t) on

the intersection of the domains, we have im(z) ⊆H and z′(0) = v +w, so v +w ∈ S,
which therefore is a linear subspace.

It remains to show that [v,w] ∈ S. To see this, let h ∈H and set α(t) ∶= hγw(t)h−1 =
conjh(γw(t)). Then im(α) ⊆ H, α is piecewise smooth, α(0) = e and α′(0) =
Ad(h)(w), so for all h ∈ H and all w ∈ S we get Ad(h)(w) ∈ S. Consequently,
Ad(γv(t))w ∈ S for all t, and thereby

S ∋ d
dt
∣
0
Ad(γv(t))w = ad(v)(w) = [v,w].

So indeed S is a Lie subalgebra of g. By our assumption on H, S = {0} is only
possible if there is no nontrivial element in H, i.e., if H = {e}, Otherwise, by
Theorem 19.5 there exists a unique connected Lie subgroup K of G such that, with
j ∶K ↪ G, Tej ∶ k→ S is a Lie algebra isomorphism. We show that H =K:

H ⊆K: Let h ∈H. Then there is a piecewise smooth curve γ ∶ [0,1] → G, im(γ) ⊆H,
γ(0) = e, γ(1) = h. Fix s ∈ [0,1] and set αs(t) ∶= γ(s)−1γ(t). Then α′s(s) ∈
S by definition of S (set σ(t) ∶= αs(s + t), then σ′(0) = α′s(s)). Since α′s(s) =
Tγ(s)Lγ(s)−1(γ′(s)) we obtain γ′(s) ∈ TeLγ(s)S (note that this also holds for one-
sided derivatives, γ is only piecewise smooth). According to Theorem 19.5 K is
an integral manifold of the left invariant distribution Ω ∶ g ↦ Sg ∶= TeLg(S). This
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implies that γ([0,1]) ⊆K: Let t0 ∈ [0,1], then there exists an interval J around t0
in [0,1] and a flat chart (U,φ = (x1, . . . , xn)) around γ(t0) with γ(J) ⊆ U . Then
for all t ∈ J :

γ′(t) ∈ Sγ(t) = span(
∂

∂x1
∣
γ(t)

, . . . ,
∂

∂xk
∣
γ(t)
),

so γ′i(t) = 0 for k + 1 ≤ i ≤ n. This means that γ∣J is entirely contained in a slice
Ua = φ−1(Rk × {a}) and therefore lies in some leaf of Ω. If γ(t0) lies in two flat
charts then the corresponding leaves intersect, hence coincide. Covering γ([0,1])
by such flat charts it follows that γ lies entirely in one leaf. Since γ(0) = e ∈K, this
leaf is K. In particular, h = γ(1) ∈K.

K ⊆ H: For any v ∈ S there exists a C1 curve cv ∶ (−ε, ε) → G, cv((−ε, ε)) ⊆ H,
cv(0) = e, c′v(0) = v: let γv as in the definition of S and let ν ∶ g → g−1. Then set

cv(t) ∶= {
γv(t) t ≥ 0
ν ○ γv(−t) t < 0

Because Teν = −idg, this cv does the job (correcting for the fact that γv is only one-
sided differentiable at 0). Now let (v1, . . . , vk) be a basis of S and let cvi ∶ (−ε, ε) → G
be C1, im(cvi) ⊆H, cvi(0) = e, c′vi(0) = vi (1 ≤ i ≤ k). Set

f(t1, . . . , tk) ∶= cv1(t1)⋯cvk(tk) ∈H ⊆K.

Then f ∶ (−ε, ε)k → G is C1 (for suitable ε > 0). By Proposition 14.7 K is second
countable (because K ⊆ Ge, which is second countable). The proof of Proposition
17.26 therefore shows that f is also C1 when considered as a map (−ε, ε)k → K.
Moreover, ∂if(0) = vi, so f is a C1 diffeomorphism from some neighborhood U of 0
in Rk onto a neighborhood V = f(U) of e in K. Since K is connected, V generates
K. But V = f(U) ⊆H, so K ⊆H. ◻

22 Classification of Lie groups

In Theorem 19.8 we saw that any abstract Lie algebra can be realized as the Lie
algebra of some Lie group. In this section we want to classify all Lie groups with
prescribed Lie algebra, following [2]. We first consider some further properties of
Lie group homomorphisms.

Let φ ∶ G → H be a Lie group homomorphism. Then kerφ is a closed normal
subgroup of G, hence by Theorem 21.7 it is (if not discrete) a Lie subgroup and a
submanifold of G.

22.1 Lemma. Let φ ∶ G → H be a Lie group homomorphism with kerφ non-
discrete. The Lie algebra of kerφ is kerφ′ (where φ′ = Teφ). Consequently, it is an
ideal in g.

Proof. By Section 21, the Lie algebra Lie(kerφ) of kerφ is given by

{v ∈ g ∣ exp(tv) ∈ ker(φ) ∀t ∈ R}.

(Indeed, for any Lie subgroup K, Lie(K) = Lie(Ke), and by Proposition 2.4 for K
closed in G, Ke is a closed connected Lie subgroup of G. Hence the claim follows
from Proposition 21.3.) Using Theorem 8.8 it follows that v ∈ Lie(kerφ) if and only
if

∀t ∶ e = φ ○ expG(tv) = expH(φ′(tv)) = expH(tφ′(v)) ⇔ φ′(v) = 0,
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where the last equivalence follows by picking t so small that tφ′(v) lies in a neigh-
borhood where expH is a diffeomorphism. Finally, kerφ′ is an ideal: Let v ∈ kerφ′,
w ∈ g. Then

φ′([v,w]) = [φ′(v), φ′(w)] = 0⇒ [v,w] ∈ kerφ′.
◻

A generalization of the last assertion in the previous result is as follows:

22.2 Proposition. Let H be a Lie subgroup of G, and suppose that both H and G
are connected. Let j ∶H ↪ G. Then the following are equivalent:

(i) H is a normal subgroup of G.

(ii) j′(h) is an ideal in g.

Proof. (i)⇒(ii): H is normal in G if and only if conjg(h) ∈ H for all g ∈ G and all
h ∈H. Fix g ∈ G and let v ∈ h, t ∈ R. Then (using Theorem 8.8):

exp(tAd(g)(j′(v))) =
9.2

conjg(expG(tj′(v))
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

∈H

) ∈H

Since H is connected, it is second countable by Proposition 2.8. Then Proposition
19.10 implies that Ad(g)(j′(v)) ∈ j′(h). Now let w ∈ g and set g ∶= exp(tw). Then
Ad(exp(tw))(j′(v)) ∈ j′(h) for all t. Differentiating at t = 0 then gives

ad(w)(j′(v)) =
9.2
[w, j′(v)] ∈ j′(h),

so j′(h) is an ideal in g.

(ii)⇒(i): For all w ∈ g and all v ∈ h, ad(w)(j′(v)) = [w, j′(v)] ∈ j′(h). Hence

ad(w)(j′(h)) ⊆ j′(h) ⇒ Ad(exp(w))(j′(h)) =
9.2
ead(w)(j′(h)) ⊆ j′(h).

Since G is connected and Ad is a group homomorphism it follows (via Proposition
2.5 and Theorem 8.2) that Ad(g)(j′(h)) ⊆ j′(h) for each g ∈ G. Finally, for any
v ∈ h we have

conjg(j(expH(v))) =
8.8

conjg(expG(j′(v))) =
9.2

expG(Ad(g)(j′(v))),

which lies in H by Proposition 19.9. Since H is connected and conjg is a group
homomorphism, conjg(H) ⊆H. ◻
From Corollary 21.6 we know:

π ∶ G→ G/kerφ is a surjective submersion and a LG-homomorphism (22.1)

(if kerφ is not open).

22.3 Remark. (Reminder on coverings) A continuous map p ∶ E → X between
topological spaces is called a covering if for any x ∈ X there exists an open neigh-
borhood Ux of x and for any x̃ ∈ p−1(x) there is an open neighborhood Ux̃ of x̃ such
that:

(i) Ux̃ ∩Ux̃′ = ∅ for all x̃ /= x̃′ ∈ p−1(x)

(ii) p−1(Ux) = ⊍x̃∈p−1(x)Ux̃.

(iii) ∀x̃ ∈ p−1(x): p∣Ux̃
∶ Ux̃ → Ux is a homeomorphism.
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Then Ux is called trivializing for p. If E, X are manifolds then one additionally
requires p∣Ux̃

to be a diffeomorphism for each x̃ ∈ p−1(x).

22.4 Theorem. Let G,H be connected Lie groups and let φ ∶ G → H be a Lie
group homomorphism. Then

(i) If φ′ is injective, then kerφ is a discrete normal subgroup that is contained in
the center Z(G) ∶= {g ∈ G ∣ g′g = gg′ ∀g′ ∈ G}.

(ii) If φ′ is surjective, then so is φ and the map φ̂ from

G H

G/kerφ

φ

π
φ̂

is a Lie group isomorphism.

(iii) If φ′ is bijective, then φ ∶ G→H is a covering map and a local diffeomorphism.

Proof. (i) We have kerφ′ = {0} ⊆ g. Then kerφ must be discrete, since otherwise
by Theorem 21.7 it would be a Lie subgroup with Lie algebra kerφ′ ≠ {0} (see
Lemma 22.1). Now let v ∈ g and g ∈ kerφ. Consider the smooth curve

c(t) ∶= exp(tv) ⋅ g ⋅ exp(tv)−1.

Since kerφ is normal, c(t) ∈ kerφ for all t. But kerφ is discrete so c(t) ≡ c(0) = g and
thereby exp(tv)g = g exp(tv) for all t and v. Since G is connected, hence generated
by expg, this implies that g ∈ Z(G).
(ii) By Theorem 8.8 (i) we have

g
φ′ //

expG

��

h

expH

��
G

φ // H

Since φ′(g) = h it follows that expH(h) ⊆ φ(G). Also, H is connected, so expH(h)
generates H. This implies that H ⊆ φ(G), so φ is surjective.

Therefore there exists a unique φ̂ as in (ii) and φ̂ is a bijective group homomorphism.
Now note that kerφ is not open, for if it were, it would be an open neighborhood
of e, hence kerφ = G and φ ≡ e, meaning that φ′ = 0. But φ′ is surjective, so h = 0,
contradicting the fact that H is a Lie group. Thus we can apply (22.1) to infer that
π is a surjective submersion. By Remark 13.2 (iii) this implies that φ̂ is smooth.
Also, φ̂′ ○ π′ = φ′, so that φ̂′ is surjective and

v ∈ kerπ′ ⇒ φ′(v) = φ̂′(π′(v)) = 0⇒ kerπ′ ⊆ kerφ′.

Let n = dimG and k = dimkerφ. Then by Theorem 21.7, dim(G/kerφ) = n − k.
Hence dimkerπ′ = n − (n − k) = k, showing that kerπ′ = kerφ′.
Now let π′(v) be an arbitrary element of Te(G/kerφ) with φ̂′(π′(v)) = 0. Then
φ′(v) = 0 and so also π′(v) = 0. Thus φ̂′ is also injective, hence bijective. It follows
that φ̂ is a diffeomorphism on a neighborhood of e, hence on a neighborhood of any
point (φ̂ = Lφ̂(g) ○ φ̂ ○ Lg−1). Since it is also bijective, it is a global diffeomorphism
and thereby a Lie group isomorphism.
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(iii) Since φ̂ is a diffeomorphism by (ii), it suffices to show that π is a covering and a
local diffeomorphism. By (i), kerφ is discrete, so there exists an open neighborhood
U of e in G such that U ∩ kerφ = {e}. Now pick an open neighborhood V ⊆ U of
e with V −1V ⊆ U . Let Vg ∶= Rg(V ) = V g. Then for v1, v2 ∈ V and g1, g2 ∈ kerφ we
have

v1g1 = v2g2 ⇒ v−12 v1 = g2g−11 ∈ U ∩ kerφ = {e} ⇒ v1 = v2, g1 = g2. (22.2)

Using this we can now show:

1.) π ∶ Vg ⋅ g′ → π(Vg) is bijective for each g ∈ G and each g′ ∈ kerφ: First,
π(Vg ⋅ g′) = π(Vg). Moreover,

v1gg
′ kerφ = v2gg′ kerφ⇒ v1g = v2g g̃

®
∈kerφ

⇒ v1 = v2 ⋅ conjg(g̃)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
∈kerφ

⇒
(22.2)

v1 = v2.

2.) If g1 ≠ g2 are elements of kerφ and g ∈ G, then by (22.2) we have Vgg1∩Vgg2 = ∅.
Therefore, for each g ∈ G:

π−1(π(Vg)) = ⊍
g′∈kerφ

Vg ⋅ g′.

Indeed, π(Vgg′) = V g kerφ = π(Vg) for all g′ ∈ kerφ and conversely, π(h) ∈ π(Vg)
implies hkerφ ∈ Vg ⋅ kerφ, so h ∈ Vg ⋅ kerφ.
By Theorem 21.5, dim(G/kerφ) = dimG and π is a submersion, hence a local diffeo-
morphism. Together with 1.) this shows that π ∶ Vgg′ → π(Vg) is a diffeomorphism
for all g ∈ G and all g′ ∈ kerφ.
Consequently, for all g ∈ G the set π(Vg) is trivializing for π(g) = g ⋅kerφ ∈ G/kerφ,
so π ∶ G→ G/kerφ is a covering. ◻

22.5 Corollary. Let G be a connected abelian Lie group. Then there exist k,m ∈ N0

such that G ≅ Tk ×Rm.

Proof. Let v,w ∈ g and N ∈ N. Since G is abelian,

exp(v) ⋅ exp(w) = exp ( v
N
)
N

exp (w
N
)
N

= (exp ( v
N
) exp (w

N
))N .

Now for N large, we may apply the Baker–Campbell–Hausdorff formula from The-
orem 12.1 to this, and since the bracket on g vanishes by Proposition 5.5 (ii),
C(v/N,w/N) = v/N +w/N + 0, so

exp(v) ⋅ exp(w) = exp ( 1
N
(v +w))

N

= exp(v +w).

Thus exp ∶ g → G is a Lie group homomorphism. Now exp′ = idg is bijective, so by
Theorem 22.4 (i) and (ii), exp ∶ g→ G is surjective, G ≅ g/ker(exp) and ker(exp) is
a discrete normal subgroup in g. But then g/ker(exp) ≅ Tk ×Rm. ◻
We now want to derive conditions under which there exists a Lie group homomor-
phism φ with prescribed φ′. Globally, this might not be possible: For example,
the map ψ ∶ (R,+) → U(1), t ↦ eit is a group homomorphism with ψ′ = i ⋅ id,
which is a Lie algebra isomorphism. However, there does not exist a Lie group
homomorphism φ ∶ U(1) → R with φ′ = (ψ′)−1, since otherwise φ(U(1)) would be a
non-trivial compact subgroup of (R,+), but such groups do not exist. We therefore
define:
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22.6 Definition. Let G,H be Lie groups. A local Lie group homomorphism from
G to H is a smooth map φ ∶ U → H, U an open neighborhood of e such that
φ(e) = e and φ(gh) = φ(g)φ(h) for all g, h ∈ U with gh ∈ U . If, in addition, φ is a
diffeomorphism U → φ(U) then φ is called a local isomorphism and G and H are
called locally isomorphic.

We shall need the following result from algebraic topology (cf., e.g., [3, III.4.22]):

22.7 Lemma. If E is connected and X is simply connected and locally path con-
nected, then any covering p ∶ E →X is a homeomorphism.

22.8 Theorem. Let G,H be Lie groups with Lie algebras g,h and let f ∶ g → h be
a Lie algebra homomorphism. Then there exists a local Lie group homomorphism
φ ∶ G ⊇ U → H with φ′ = f . If G is simply connected then φ can even be chosen as
a global Lie group homomorphism.

Proof. G×H is a Lie group with Lie algebra g×h (see Example 4.6 (ii)). Consider
the graph of f , Γf ∶= {(v, f(v)) ∣ v ∈ g} ⊆ g × h. Since f is linear, this is a linear
subspace of g × h. Moreover,

[(v, f(v)), (w, f(w))] = ([v,w], [f(v), f(w)]) = ([(v,w)], f([v,w])) ∈ Γf ,

so Γf is a Lie algebra. Hence by Theorem 19.5 there exists a connected Lie subgroup
K of G ×H with Lie algebra k = Γf . The projections pr1 ∶ G ×H → G and pr2 ∶
G ×H → H are Lie group homomorphisms, so π ∶= pr1∣K ∶ K → G is a Lie group
homomorphism as well.

We have π′(v, f(v)) = Tepr1(v, f(v)) = v, so π′ ∶ k → g is a linear isomorphism.
Hence by Theorem 22.4 (iii), π ∶ K → Ge is a covering map and a local diffeomor-
phism. Now let V and U be open neighborhoods of e in K and G, respectively,
such that π ∶ V → U is a diffeomorphism and let φ ∶ U →H, φ ∶= pr2 ○ (π∣V )−1.

V K G ×H

G H

U

⊆

π∣V

⊆

π pr2
pr1

⊆

φ=pr2○(π∣V )
−1

Then φ is a local Lie group homomorphism because π is a Lie group homomorphism.
In addition, for any w ∈ g,

φ′(w) = pr2((π′)−1(w)) = pr2(w, f(w)) = f(w),

so φ′ = f .
Finally, if G is simply connected, then G = Ge and by Lemma 22.7, π ∶ K → G
is a homeomorphism and a local diffeomorphism, hence a Lie group isomorphism.
Consequently, φ ∶= pr2 ○ π−1 is a global Lie group homomorphism with φ′ = f . ◻
As a consequence, we obtain the first and second fundamental theorem of S. Lie:

22.9 Theorem.

(i) Lie’s first fundamental theorem: Let G,H be locally isomorphic Lie groups.
Then their Lie algebras g and h are isomorphic.
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(ii) Lie’s second fundamental theorem: If the Lie algebras g and h of the Lie groups
G, H are isomorphic, then G and H are locally isomorphic.

Proof. (i) Let φ ∶ G ⊇ U → V ⊆ H be a local isomorphism. Then φ′ = Teφ is a Lie
algebra isomorphism by (the proof of) Proposition 5.5.

(ii) Let f ∶ g→ h be a Lie algebra isomorphism. By Theorem 22.8, there exists some
local Lie group homomorphism φ ∶ U → H with φ′ = f . Since φ′ is invertible, we
may assume without loss of generality that φ is a diffeomorphism from U onto φ(U),
which is thereby open in H. Thus φ is the desired local Lie group isomorphism. ◻
For the proof of the classification theorem we need one further result from algebraic
topology (cf. [3]):

22.10 Remark. Let X be path connected, locally path connected and semi locally
simply connected. Then there exists a covering p ∶ X̃ →X with X̃ simply connected.
X̃ is called the universal cover of X. Then X̃ covers any path connected covering
of X: If π ∶ E → X is a covering of E and E is path connected, then there exists a
covering q ∶ X̃ → E such that p = π○q. In particular, X̃ is unique up to isomorphism.

If Y is simply connected and f ∶ Y →X is continuous then there exists a continuous
lift f̃ ∶ Y → X̃ with p ○ f̃ = f .

X̃

Y X

p
f̃

f

The lift f̃ is uniquely determined by prescribing its value in any one point. If p ∶
M ′ →M is a (topological) cover of a smooth manifoldM then there is a unique C∞-
structure on M ′ such that p is a local diffeomorphism. Since any manifold is locally
contractible, any connected manifold is path connected, locally path connected and
semi-locally simply connected. Thus there exists a unique universal cover M̃ , which
is a smooth manifold when endowed with the smooth structure just described.

Using this we can now show:

22.11 Theorem. Let g be a finite dimensional Lie algebra. Then there exists
a (unique up to Lie group isomorphism) simply connected Lie group G̃ with Lie
algebra g. Any other connected Lie group Ĝ with Lie algebra (isomorphic to) g is
isomorphic to a quotient of G̃ by a discrete normal subgroup H ⊆ G̃ with H ⊆ Z(G̃).

Proof. By Theorem 19.8 there exists a Lie group G with Lie algebra g. Let p ∶
G̃→ G be the universal cover of G. Then G̃ is a simply connected smooth manifold
and p is a local diffeomorphism. Let ẽ be an element of G̃ with p(ẽ) = e. Since also
G̃× G̃ is simply connected, by Remark 22.10 the smooth map µ○(p×p) ∶ G̃× G̃→ G
possesses a unique smooth (since p is a local diffeomorphism) lift µ̃ ∶ G̃×G̃→ G̃ with
µ̃(ẽ, ẽ) = ẽ. Analogously, there exists a unique smooth lift ν̃ ∶ G̃→ G̃ of ν ○p ∶ G̃→ G
with ν̃(ẽ) = ẽ.
Then both µ̃○(id×µ̃) and µ̃○(µ̃×id) are lifts of µ○(id×µ)○(p×(p×p)) ∶ G̃×G̃×G̃→ G:

p ○ µ̃ ○ (id × µ̃) = µ ○ (p × p) ○ (id × µ̃) = µ ○ (p × (p ○ µ̃)) = µ ○ (p × (µ ○ (p × p)))
= µ ○ (id × µ) ○ (p × (p × p)) = µ ○ (µ × id) ○ ((p × p) × p)
= ⋅ ⋅ ⋅ = p ○ µ̃ ○ (µ̃ × id)

by the associativity of µ. Moreover, both maps take the value ẽ at (ẽ, ẽ, ẽ), hence
they coincide. This shows the associativity of the multiplication on G̃. Analogously,
one verifies all the other properties of µ̃ and ν̃, so G̃ is a Lie group.
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The covering map p ∶ G̃ → G is a Lie group homomorphism because by definition
we have

G̃ × G̃ G̃

G ×G G

p×p

µ̃

p

µ

Since p is a local diffeomorphism, it also is a local Lie group isomorphism, so p′ ∶
g̃ → g is an isomorphism of Lie algebras (cf. Theorem 22.9 (i)). Thus g̃ ≅ g, so G̃
indeed has Lie algebra g.

Now let Ĝ be another connected Lie group with Lie algebra (isomorphic to) g. Since
G̃ is simply connected, Theorem 22.8 shows the existence of a Lie group homomor-
phism φ ∶ G̃ → Ĝ with φ′ = idg (resp. equal to the given Lie algebra isomorphism).
By Theorem 22.4 (iii) φ is a covering map and a local diffeomorphism. Moreover,
by Theorem 22.4 (ii) φ̂ ∶ G̃/kerφ → Ĝ is a Lie group isomorphism and kerφ is a
discrete normal subgroup with kerφ ⊆ Z(G̃) by Theorem 22.4 (i).

Finally, if Ĝ is simply connected then φ is a homeomorphism by Lemma 22.7. Since
it is a local diffeomorphism it is therefore even a global diffeomorphism, hence a Lie
group isomorphism. ◻

23 Representation theory of compact Lie groups

In this and the following sections we study some basics of the representation theory
of compact Lie groups, following [11]. Recall from Definition 9.1 that a represen-
tation of a Lie group G on a finite dimensional (which we will henceforth always
tacitly assume) vector space V is a homomorphism of Lie groups φ ∶ G → GL(V ).
When the map φ is clear from the context we often simply write g ⋅ v or gv for
(φ(g))(v) (g ∈ G, v ∈ V ). Two representations will be called equivalent if they are
the same up to change of basis, more precisely:

23.1 Definition. Let (φ,V ) and (ψ,W ) be representations of a Lie group G.

(i) T ∈ L(V,W ) is called an intertwining operator or G-map if T ○ φ = ψ ○ T .

(ii) The set of all G-maps is denoted by HomG(V,W ).

(iii) The representations V and W are equivalent, denoted by V ≅ W , if there
exists a bijective G-map from V to W .

23.2 Example. The standard representation of any matrix Lie group (subgroup
of GL(n)) on Cn is φ(g) ∶= v ↦ g ⋅ v, i.e., matrix multiplication on the left.

Standard operations from (multi-)linear algebra can be transferred to representa-
tions of Lie groups. For the following result, note that given a vector space V , by
V ∗ we denote its dual and by V̄ its conjugate. The latter has the same additive
structure as V , but has a new scalar multiplication structure λ ⋅′ v ∶= λ̄v.

23.3 Definition. Let V andW be finite-dimensional representations of a Lie group
G. Then G acts on

(i) V ⊕W by g(v,w) = (gv, gw).

(ii) V ⊗W by g∑ vi ⊗wj = ∑ gvi ⊗ gwj.

(iii) L(V,W ) by (gT )(v) = g (T (g−1v)).

63



(iv) ⊗k V by g∑ vi1 ⊗⋯⊗ vik = ∑(gvi1) ⊗⋯⊗ (gvik).

(v) ⋀k V by g∑ vi1 ∧⋯ ∧ vik = ∑(gvi1) ∧⋯ ∧ (gvik).

(vi) V ∗ by (gT )(v) = T (g−1v).

(vii) V̄ by the same action it has on V .

It is straightforward to check that each of these maps indeed provides a represen-
tation. For example, for (iii) we calculate:

[g1(g2T )](v) = g1[(g2T )(g−11 v)] = g1g2[T (g−12 g−11 v)] = [(g1g2)T ](v).

A main goal of representation theory is to obtain a classification of possible repre-
sentations. A first step is to single out smallest building blocks:

23.4 Definition. Let V be a representation of G.

(i) A subspace U of V is called G-invariant (or a submodule of G) if gU ⊆ U for
each g ∈ G. Thus U itself is also a representation of G.

(ii) A nonzero representation V is called irreducible if the only G-invariant sub-
spaces are {0} and V itself. It is called reducible if there exists a non-trivial
proper G-invariant subspace of V .

Thus V is irreducible if and only if V = spanC{gv ∣ g ∈ G} for each nonzero v ∈ V :
violation of this condition for one v is equivalent to the existence of a proper G-
invariant subspace.

23.5 Theorem. (Schur’s Lemma) If representations V andW of G are irreducible,
then

dimHomG(V,W ) = {
1 if V ≅W
0 otherwise

Proof. Suppose that there is some 0 ≠ T ∈ HomG(V,W ). Then kerT is not
all of V and is G-invariant, so by irreducibility we must have kerT = 0, i.e., T is
injective. Analogously, the image of T is nonzero and G-invariant, hence must equal
W , implying that T is a bijection. Hence there exists a nonzero T ∈ HomG(V,W )
if and only if V ≅W .

Suppose now that V ≅W and fix a bijective T0 ∈ HomG(V,W ). If T ∈ HomG(V,W ),
then T ○ T −10 ∈ HomG(W,W ). Since W is a finite-dimensional complex vector
space, there exists an eigenvalue λ of T ○ T −10 . Also, ker(T ○ T −10 − λI) is nonzero
and G-invariant, so by irreducibility we must have T ○ T −10 = λI, implying that
HomG(V,W ) = CT0. ◻
Note that, in particular,

HomG(V,V ) = CI (23.1)

for any irreducible V .

23.6 Definition. Let V be a representation of G. A form ( . , . ) ∶ V ×V → R (resp.
V × V → C) is called G-invariant if (gv, gv′) = (v, v′) for all g ∈ G and v, v′ ∈ V .
V is called Euclidean resp. unitary if there exists a G-invariant Euclidean (resp.
Hermitian) inner product on V .

We will follow the convention that Hermitian inner products are conjugate linear
in the second factor.
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23.7 Theorem. Let G be a compact Lie group and let ρ be a representation of G
on a real or complex vector space V . Then ρ is Euclidean or unitary.

Proof. We have to show that there exists a G-invariant inner product on V . Let
v1, . . . , vn be a basis of g, with corresponding right invariant vector fields Rvi ∈
XR(G) (1 ≤ i ≤ n). Denote by ωi ∈ Ω1(G) the corresponding dual one forms, i.e.,
ωi(Rvj) = δij . Then the ωi are right invariant as well, R∗gω

i = ωi for all g ∈ G and all

i: To see this it suffices to verify that also R∗gω
i(Rvj) = δij . Indeed, for any h ∈ G

we have

R∗gω
i(Rvj)∣h = ωi(Rg(h))(ThRg(Rvj(h))) = ωi(hg)(Rvj(hg)) = ωi(Rvj)(hg) = δij .

Consequently, ω ∶= ω1∧⋅ ⋅ ⋅∧ωn is a right invariant volume form on G. Now let ⟨ . , . ⟩
be a Euclidean resp. Hermitian scalar product on V and for v,w ∈ V put

(v,w) ∶= ∫
G
⟨ρ(g)v, ρ(g)w⟩ωg.

Since G is compact, this defines a new Euclidean resp. Hermitian scalar product on
V (with definiteness following since for v ≠ 0 we have ⟨ρ(g)v, ρ(g)v⟩ > 0 for all g).
In addition, ( . , . ) is G-invariant, because

(ρ(h)v, ρ(h)w) = ∫
G
⟨ρ(gh)v, ρ(gh)w⟩ωg = ∫

G
R∗h(⟨ρ(g)v, ρ(g)w⟩) ωg

¯
=R∗

h
ωg

=
Subst.

∫
G
⟨ρ(g)v, ρ(g)w⟩ωg = (v,w).

◻

23.8 Remark. In the previous proof we constructed a right invariant volume
form on any compact Lie group. Analogously we can construct a left invariant
volume form ω ∈ Ωn(G). If we additionally require that ∫G 1dg ≡ ∫G ω = 1, then the
corresponding Borel measure is uniquely determined and is called the Haar measure
on G. For the general construction of the Haar measure on locally compact groups
see [4].

It follows that representations of compact Lie groups in fact take values in the
(orthogonal or) unitary group on V . Concerning the relation between G-invariant
scalar products and the derivative of the underlying representation we have:

23.9 Theorem. Let ρ ∶ G → GL(V ) be a representation of a (not necessarily
compact) Lie group G and let ( . , . ) be a G-invariant scalar product on V , i.e.,

(ρ(g)v, ρ(g)w) = (v,w) ∀g ∈ G,v,w ∈ V. (23.2)

Then for ρ′ ≡ Teρ we have

(ρ′(X)v,w) + (v, ρ′(X)w) = 0 ∀X ∈ g, v,w ∈ V. (23.3)

If G is connected, then (23.2) and (23.3) are equivalent.

Proof. Let X ∈ g and v,w ∈ V . Then by (23.2) and Theorem 8.8 we have

(v,w) = (ρ(exp(tX))v, ρ(exp(tX))w) = (etρ
′
(X)v, etρ

′
(X)w)

for each t, which gives (23.3) upon differentiating at t = 0.
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Conversely, suppose that G is connected and that (23.3) holds. Then G is generated
by any neighborhood of e, and so since exp is a local diffeomorphism and ρ is a
homomorphism, it suffices to show that

(ρ(exp(tX))v, ρ(exp(tX))w) = (v,w) (23.4)

for any X ∈ g and v,w ∈ V . Fixing X,v,w, for t ∈ R set

F (t) ∶= (ρ(exp(tX))v, ρ(exp(tX))w) = (etρ
′
(X)v, etρ

′
(X)w).

Then
F ′(t) = (ρ′(X)etρ

′
(X)v, etρ

′
(X)w) + (etρ

′
(X)v, ρ′(X)etρ

′
(X)w).

Now (23.3) implies that F ′(t) = 0 for each t, i.e., F (t) ≡ F (0) = (v,w), establishing
(23.4). ◻

23.10 Definition. A representation of a Lie group is called completely reducible
if it is a direct sum of irreducible representations.

23.11 Corollary. Any finite dimensional representation of a compact Lie group is
completely reducible.

Proof. Suppose that V is a reducible representation of a compact Lie group G,
and pick a G-invariant scalar product on V . Then there exists a proper G-invariant
subspace W of V and we can decompose V into W ⊕ W ⊥. Now also W ⊥ is a
G-invariant proper subspace because

(gw′,w) = (w′, g−1w) = 0 (w ∈W, w′ ∈W ⊥).

Since V is finite dimensional, the claim follows by induction. ◻
It follows that any representation of a compact Lie group can be written as

V ≅
N

⊕
i=1

niVi, (23.5)

where Vi (1 ≤ i ≤ N) is a collection of inequivalent irreducible representations of G
and niVi ∶= Vi ⊕ ⋅ ⋅ ⋅ ⊕ Vi (ni copies).

23.12 Corollary. A finite dimensional representation V of a compact Lie group
G is irreducible if and only if dimHomG(V,V ) = 1.

Proof. If V is irreducible, the claim follows from (23.1). Conversely, suppose that
V is reducible, V =W ⊕W ′ for proper submodules W , W ′ of V . Then HomG(V,V )
contains at least the projections onto each of these subspaces, hence is of dimension
≥ 2. ◻

23.13 Corollary. Let V be a representation of the compact Lie group G.

(i) V̄ ≅ V ∗.

(ii) If V is irreducible, then the G-invariant scalar product on V is unique up to
a positive scalar multiple.

Proof. (i) Let ( . . ) be a G-invariant scalar product on V and define the bijective
linear map T ∶ V̄ → V ∗ by Tv ∶= ( . , v). Then by Definition 23.3 (vi),

g(Tv) = (g−1 . , v) = ( . , gv) = T (gv),
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so T is a G-map.

(ii) Let V be irreducible and suppose that ( . , . )′ is another G-invariant inner prod-
uct on V . Define a bijective linear map T ′ ∶ V̄ → V ∗ by T ′v = ( . , v)′. Then T ′

is a G-map. Schur’s Lemma (Theorem 23.5) implies that dimHomG(V̄ , V ∗) = 1.
Now T,T ′ ∈ HomG(V̄ , V ∗), so there exists some c ∈ C with T ′ = cT . But then
( . , v)′ = c( . , v) for all v, and obviously c must be positive. ◻

23.14 Corollary. Let ( . , . ) be a G-invariant inner product on V . If V1, V2 are
inequivalent irreducible submodules of V , then V1 ⊥ V2.

Proof. Let W1 ∶= {v1 ∈ V1 ∣ (v1, V2) = 0}. The invariance of ( . , . ) entails that W1

is a submodule of V1. If (V1, V2) ≠ 0, i.e., if W1 ≠ V1, then by irreducibility we must
have W1 = {0}. Analogously we can argue with W2 ∶= {v2 ∈ V2 ∣ (V1, v2) = 0}, so
( . , . ) is a nondegenerate pairing of V1 and V2. Therefore, ϕ ∶= v1 ↦ ( . , v1) is an
injective map from V1 into V ∗2 . Analogously, V2 can be injectively mapped into V ∗1 ,
so dimV1 = dimV2, and ϕ is in fact an equivalence V1 ≅ V ∗2 . By Corollary 23.13
then V1 ≅ V ∗2 ≅ V2. ◻

23.15 Definition. Let G be a compact Lie group.

(i) We denote the set of equivalence classes of irreducible (unitary) representa-
tions of G by Ĝ. For any class [ρ] ∈ Ĝ we may, when needed, pick a repre-
sentative (ρ,Eρ).

(ii) Let V be a finite dimensional representation of G. For [ρ] ∈ Ĝ denote by
V[ρ] the largest subspace of V that is a direct sum of irreducible submodules
equivalent to Eρ. Then V[ρ] is called the ρ-isotypic component of V .

(iii) The multiplicity of ρ in V , mρ, is

mρ ∶=
dimV[ρ]

dimEρ
,

i.e., V[ρ] ≅mρEρ.

The following Lemma shows that V[ρ] is well-defined and that V[ρ] is the sum of all
submodules of V that are equivalent to Eρ.

23.16 Lemma. If V1, V2 are direct sums of irreducible submodules isomorphic to
Eρ then so is V1 + V2.

Proof. Let W1, . . . ,Wk be irreducible submodules isomorphic to Eρ and suppose
first that V1 = W1 and V2 = W2 ⊕ ⋅ ⋅ ⋅ ⊕Wk. Then if W1 ⊆ W2 ⊕ ⋅ ⋅ ⋅ ⊕Wk there is
nothing to do. Otherwise, W1 ∩(W2⊕ ⋅ ⋅ ⋅ ⊕Wk) is a G-invariant proper subspace of
W1, hence must equal {0} by irreducibility of W1, giving the claim. Finally, if V1 is
a non-trivial direct sum we can argue as before for each summand in turn. ◻
If V,W are representations of G and V ≅ W ⊕W , then this decomposition is not
canonical: If c ∈ C ∖ {0}, then also W ′ ∶= {(w, cw) ∣ w ∈W} and W ′′ ∶= {(w,−cw) ∣
w ∈ W} are submodules, both equivalent to W and V ≅ W ′ ⊕W ′′. The following
result shows how to obtain a canonical decomposition:

23.17 Theorem. Let V be a finite dimensional representation of a compact Lie
group G.
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(i) There is a G-intertwining isomorphism

ιρ ∶ HomG(Eρ, V ) ⊗Eρ → V[ρ]

induced by the map T ⊗ v ↦ T (v) for T ∈ HomG(Eρ, V ) and v ∈ Eρ. In
particular, the multiplicity of ρ is

mρ = dimHomG(Eρ, V ).

(ii) There is a G-intertwining isomorphism

⊕
[ρ]∈Ĝ

HomG(Eρ, V ) ⊗Eρ → V = ⊕
[ρ]∈Ĝ

V[ρ].

Proof. (i) Let 0 ≠ T ∈ HomG(Eρ, V ). Then since Eρ is irreducible, kerT = {0}.
Therefore, T is an equivalence of Eρ with T (Eρ), so T (Eρ) ⊆ V[ρ]. Now G acts
trivially on HomG(Eρ, V ): Let w ∈ Eρ and T ∈ HomG(Eρ, V ). Then by Definitions
23.1 and 23.3 (iii) we have

(gT )(w) = g(T (g−1w)) = T (gg−1w) = T (w).

It follows that g(T ⊗ v) = T ⊗ gv, so

ιρ(g(T ⊗ v)) = T (gv) = gT (v) = gιρ(T ⊗ v),

showing that ιρ is intertwining. It is also surjective: Let V1 ≅ Eρ be a direct sum-
mand in V[ρ], with corresponding equivalence T ∶ Eρ → V1. Then T ∈ HomG(Eρ, V )
and for any v1 ∈ V1 we can pick v ∈ Eρ with T (v) = v1. Thus ιρ(T ⊗ v) = T (v) = v1,
showing that V1 lies in the image of ιρ.

To see that in fact ιρ is bijective we show that the dimensions of its domain and
target coincide. Let V[ρ] = V1 ⊕ ⋅ ⋅ ⋅ ⊕ Vmρ , with Vi ≅ Eρ for all i. Then from Schur’s
Lemma (Theorem 23.5) we obtain

dimHomG(Eρ, V ) = dimHomG(Eρ, V[ρ]) = dimHomG(Eρ, V1 ⊕ ⋅ ⋅ ⋅ ⊕ Vmρ)

=
mρ

∑
i=1

dimHomG(Eρ, Vi) =mρ.

Therefore, dimHomG(Eρ, V ) ⊗Eρ =mρ dimEρ = dimV[ρ].

(ii) Due to (i) it only remains to show that V = ⊕[ρ]∈Ĝ V[ρ]. Now by (23.5), V =
∑[ρ]∈Ĝ V[ρ], and Corollary 23.14 shows that the sum is direct. ◻

Note that we thereby also have derived a formula for the ni in (23.5).

24 Matrix coefficients

In this section we study function spaces on a compact Lie group G in terms of
unitary representations of G.

Let (ρ, V ) be a finite dimensional unitary representation of a compact Lie group G
with G-invariant inner product ( . , . ). Fix some basis vi (1 ≤ i ≤ n) of V and let v∗j
be the corresponding dual basis, (vi, v∗j ) = δij (i.e., we identify V ∗ with V by means
of the given scalar product). Then the linear map ρ(g) ∶ V → V has the matrix
representation (gvj , v∗i ) with respect to the basis vi, because

gvi =
n

∑
j=1

(gvi, v∗j )vj .

The smooth functions g ↦ (gvj , v∗i ), G→ C motivate the following definition.
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24.1 Definition. Any function on a compact Lie group of the form fVu,v(g) =
(gu, v) for a finite dimensional unitary representation V of G with u, v ∈ V and
G-invariant inner product ( . , . ) is called a matrix coefficient of G. The set of all
matrix coefficients is denoted by MC(G).

24.2 Lemma. MC(G) is a subalgebra of C∞(G,C) containing the constant func-
tions. If [ρ] ∈ Ĝ and (vρ1 , . . . , vρnρ

) is a basis for Eρ, then

{fEρ

vρi ,v
ρ
j

∣ [ρ] ∈ Ĝ, 1 ≤ i, j ≤ nρ}

spans MC(G).

Proof. Let V,V ′ be unitary representations of G with inner products ( . , . )V and
( . , . )V ′ . Then V ⊕ V ′ is unitary with respect to the inner product

((u,u′), (v, v′))V ⊕V ′ ∶= (u, v)V + (u′, v′)V ′

and V ⊗ V ′ is unitary with respect to the inner product

(∑
i

ui ⊗ u′i,∑
j

vj ⊗ v′j)
V ⊗V ′

∶= ∑
i,j

(ui, vj)V (u′i, v′j)V ′ .

Therefore, cfVu,v+fV
′

u′,v′ = fV ⊕V
′

(cu,u′),(v,v′)
and fVu,vf

V ′

u′,v′ = fV ⊗V
′

u⊗u′,v⊗v′ , so MC(G) is indeed
an algebra. The constant functions are attained as matrix coefficients of the trivial
representation.

As in the proof of Corollary 23.11 we decompose V into a direct sum V = ⊕i Vi of
irreducible and mutually perpendicular submodules Vi ≅ Eρi . Then any u, v ∈ V can
be written as u = ∑i ui, v = ∑i vi with ui, vi ∈ Vi, so fVu,v = ∑i fVi

ui,vi . If Ti ∶ Vi → Eρi
is an intertwining isomorphism, then (Tiui, Tivi)Eρi

∶= (ui, vi)Vi defines a unitary

structure on Eρi such that fVu,v = ∑i f
Eρi

Tiui,Tivi
. Then expanding Tiui and Tivi into

the basis for Eρi proves the last claim. ◻
Concerning the L2 inner products of matrix coefficients with respect to irreducible
representations we have:

24.3 Theorem. (Schur orthogonality relations) Let (ρU , U), (ρV , V ) be irreducible
finite dimensional unitary representations of a compact Lie group G with invariant
inner products ( . , . )U and ( . , . )V . If ui ∈ U and vi ∈ V , then

∫
G
(gu1, u2)U(gv1, v2)V dg = {

0 if U /≅ V,
1

dimV
(u1, v1)V (u2, v2)V if U = V.

Proof. Given u ∈ U and v ∈ V , set Tu,v ∶ U → V , Tu,v( . ) ∶= ( . , u)U ⋅ v. After
choosing bases, for any g ∈ G we may consider the map g ↦ ρV (g) ○Tu,v ○ ρ−1U (g) as
a matrix valued function. Integrating coordinate-wise, we define T̃u,v ∶ U → V by

T̃u,v ∶= ∫
G
ρV (g) ○ Tu,v ○ ρU(g)−1 dg.

Since the Haar measure is left invariant we get for any h ∈ G

ρV (h) ○ T̃u,v = ∫
G
ρV (hg) ○ Tu,v ○ ρU(g)−1 dg

= ∫
G
ρV (g) ○ Tu,v ○ ρU(h−1g)−1 dg = T̃u,v ○ ρU(h),
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showing that T̃u,v ∈ HomG(U,V ). By Schur’s Lemma (Theorem 23.5) it follows that

T̃u,v = cI, where c = c(u, v) ∈ C if U = V , and c = 0 if U /≅ V . We have

c(u2, v2) ⋅ (u1, v1)V = (T̃u2,v2u1, v1)V = ∫
G
(gTu2,v2g

−1u1, v1)V dg

= ∫
G
((g−1u1, u2)Ugv2, v1)V dg =

g↦g−1
∫
G
(gu1, u2)U(g−1v2, v1)V dg

= ∫
G
(gu1, u2)U(v2, gv1)V dg = ∫

G
(gu1, u2)U(gv1, v2)V dg.

This already implies the claim if U /≅ V . Next, let U = V . Then we need to calculate
c(u2, v2). To do this, take the trace of c(u2, v2)I = T̃u2,v2 :

c(u2, v2)dimV = trT̃u2,v2 = ∫
G
tr(g ○ Tu2,v2 ○ g−1)dg = ∫

G
tr(Tu2,v2)dg = tr(Tu2,v2).

To determine tr(Tu2,v2) for nonzero u2, choose an orthonormal basis for U = V
of the form (w1, . . . ,wn), where n = dimV and w1 = v2 (noting that without loss
of generality we can suppose that v2 is a unit vector). Then since Tu2,v2( . ) =
( . , u2)V v2 we obtain

tr(Tu2,v2) =
n

∑
i=1

(Tu2,v2wi,wi)V =
n

∑
i=1

(v2,wi)V (wi, u2)V = (v2, u2)V .

Thus, finally, c(u2, v2) = 1
n
(u2, v2)V . ◻

If, instead of U = V we merely have U ≅ V and if T ∶ U → V is a G-intertwining iso-
morphism, then due to Corollary 23.13 there exists some λ > 0 such that (u1, u2)U =
λ ⋅ (Tu1, Tu2)V . Then (gu1, u2)U = λ(Tgu1, Tu2)V = λ(gTu1, Tu2)V , so Theorem
24.3 shows that the Schur orthogonality relation in this case reads

∫
G
(gu1, u2)U(gv1, v2)V dg =

λ

dimV
(Tu1, v1)V (Tu2, v2)V .

25 Infinite dimensional representations

We now want to also consider representations of compact Lie groups on infinite
dimensional spaces. Ultimately, it will turn out that the resulting theory can be
reduced to the finite dimensional case. To see this, we first have to extend the
required definitions to a more general setting.

A topological vector space is a vector space endowed with a topology such that the
vector space operations are continuous. If V,V ′ are topological vector spaces we
write Hom(V,V ′) for the vector space of continuous linear maps from V to V ′, and
GL(V,V ′) for the subset of (continuously) invertible elements of Hom(V,V ′).

25.1 Definition.

(i) A representation of a Lie group G on a topological vector space V is a pair
(ρ, V ), where ρ ∶ G → GL(V ) is a homomorphism and the map G × V → V ,
(g, v) ↦ ρ(g)v is continuous.

(ii) If (ρ, V ), (ρ′, V ′) are representations on topological vector spaces, T ∈ Hom(V,
V ′) is called an intertwining operator or G-map if T ○ ρ = ρ′ ○ T .

(iii) The set of all G-maps is denoted by HomG(V,V ′).

(iv) The representations V and V ′ are called equivalent, V ≅ V ′, if there exists a
bijective G-map from V to V ′, whose inverse is also a G-map.
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(v) A subspace U ⊆ V is called G-invariant if gU ⊆ U for each g ∈ G. If U is
closed then the resulting representation on U is called a submodule or sub-
representation.

(vi) A nonzero representation V is called irreducible if the only closed G-invariant
subspaces are {0} and V itself. A nonzero representation is called reducible
if there is a proper closed G-invariant subspace of V .

The most interesting cases will be unitary representations on Hilbert spaces, al-
though many results are in fact applicable to Hausdorff topological vector spaces,
and in particular to Fréchet spaces (completely metrizable locally convex vector
spaces).

25.2 Example. The Lie group S1 acts on L2(S1) via (ρ(eiφ)f)(eiα) ∶= f(ei(α−φ)).

Before we continue we need to recall some basic facts about vector valued integra-
tion, referring to [10] for details. Let V be a Hausdorff locally convex vector space
and let f ∶ G → V be continuous. Then there exists a unique element in V , called

∫G f(g)dg such that

T(∫
G
f(g)dg) = ∫

G
T (f(g))dg

for each T ∈ Hom(V,C). If V is a Fréchet space, then ∫G f(g)dg is a limit of
elements of the form

n

∑
i=1

f(gi)dg(∆i),

where {∆i}ni=1 is a Borel partition of G (recall that G is compact) and gi ∈∆i.

A linear map T on a Hilbert space V is positive if (Tv, v) ≥ 0 for all v ∈ V and
strictly greater than 0 for some v. It is called compact if the unit ball is mapped
by T to a relatively compact set. The set of all compact operators is a closed left
and right ideal under composition with bounded operators.

25.3 Lemma. Let (ρ, V ) be a unitary representation of a compact Lie group G on
a Hilbert space V . Then there exists a nonzero finite dimensional (hence closed)
G-invariant subspace of V .

Proof. Let T0 ∈ Hom(V,V ) be any self-adjoint positive compact operator (e.g.,
any finite rank projection). Then set (using vector valued integration)

T ∶= ∫
G
ρ(g) ○ T0 ○ ρ(g)−1 dg. (25.1)

As noted above, T is a limit (in Hom(V,V ), hence with respect to the operator
norm) of operators of the form ∑dg(∆i)ρ(gi) ○ T0 ○ ρ(gi)−1 with gi ∈ ∆i ⊆ G, so T
is still a compact operator. Moreover, T is G-invariant since dg is left invariant.

Since T0 is positive, there exists some v ∈ V with (T0v, v) > 0. Therefore, using the
G-invariant inner product ( . , . ) on V ,

(Tv, v) = ∫
G
(ρ(g)T0ρ(g)−1v, v)dg = ∫

G
(T0ρ(g)−1v, ρ(g)−1v)dg > 0,

so T is nonzero. Since V is a unitary representation, the adjoint of ρ(g) is ρ(g)−1.
Using (25.1) and the fact that T0 is self-adjoint, it follows that T is self-adjoint as
well.

Now the spectral theorem for compact self-adjoint operators (cf., e.g., [10]) implies
the existence of an eigenvalue λ ≠ 0 of T with nonzero finite dimensional eigenspace
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U = ker(T − λI). This U is the desired finite dimensional G-invariant subspace. ◻
If {Vα ∣ α ∈ A} is a family of Hilbert spaces with inner products ( . , . )α then its
Hilbert space direct sum is

⊕̂
α∈A

Vα ∶= {(vα) ∣ vα ∈ Vα, ∑
α∈A

∥vα∥2α < ∞}.

Then ⊕̂αVα is a Hilbert space with inner product

((vα), (v′α)) ∶= ∑
α∈A

(vα, v′α)α.

Moreover, ⊕α Vα is a dense subspace and Vα ⊥ Vβ for α ≠ β.

25.4 Definition. Given a representation V of a compact Lie group G on a topo-
logical vector space, the set of G-finite vectors is the set of all v ∈ V such that Gv
generates a finite dimensional subspace:

VG−fin ∶= {v ∈ V ∣ dim(span{gv ∣ g ∈ G}) < ∞}.

The following result shows that infinite dimensional representations on Hilbert
spaces in fact do not generate information beyond the finite dimensional case:

25.5 Theorem. Let (ρ, V ) be a unitary representation of a compact Lie group G
on a Hilbert space. Then there exists a family {Vα} of finite dimensional irreducible
G-submodules Vα ⊆ V such that

V = ⊕̂αVα

In particular, the irreducible unitary representations of G are all finite dimensional.
Moreover, the set of G-finite vectors is dense in V .

Proof. Consider the collection of all sets {Vα ∣ α ∈ A} with the following properties:

(i) Each Vα is finite dimensional, G-invariant, and irreducible.

(ii) Vα ⊥ Vβ for α ≠ β ∈ A.

This set is partially ordered by inclusion. Furthermore, every chain (totally ordered
subset) has an upper bound, namely the union of the sets in the chain. Thus Zorn’s
Lemma implies the existence of a maximal element {Vα ∣ α ∈ A}.

Now if V ≠ ⊕̂αVα, then (⊕̂αVα)
⊥

is closed, non-empty and G-invariant, so it con-

stitutes a unitary Hilbert space representation in its own right. Therefore, Lemma
25.3 and Corollary 23.11 imply that there exists a finite dimensional G-invariant

irreducible submodule Vβ ⊆ (⊕̂αVα)
⊥

, contradicting maximality.

For the final claim, it suffices to note that ⊕α Vα consists of G-finite vectors. ◻
Given a compact Lie group G, the set C(G) of continuous (C-valued) functions
on G is a Banach space with respect to the norm ∥f∥∞ ∶= supg∈G ∣f(g)∣. Also, the

space L2(G) of square integrable functions on G is a Hilbert space with respect to

the norm ∥f∥2 ∶= ( ∫G ∣f(g)∣2 dg)
1/2

. On both spaces we have left and right actions

defined by

(lgf)(h) ∶= f(g−1h)
(rgf)(h) ∶= f(hg).

As the next result shows, they are representations, called the left/right regular
representation.
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25.6 Lemma. The left and right actions of a compact Lie group G on C(G) and
L2(G) are representations and preserve the norms.

Proof. The only non-obvious property from Definition 25.1 is continuity of the
map (g, f) ↦ lgf (and analogously for rg). In C(G), we have

∣f1(g−11 h) − f2(g−12 h)∣ ≤ ∣f1(g−11 h) − f1(g−12 h)∣ + ∣f1(g−12 h) − f2(g−12 h)∣
≤ ∣f1(g−11 h) − f1(g−12 h)∣ + ∥f1 − f2∥∞.

Since g ↦ g−1 is uniformly continuous on the compact group G and f1 is continuous,
it follows that ∥lg1f1 − lg2f2∥∞ can be made arbitrarily small for g1 near g2 in G
and ∥f1 − f2∥∞ sufficiently small.

Next, for fi ∈ L2(G) and f ∈ C(G) we get

∥lg1f1 − lg2f2∥2 = ∥f1 − lg−11 g2f2∥2 ≤ ∥f1 − f2∥2 + ∥f2 − lg−11 g2f2∥2
= ∥f1 − f2∥2 + ∥lg1f2 − lg2f2∥2
≤ ∥f1 − f2∥2 + ∥lg1f2 − lg1f∥2 + ∥lg1f − lg2f∥2 + ∥lg2f − lg2f2∥2
= ∥f1 − f2∥2 + 2∥f2 − f∥2 + ∥lg1f − lg2f∥2
≤ ∥f1 − f2∥2 + 2∥f2 − f∥2 + ∥lg1f − lg2f∥∞

Since C(G) is dense in L2(G) and we already know that G acts continuously on
C(G), the claim for L2(G) follows as well. ◻

25.7 Theorem. Let G be a compact Lie group.

(i) The set of G-finite vectors of C(G) with respect to lg coincides with that of
the G-finite vectors of C(G) with respect to rg.

(ii) C(G)G−fin =MC(G).

Proof. We begin by showing that C(G)G−fin with respect to lg is the set of matrix
coefficients. Thus let fVu,v(g) = (gu, v) be a matrix coefficient for a finite-dimensional
unitary representation V of G, where u, v ∈ V and ( . , . ) is a G-invariant inner
product. Then

(lgfVu,v)(h) = (g−1hu, v) = (hu, gv),

so lgf
V
u,v = fVu,gv. Consequently,

{lgfVu,v ∣ g ∈ G} ⊆ {fVu,v′ ∣ v′ ∈ V }.

Since V is finite dimensional, so is the right hand side here. Therefore, fVu,v ∈
C(G)G−fin, so MC(G) ⊆ C(G)G−fin.
Conversely, given f ∈ C(G)G−fin, by definition there exists a finite dimensional
submodule V ⊆ C(G) (with respect to the left action) so that f ∈ V . Since gf = gf̄ ,
also V = {v̄ ∣ v ∈ V } is a finite-dimensional submodule of C(G). Writing ( . , . ) for
the L2-inner product on V , the evaluation functional at e is an element of the dual
space of V , so there exists some v0 ∈ V with v̄(e) = (v̄, v0) for all v̄ ∈ V . Therefore,

f̄(g) = lg−1 f̄(e) = (lg−1 f̄ , v0) = (f̄ , lgv0) = (lgv0, f̄) = fVv0,f̄(g).

Consequently,

f = fVv0,f̄ ∈MC(G). (25.2)

Therefore also C(G)G−fin ⊆MC(G), proving (ii) for lg.
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Turning to (i), let f be a left G-finite vector. By what we have just shown, f is
a matrix coefficient, f = fVu,v. Therefore, rgf(h) = (hgu, v), so rgf = fVgu,v. Since
{gu ∣ g ∈ G} is contained in the finite dimensional space V , it follows that the space
of left G-finite vectors (and thereby MC(G)) is contained in the space of right
G-finite vectors.

Now let f be a right G-finite vector. Again pick a finite dimensional submodule
V ⊆ C(G) with respect to rg with f ∈ V and let ( . , . ) be the L2-inner product
restricted to V . As above, since evaluation at e is in the dual of V there exists some
v0 ∈ V such that v(e) = (v, v0) for all v ∈ V . In particular,

f(g) = rgf(e) = (rgf, v0).

Consequently, f = fVf,v0 ∈MC(G). Combined with the above, we arrive at MC(G) =
C(G)G−fin also with respect to rg. ◻
For the proof of the Peter-Weyl theorem below we recall the following fundamental
approximation result (cf., e.g., [10]).

25.8 Theorem. (Stone–Weierstrass) Let S be a compact Hausdorff space and
let A be a subalgebra of C(S) that is closed under complex conjugation, separates
points of S and such that for any p ∈ S there is some f ∈ A with f(p) ≠ 0. Then A
is dense in C(S) (with respect to uniform convergence).

Using this we can now show:

25.9 Theorem. (Peter–Weyl Theorem) Let G be a compact Lie group. Then
C(G)G−fin is dense in both C(G) and L2(G).

Proof. Since C(G) is dense in L2(G) and since uniform convergence implies L2-
convergence, it suffices to prove the first claim. Note first that by Lemma 24.2 and
Theorem 25.7, C(G)G−fin is a subalgebra of C(G) that contains 1 and is closed
under complex conjugation (see (25.2)). By the Stone–Weierstrass theorem 25.8 it
therefore suffices to show that C(G)G−fin separates points. Using left-translation
this in turn reduces to showing that for any g0 ≠ e there exists some f ∈ C(G)G−fin
with f(g0) ≠ f(e).
For this, first choose an open neighborhood U of e such that U ∩ g0U = ∅. Then
the characteristic function χU of U belongs to L2(G). Also, lg0χU = χg0U , so
(lg0χU , χU) = 0. Since (χU , χU) > 0, lg0 is not the identity operator on L2(G).
By Theorem 25.5, with respect to the left action of G on L2(G) there exist finite
dimensional irreducible G-modules Vα ⊆ L2(G) such that

L2(G) = ⊕̂
α

Vα.

In particular, there must be some α0 such that lg0 does not act as the identity on
Vα0 . Hence for some x ∈ Vα0 we have lg0x ≠ x, and a foritiori there is some y ∈ Vα0

such that (lg0x, y) ≠ (x, y). Consequently, the matrix coefficient f = fVα0
x,y then

satisfies
f
Vα0
x,y (g0) = (g0x, y) ≠ (x, y) = f

Vα0
x,y (e),

as desired. ◻
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Appendices

A Submanifolds

Proof of Proposition 14.7

We first need two auxiliary results:

A.1 Lemma. Let M be second countable and M ′ an immersive submanifold. Then
there exists a countable family C of open subsets of M with the following property:
Any point of M ′ has a coordinate neighborhood which, for some W ∈ C, is a con-
nected component of the open submanifold M ′ ∩W of M ′.

Proof. Let dimM =m, dimM ′ = l and j ∶M ′ ↪M . For p ∈M ′ there exist charts
(φ,U) and (ψ,V ) around p in M resp. M ′ such that φ ○ j ○ ψ−1 = x ↦ (x,0) and
V ⊆ U (see Remark 13.2). Choose a neighborhood U ′ of φ(p) in Rm with U ′ ⊆ φ(U)
and

U ′ ∩ (Rl × {0}) ⊆ ψ(V ) × {0}. (A.1)

Let B be a countable basis for the topology of M . Choose W ∈ B such that p ∈W ⊆
φ−1(U ′). Then since φ is injective,

φ(V ∩W ) = φ(V ) ∩ φ(W ) ⊆ (Rl × {0}) ∩ φ(W ).

Conversely, if x ∈ (Rl × {0}) ∩ φ(W ), then x = φ(q) for some q ∈ W , so φ(q) ∈
U ′ ∩ (Rl × {0}) ⊆ ψ(V ) × {0} by (A.1). By the above, φ ○ ψ−1 ∶ ψ(V ) → φ(V ),
x↦ (x,0), so φ(V ) = φ○ψ−1(ψ(V )) = ψ(V )×{0}. It follows that φ(q) ∈ φ(V ), and
so x = φ(q) ∈ φ(V ) ∩ φ(W ) = φ(V ∩W ). Altogether,

φ(V ∩W ) = (Rl × {0}) ∩ φ(W ). (A.2)

Since j is continuous,M ′∩W = j−1(W ) is open inM ′, hence is an open submanifold
of M ′ and thereby is itself an immersive submanifold of M . The set φ−1(Rm∖(Rl×
{0})) is open in M , hence intersects the immersive submanifold M ′ ∩W in an open
set. We now claim that

(M ′ ∩W ) ∩ φ−1(Rm ∖ (Rl × {0})) = (M ′ ∩W ) ∖ (V ∩W ).

Indeed, if there were some q is in the l.h.s. such that q ∈ V ∩W , then by (A.2)
φ(q) ∈ Rl×{0}, so q ∈ φ−1(Rl×{0}), a contradiction. Conversely, if there were some
q in the r.h.s. such that φ(q) ∈ Rl × {0}, then φ(q) ∈ (Rl × {0}) ∩φ(W ) = φ(V ∩W )
by (A.2), so q ∈ V ∩W , again a contradiction.

It follows that V ∩W is closed inM ′∩W . On the other hand, V ∩W = V ∩(M ′∩W )
is also open in the manifold M ′ ∩W . Therefore V ∩W is a union of connected
components of M ′ ∩W (If X is any topological space and A ⊆ X is both open
and closed then it is a union of connected components). Let C be the connected
component that contains p. Then C is open in M ′ ∩W , and thereby also in M ′.
Since C ⊆ V , C additionally is a coordinate neighborhood of p in M ′. Now define
C to be the set of all W as above. Then C ⊆ B, hence is itself countable. ◻

A.2 Lemma. Let M be a connected manifold and let U ∶= {Uα ∣ α ∈ A} be a
covering of M by coordinate neighborhoods. If for any α ∈ A the number of all β ∈ A
with Uα ∩Uβ ≠ ∅ is countable, then M is second countable.

Proof. It suffices to show that from U we can extract a countable sub-covering
(which then is a countable atlas forM , giving the claim by [5, 1.3.7]). We construct
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such a covering as follows: Let B1 ∈ U be arbitrary and inductively define Bn for
n = 2,3, . . . as the union of all sets from U that intersect Bn−1. Any Bn and thereby
also B ∶= ⋃∞n=1Bn is a countable union of elements of U . We have:

U ∈ U and U ∩B ≠ ∅ ⇒ U ⊆ B. (A.3)

Indeed, there exists some n such that U ∩Bn ≠ ∅, so U ⊆ Bn+1 ⊆ B. To conclude
the proof we show that B =M . Since M is connected and ∅ ≠ B is open it suffices
to show that M ∖B is open. Thus let p ∈M ∖B, then there exists some U ∈ U with
p ∈ U . Due to (A.3) we then have U ∩B = ∅, so U ⊆M ∖B. ◻
Based on these Lemmas, we can now turn to Proposition 14.7:

Proof. Let V = {Vα ∣ α ∈ A} be the covering of M ′ by coordinate neighborhoods
constructed in Lemma A.1. By Lemma A.2 it suffices to show that any element of
V can only intersect countably many further elements of V.
It follows from Lemma A.1 that any Vα ∈ V is a connected component of some set
M ′ ∩W , where W ∈ C. Therefore it suffices to show that any Vα can intersect at
most countably many connected components of any fixed M ′ ∩W ′ (with W ′ ∈ C):
Indeed, there are only countably many W ′ ∈ C. Once we have shown that only
countably many connected components of any fixed W ′ ∩M ′ meet the given Vα it
follows that Vα can in total only intersect countably many connected components
of the countably many W ′ ∩M ′, i.e., only countably many Vβ .

Now the nontrivial intersections of such connected components with Vα are open
subsets of Vα, which are necessarily disjoint. Since Vα, being a coordinate neighbor-
hood, is homeomorphic to an open subset of Rl (with l = dimM ′), there can indeed
only be at most countably many such sets. ◻
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