A primal-dual splitting algorithm for finding zeros of sums of maximal monotone operators
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Abstract. We consider the primal problem of finding the zeros of the sum of a maximal monotone operator and the composition of another maximal monotone operator with a linear continuous operator. By formulating its Attouch-Théra-type dual inclusion problem, a primal-dual splitting algorithm which simultaneously solves the two problems in finite-dimensional spaces is presented. The proposed scheme uses at each iteration the resolvents of the maximal monotone operators involved in separate steps and aims to overcome the shortcoming of classical splitting algorithms when dealing with compositions of maximal monotone and linear continuous operators. The iterative algorithm is used for solving nondifferentiable convex optimization problems arising in image processing and in location theory.
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1 Introduction

1.1 Problem formulation and motivation

For $X$ and $Y$ real Hilbert spaces, $A : X \rightharpoonup X$ and $B : Y \rightharpoonup Y$ maximal monotone operators and $K : X \rightarrow Y$ a linear continuous operator we propose in this paper an iterative scheme for solving the monotone inclusion problem

$$\text{find } x \in X \text{ such that } 0 \in Ax + K^*BKx,$$

which makes separate use of the resolvents of $A$ and $B$. The necessity of having such an algorithm is given by the fact that the classical splitting algorithms have considerable limitations when employed on the inclusion problem under investigation in its whole generality.
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Indeed, the Forward-Backward algorithm (see [5]) is a valuable option in this sense when $B$ is single-valued and cocoercive, while the use of Tseng’s Forward-Backward-Forward algorithm (see [28]) asks for $B$ being single-valued and Lipschitz continuous on a superset of the image of the domain of $A$ through $K$. On the other hand, the Douglas-Rachford algorithm (see [5, 14]) asks for the maximal monotonicity of $A$ and $K^*B K$ and employs the resolvent of the latter, which can be expressed by means of the resolvent of $B$ only in some very exceptional situations (see [5, Proposition 23.23]).

The aim of this article is to overcome this shortcoming by proposing a primal-dual splitting algorithm for simultaneously solving this monotone inclusion problem and its dual inclusion problem in the sense of Attouch-Théra (see [2, 4, 24])

$$\text{find } y \in Y \text{ such that } 0 \in B^{-1}y - KA^{-1}(-K^*)y.$$  

(2)

In the formulation of the iterative scheme (only) simple forward evaluations of the operator $K$ and of its adjoint are made, while the resolvents of $A$ and $B$ appear separately. More than that, the provided algorithm gives rise to a primal-dual iterative method for solving the monotone inclusion problem

$$\text{find } x \in X \text{ such that } 0 \in \sum_{i=1}^{k} K_i^* B_i K_i x,$$

(3)

and its dual problem

$$\text{find } y = (y_1, ..., y_k) \in Y_1 \times ... \times Y_k \text{ such that } \sum_{i=1}^{k} K_i^* y_i = 0 \text{ and } \bigcap_{i=1}^{k} (B_i K_i)^{-1}(y_i) \neq \emptyset,$$

(4)

where $X$ and $Y_i$ are real Hilbert spaces, $B_i : Y_i \rightrightarrows Y_i$ are maximal monotone operators and $K_i : X \rightarrow Y_i$ are linear continuous operators, which makes use of the resolvents of $B_i$ and assumes only simple forward evaluations of $K_i, i = 1, ..., k$, (and of their adjoints).

Another primal-dual splitting algorithm which operates similarly with linear continuous operators has been recently introduced in [10, 13]. By using a standard product space approach, this method basically reformulates the primal-dual pair as the problem of finding the zeros of the sum of a maximal monotone operator and a monotone and Lipschitz continuous operator, which is then solved by making use of the error-tolerant version of Tseng’s Forward-Backward-Forward algorithm provided in [10].

When $A$ and $B$ are taken to be subdifferentials of proper, convex and lower semicontinuous functions, the primal-dual algorithm we propose in this paper becomes the iterative method from [12]. It has the advantage that, in the context of solving nonsmooth convex optimization problems involving compositions of proper, convex and lower semicontinuous functions with linear continuous operators, it only asks for the proximal points of the functions and not of the compositions. From this point of view, our approach proves to have a certain similarity with the algorithm proposed in [10, 13]. In counterpart, popular decomposition algorithms like the augmented Lagrangian method (ALM) and the alternating direction method of multipliers (ADMM) (see [17] and, for some recent considerations on these methods, [9, 16]) may assume the solving in each iteration of some optimization problems, for the solutions of which no explicit or closed form are always available.

The method we propose in this paper will open the gates towards proposing easy numerical implementations when solving regularized convex nondifferentiable problems of
the shape
\[ \inf_{x \in [0,1]^m} \left\{ \|Ax - b\|^2 + \lambda_1 TV(x) + \lambda_2 \|x\|_1 \right\}, \]
where \(TV : \mathbb{R}^m \to \mathbb{R}\) is a discrete total variation functional and \(\lambda_1, \lambda_2 > 0\) are regularization parameters in the context of deblurring and denoising of images. Here, \(A \in \mathbb{R}^{m \times m}\) describes a blur operator, \(b \in \mathbb{R}^m\) represents the blurred and noisy image and the optimal solution is an estimation of the unknown original image, each of its pixels being assumed to range in the closed interval from 0 (pure black) to 1 (pure white). Beyond that, the primal-dual approach is expected to have a positive impact when dealing with the minimization of nonsmooth convex functions with an intricate formulation, as they occur in applications in signal and video processing, machine learning, multifacility location theory, portfolio optimization, average consensus on networks, etc.

The structure of the paper is the following. The remainder of this section is dedicated to some elements of convex analysis and of the theory of maximal monotone operators. In Section 2 we motivate and formulate a primal-dual splitting algorithm for solving the pair of monotone inclusion problems (1) - (2). Further, in Section 3 we address the primal-dual pair of monotone inclusion problems (3)-(4), while in Section 4 we employ the general framework of monotone inclusion problems (1) - (2). Further, in Section 3 we address the primal-dual approach is expected to have a positive impact when dealing with the minimization of nonsmooth convex functions with an intricate formulation, as they occur in applications in signal and video processing, machine learning, multifacility location theory, portfolio optimization, average consensus on networks, etc.

The structure of the paper is the following. The remainder of this section is dedicated to some elements of convex analysis and of the theory of maximal monotone operators. In Section 2 we motivate and formulate a primal-dual splitting algorithm for solving the pair of monotone inclusion problems (1) - (2). Further, in Section 3 we address the primal-dual pair of monotone inclusion problems (3)-(4), while in Section 4 we employ the general framework of monotone inclusion problems (1) - (2). Further, in Section 3 we address the primal-dual approach is expected to have a positive impact when dealing with the minimization of nonsmooth convex functions with an intricate formulation, as they occur in applications in signal and video processing, machine learning, multifacility location theory, portfolio optimization, average consensus on networks, etc.

\section{Monotone operators}

In what follows we recall some elements of the theory of monotone operators in Hilbert spaces and refer the reader in this respect to \cite{5,26}.

Let \(X\) be a real Hilbert space with inner product \(\langle \cdot, \cdot \rangle\) and associated norm \(\|\cdot\| = \sqrt{\langle \cdot, \cdot \rangle}\). For an arbitrary set-valued operator \(A : X \rightrightarrows X\) we denote by \(\text{Gr} A = \{(u, v) \in X \times X : u \in Ax\}\) its graph, by \(\text{dom} A = \{x \in X : Ax \neq \emptyset\}\) its domain and by \(A^{-1} : X \rightrightarrows X\) its inverse operator, defined by \((u, v) \in \text{Gr} A^{-1}\) if and only if \((x, u) \in \text{Gr} A\). We say that \(A\) is monotone if \(\langle x - y, u - v \rangle \geq 0\) for all \((x, u), (y, v) \in \text{Gr} A\). A monotone operator \(A\) is said to be maximal monotone, if there exists no proper monotone extension of the graph of \(A\) on \(X \times X\). A single-valued linear operator \(A : X \to X\) is said to be skew, if \(\langle x, Ax \rangle = 0\) for all \(x \in X\). Skew operators are maximal monotone.

The resolvent of \(A\), \(J_A : X \rightrightarrows X\), is defined by \(J_A = (\text{Id}_X + A)^{-1}\), where \(\text{Id}_X : X \to X, \text{Id}_X(x) = x\) for all \(x \in X\), is the identity operator on \(X\). Moreover, if \(A\) is maximal monotone, then \(J_A : X \to X\) is single-valued and maximal monotone (see \cite[Proposition 23.7 and Corollary 23.10]{5}). For an arbitrary \(\gamma > 0\) we have (see \cite[Proposition 23.2]{5})
\[ p \in J_{\gamma A} x \text{ if and only if } (p, \gamma^{-1}(x - p)) \in \text{Gr} A \]
and (see \cite[Proposition 23.18]{5})
\[ J_{\gamma A} = \gamma J_{\gamma^{-1} A^{-1}} \circ \gamma^{-1} \text{Id}_X = \text{Id}_X. \] (5)

When \(Y\) is another Hilbert space and \(K : X \to Y\) is a linear continuous operator, then \(K^* : Y \to X\), defined by \(\langle K^* y, x \rangle = \langle y, K x \rangle\) for all \((x, y) \in X \times Y\), denotes the adjoint operator of \(K\), while the norm of \(K\) is defined as \(\|K\| = \sup\{\|Kx\| : x \in X, \|x\| \leq 1\}\).
2 A primal-dual splitting algorithm for finding the zeros of \(A + K^*BK\)

For \(X\) and \(Y\) real Hilbert spaces, \(A : X \rightrightarrows X\) and \(B : Y \rightrightarrows Y\) maximal monotone operators and \(K : X \to Y\) a linear continuous operator we consider the problem of finding the pairs \((\hat{x}, \hat{y}) \in X \times Y\) fulfilling the system of inclusions

\[Kx \in B^{-1}y\text{ and } -K^*y \in Ax.\]  

(6)

If \((\hat{x}, \hat{y})\) fulfills (6), then \(\hat{x}\) is a solution of the primal inclusion problem (1)

\[
\text{find } x \in X \text{ such that } 0 \in Ax + K^*BKx
\]

and \(\hat{y}\) is a solution of its dual inclusion problem (2)

\[
\text{find } y \in Y \text{ such that } 0 \in B^{-1}y - KA^{-1}(-K^*)y.
\]

On the other hand, if \(\hat{x} \in X\) is a solution of the problem (1), then there exists a solution \(\hat{y}\) of (2) such that \((\hat{x}, \hat{y})\) fulfills (6), while, if \(\hat{y} \in Y\) is a solution of the problem (2), then there exists a solution \(\hat{x}\) of (1) such that \((\hat{x}, \hat{y})\) fulfills (6). We refer the reader to [1, 2, 4, 10, 18, 24] for more algorithmic and theoretical aspects concerning the primal-dual pair of inclusion problems (1)-(2).

For all \(\sigma, \tau > 0\) it holds

\[ (\hat{x}, \hat{y}) \text{ is a solution of (6)} \iff \hat{y} + \sigma K\hat{x} \in (Id_Y + \sigma B^{-1})\hat{y} \text{ and } \hat{x} - \tau K^*\hat{y} \in (Id_X + \tau A)\hat{x} \]

\[ \iff \hat{y} = J_{\sigma B^{-1}}(\hat{y} + \sigma K\hat{x}) \text{ and } \hat{x} \in J_{\tau A}(\hat{x} - \tau K^*\hat{y}). \]  

(7)

The above equivalences motivate the following algorithm for solving (6).

**Algorithm 1**

**Initialization:** Choose \(\sigma, \tau > 0\) such that \(\sigma \tau \|K\|^2 < 1\) and \((x^0, y^0) \in X \times Y\).

Set \(\overline{x}^0 := x^0\).

For \(n \geq 0\) set:

\[
\begin{align*}
    y^{n+1} &:= J_{\sigma B^{-1}}(y^n + \sigma K\overline{x}^n) \\
    x^{n+1} &:= J_{\tau A}(x^n - \tau K^*y^{n+1}) \\
    \overline{x}^{n+1} &:= 2x^{n+1} - x^n
\end{align*}
\]

**Theorem 2** Assume that the system of inclusions (6) has a solution \((\hat{x}, \hat{y}) \in X \times Y\) and let \((x^n, \overline{x}^n, y^n)_{n \geq 0}\) be the sequence generated by Algorithm 1. The following statements are true:

(i) For any \(n \geq 0\) it holds

\[
\frac{\|x^n - \hat{x}\|^2}{2\tau} + (1 - \sigma \tau \|K\|^2)\frac{\|y^n - \hat{y}\|^2}{2\tau} \leq \frac{\|x^0 - \hat{x}\|^2}{2\tau} + \frac{\|y^0 - \hat{y}\|^2}{2\tau},
\]

(8)

thus the sequence \((x^n, y^n)_{n \geq 0}\) is bounded.

(iv) If \(X\) and \(Y\) are finite-dimensional, then the sequence \((x^n, y^n)_{n \geq 0}\) converges to a solution of the system of inclusions (6).
Proof. (i) The main idea of the proof relies on the following Fejér-type inequality
\[
\frac{\|x^n - x^*\|^2}{2\tau} + \frac{\|y^n - y^*\|^2}{2\sigma} \leq \frac{\|x^0 - x^*\|^2}{2\tau} + \frac{\|y^0 - y^*\|^2}{2\sigma} + (\!-\!1 + \sqrt{\sigma\tau\|K\|}) \frac{\|y^{n+1} - y^n\|^2}{2\sigma} - \frac{\|x^{n+1} - x^n\|^2}{2\tau} + \sqrt{\sigma\tau\|K\|} \frac{\|x^n - x^{n-1}\|^2}{2\tau} - \langle K(x^{n+1} - x^n), y^{n+1} - y^n \rangle + \langle K(x^n - x^{n-1}), y^n - y^* \rangle,
\]
which we will prove below to hold for any \( n \geq 0 \). By taking \( N \in \mathbb{N} \) arbitrary such that \( N \geq 2 \) and by summing up the inequalities in (9) from \( n = 0 \) to \( N - 1 \) we obtain
\[
\frac{\|x^N - x^0\|^2}{2\tau} + \frac{\|y^N - y^0\|^2}{2\sigma} \leq \frac{\|x^0 - x^0\|^2}{2\tau} + \frac{\|y^0 - y^0\|^2}{2\sigma} + (\!-\!1 + \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N-1} \frac{\|y^n - y^{n-1}\|^2}{2\sigma} + (\!-\!1 + \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N-1} \frac{\|x^n - x^{n-1}\|^2}{2\tau} - \langle K(x^N - x^{N-1}), y^N - y^* \rangle.
\]
By combining (10) with
\[
\langle K(x^N - x^{N-1}), y^N - y^* \rangle \leq \frac{\|x^N - x^{N-1}\|^2}{2\tau} + \frac{\tau\|K\|^2}{2} \|y^N - y^*\|^2,
\]
we get
\[
\frac{\|x^N - x^0\|^2}{2\tau} + \frac{\|y^N - y^0\|^2}{2\sigma} \leq \frac{\|x^0 - x^0\|^2}{2\tau} + \frac{\|y^0 - y^0\|^2}{2\sigma} + (\!-\!1 + \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N-1} \frac{\|y^n - y^{n-1}\|^2}{2\sigma} + (\!-\!1 + \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N-1} \frac{\|x^n - x^{n-1}\|^2}{2\tau} + \frac{\tau\|K\|^2}{2} \|y^N - y^*\|^2
\]
or, equivalently,
\[
\frac{\|x^N - x^0\|^2}{2\tau} + (1 - \sigma\tau\|K\|^2) \frac{\|y^N - y^0\|^2}{2\sigma} + (1 - \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N} \frac{\|y^n - y^{n-1}\|^2}{2\sigma} + (1 - \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N-1} \frac{\|x^n - x^{n-1}\|^2}{2\tau} \leq (1 - \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N} \frac{\|y^n - y^{n-1}\|^2}{2\sigma} + (1 - \sqrt{\sigma\tau\|K\|}) \sum_{n=1}^{N-1} \frac{\|x^n - x^{n-1}\|^2}{2\tau} + \frac{\|y^0 - y^*\|^2}{2\sigma}.
\]
Since \( \sigma\tau\|K\|^2 < 1 \), (11) yields (8), hence \((x^n, y^n)_{n \geq 0}\) is bounded.

We are going now to prove that for any \( n \geq 0 \) the inequality (9) is fulfilled. For any \( n \geq 0 \) the iterations of Algorithm 1 yield that
\[
\left( x^{n+1}, \frac{1}{\tau} (x^n - \tau K^* y^{n+1} - x^n) \right) \in \text{Gr} A,
\]
(12)
hence the monotonicity of \( A \) implies
\[
0 \leq \left( x^{n+1} - \bar{x}, \frac{1}{\tau} (x^n - x^{n+1}) - K^* y^{n+1} + K^* y^* \right).
\]
(13)
Similarly, for any \( n \geq 0 \) we have

\[
\left( y^{n+1}, \frac{1}{\sigma} (y^n + \sigma K x^n - y^{n+1}) \right) \in \text{Gr } B^{-1}, \tag{14}
\]

thus

\[
0 \leq \left( K x^n + \frac{1}{\sigma} (y^n - y^{n+1}) - K \hat{x}, y^{n+1} - \hat{y} \right). \tag{15}
\]

On the other hand, for any \( n \geq 0 \) we have that

\[
\|x^{n+1} - \hat{x}\|^2 + \left( x^{n+1} - \hat{x}, \frac{1}{\tau} (x^n - x^{n+1}) - K^* y^{n+1} + K^* \hat{y} \right) = \]

\[
\left( x^{n+1} - \hat{x}, \frac{1}{\tau} (x^n - \hat{x}) + \left( 1 - \frac{1}{\tau} \right) (x^{n+1} - \hat{x}) - K^* y^{n+1} + K^* \hat{y} \right) = \]

\[
\frac{1}{\tau} (x^{n+1} - \hat{x}, x^n - \hat{x}) + \left( 1 - \frac{1}{\tau} \right) \|x^{n+1} - \hat{x}\|^2 + \langle K (x^{n+1} - \hat{x}), -y^{n+1} + \hat{y} \rangle,
\]

hence

\[
\frac{1}{\tau} \|x^{n+1} - \hat{x}\|^2 + \left( x^{n+1} - \hat{x}, \frac{1}{\tau} (x^n - x^{n+1}) - K^* y^{n+1} + K^* \hat{y} \right) = \]

\[
\frac{1}{\tau} \langle x^{n+1} - \hat{x}, x^n - \hat{x} \rangle + \langle K (x^{n+1} - \hat{x}), -y^{n+1} + \hat{y} \rangle = \]

\[
-\frac{1}{2\tau} \|x^{n+1} - x^n\|^2 + \frac{1}{2\tau} \|x^{n+1} - \hat{x}\|^2 + \frac{1}{2\tau} \|x^n - \hat{x}\|^2 + \langle K (x^{n+1} - \hat{x}), -y^{n+1} + \hat{y} \rangle,
\]

where, for deriving the last formula, we use the identity

\[
\langle a, b \rangle = -\frac{1}{2} \|a - b\|^2 + \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 \forall a, b \in X.
\]

Consequently, for any \( n \geq 0 \) it holds

\[
\frac{1}{2\tau} \|x^{n+1} - \hat{x}\|^2 + \left( x^{n+1} - \hat{x}, \frac{1}{\tau} (x^n - x^{n+1}) - K^* y^{n+1} + K^* \hat{y} \right) = \]

\[
-\frac{1}{2\tau} \|x^{n+1} - x^n\|^2 + \frac{1}{2\tau} \|x^n - \hat{x}\|^2 + \langle K (x^{n+1} - \hat{x}), -y^{n+1} + \hat{y} \rangle. \tag{16}
\]

Thus, by combining (13) and (16), we get for any \( n \geq 0 \)

\[
\frac{1}{2\tau} \|x^{n+1} - \hat{x}\|^2 \leq \frac{1}{2\tau} \|x^{n+1} - x^n\|^2 + \frac{1}{2\tau} \|x^n - \hat{x}\|^2 + \langle K (x^{n+1} - \hat{x}), -y^{n+1} + \hat{y} \rangle. \tag{17}
\]

By proceeding in analogous manner we obtain the following estimate for any \( n \geq 0 \)

\[
\|y^{n+1} - \hat{y}\|^2 + \left( K x^n + \frac{1}{\sigma} (y^n - y^{n+1}) - K \hat{x}, y^{n+1} - \hat{y} \right) = \]

\[
\left( \frac{1}{\sigma} (y^n - \hat{y}) + \left( 1 - \frac{1}{\sigma} \right) (y^{n+1} - \hat{y}) + K x^n - K \hat{x}, y^{n+1} - \hat{y} \right) = \]

\[
\frac{1}{\sigma} \|y^n - \hat{y}, y^{n+1} - \hat{y}\|^2 + \left( 1 - \frac{1}{\sigma} \right) \|y^{n+1} - \hat{y}\|^2 + \langle K (x^n - \hat{x}, y^{n+1} - \hat{y}) \rangle.
\]
hence
\[ \frac{1}{\sigma} \|y^{n+1} - \hat{y}\|^2 + \langle K\hat{x} - \frac{1}{\sigma}(y^n - y^{n+1}) - K\hat{x}, y^{n+1} - \hat{y}\rangle = \]
\[ \frac{1}{\sigma} \langle y^n - \hat{y}, y^{n+1} - \hat{y}\rangle + \langle K(\hat{x} - \hat{x}), y^{n+1} - \hat{y}\rangle = \]
\[ -\frac{1}{2\sigma} \|y^{n+1} - y^n\|^2 + \frac{1}{2\sigma} \|y^{n+1} - \hat{y}\|^2 + \frac{1}{2\sigma} \|\hat{y} - y^n\|^2 + \langle K(\hat{x} - \hat{x}), y^{n+1} - \hat{y}\rangle. \]

From here we obtain for any \( n \geq 0 \)
\[ \frac{1}{2\sigma} \|y^{n+1} - \hat{y}\|^2 + \langle K\hat{x} - \frac{1}{\sigma}(y^n - y^{n+1}) - K\hat{x}, y^{n+1} - \hat{y}\rangle = \]
\[ -\frac{1}{2\sigma} \|y^{n+1} - y^n\|^2 + \frac{1}{2\sigma} \|y^n - \hat{y}\|^2 + \langle K(\hat{x} - \hat{x}), y^{n+1} - \hat{y}\rangle. \] (18)

and, thus, by combining (15) and (18), it follows
\[ \frac{1}{2\sigma} \|y^{n+1} - \hat{y}\|^2 \leq -\frac{1}{2\sigma} \|y^{n+1} - y^n\|^2 + \frac{1}{2\sigma} \|y^n - \hat{y}\|^2 + \langle K(\hat{x} - \hat{x}), y^{n+1} - \hat{y}\rangle. \] (19)

Summing up the inequalities (17) and (19) and taking into account the definition of \( \hat{x} \), we obtain for any \( n \geq 0 \)
\[ \frac{1}{2\tau} \|x^{n+1} - \hat{x}\|^2 + \frac{1}{2\sigma} \|y^{n+1} - \hat{y}\|^2 \leq \]
\[ \frac{1}{2\tau} \|x^n - \hat{x}\|^2 + \frac{1}{2\sigma} \|y^n - \hat{y}\|^2 - \frac{1}{2\tau} \|x^{n+1} - x^n\|^2 - \frac{1}{2\sigma} \|y^{n+1} - y^n\|^2 + \]
\[ \langle K(x^{n+1} + x^{n+1} - 2x^n), -y^{n+1} + \hat{y}\rangle, \] (20)

where \( x^{-1} := x^0 \). Let us evaluate now the last term in relation (20). For any \( n \geq 0 \) it holds that
\[ \langle K(x^{n+1} + x^{n+1} - 2x^n), -y^{n+1} + \hat{y}\rangle = \]
\[ \langle K(x^{n+1} - x^n), -y^{n+1} + \hat{y}\rangle + \langle K(x^n - x^{n-1}), y^n - \hat{y}\rangle + \langle K(x^n - x^{n-1}), y^n - \hat{y}\rangle \leq \]
\[ -(K(x^{n+1} - x^n), y^{n+1} - \hat{y}) + \langle K(x^n - x^{n-1}), y^n - \hat{y}\rangle + \|K\| \|x^n - x^{n-1}\| \|y^{n+1} - y^n\| \leq \]
\[ -(K(x^{n+1} - x^n), y^{n+1} - \hat{y}) + \langle K(x^n - x^{n-1}), y^n - \hat{y}\rangle + \frac{\sqrt{\sigma\tau} \|K\|}{2\tau} \|x^n - x^{n-1}\|^2 + \frac{\sqrt{\sigma\tau} \|K\|}{2\sigma} \|y^{n+1} - y^n\|^2. \] (21)

From (20) and (21) we obtain for any \( n \geq 0 \) the following estimation
\[ \frac{1}{2\tau} \|x^{n+1} - \hat{x}\|^2 + \frac{1}{2\sigma} \|y^{n+1} - \hat{y}\|^2 \leq \frac{1}{2\tau} \|x^n - \hat{x}\|^2 + \frac{1}{2\sigma} \|y^n - \hat{y}\|^2 - \]
\[ \frac{1}{2\tau} \|x^{n+1} - x^n\|^2 - \frac{1}{2\sigma} \|y^{n+1} - y^n\|^2 - \langle K(x^{n+1} - x^n), y^{n+1} - \hat{y}\rangle + \langle K(x^n - x^{n-1}), y^n - \hat{y}\rangle + \]
\[ \frac{\sqrt{\sigma\tau} \|K\|}{2\tau} \|x^n - x^{n-1}\|^2 + \frac{\sqrt{\sigma\tau} \|K\|}{2\sigma} \|y^{n+1} - y^n\|^2, \]

thus (9) holds. This concludes the proof of statement (i).
(ii) According to (i), \((x^n, y^n)_{n \geq 0}\) has a subsequence \((x^{n_k}, y^{n_k})_{k \geq 0}\) which converges to some element \((x^*, y^*) \in X \times Y\) as \(k \to +\infty\). From (11) we also obtain that \(\lim_{n \to +\infty} (x^n - x^{n-1}) = \lim_{n \to +\infty} (y^n - y^{n-1}) = 0\). Further, from (12) and (14) and using that, due to the maximal monotonicity of \(A\) and \(B\), \(\text{Gr} A\) and \(\text{Gr} B\) are closed sets, it follows that \((x^*, y^*)\) is a solution of the system of inclusions (6).

Further, let \(k \geq 0\) and \(N \in \mathbb{N}, N > n_k\). Summing up the inequalities in (9), for \((\hat{x}, \hat{y}) := (x^*, y^*)\), from \(n = n_k\) to \(N - 1\) we obtain

\[
\frac{\|x^N - x^*\|^2}{2\tau} + \frac{\|y^N - y^*\|^2}{2\sigma} + \left(1 - \sqrt{\sigma\tau}\|K\|\right) \sum_{n=n_k+1}^{N} \frac{\|y^n - y^{n-1}\|^2}{2\sigma}
\]

which yields

\[
\frac{\|x^N - x^*\|^2}{2\tau} + \frac{\|y^N - y^*\|^2}{2\sigma} \leq \|K\|\|x^N - x^{N-1}\|\|y^N - y^*\| + \frac{\|x^{n_k} - x^*\|^2}{2\tau} + \frac{\|y^{n_k} - y^*\|^2}{2\sigma} \quad \text{and} \quad \frac{\|x^n - x^{n-1}\|^2}{2\tau} = \frac{\|x^{n_k} - x^{n_k-1}\|^2}{2\tau} + \langle K(x^{n_k} - x^{n_k-1}), y^{n_k} - y^* \rangle.
\]

Consequently, by using also the boundedness of \((x^n, y^n)_{n \geq 0}\), for any \(k \geq 0\) it holds

\[
\limsup_{N \to +\infty} \left( \frac{\|x^N - x^*\|^2}{2\tau} + \frac{\|y^N - y^*\|^2}{2\sigma} \right) \leq \frac{\|x^N - x^*\|^2}{2\tau} + \frac{\|y^N - y^*\|^2}{2\sigma} + \frac{\|x^{n_k} - x^{n_k-1}\|^2}{2\tau} + \langle K(x^{n_k} - x^{n_k-1}), y^{n_k} - y^* \rangle.
\]

We finally let \(k\) converge to \(+\infty\), which yields

\[
\limsup_{N \to +\infty} \left( \frac{\|x^N - x^*\|^2}{2\tau} + \frac{\|y^N - y^*\|^2}{2\sigma} \right) = 0
\]

and, further, \(\lim_{N \to +\infty} x^N = x^*\) and \(\lim_{N \to +\infty} y^N = y^*\).

We close this section by discussing another possible approach when solving the system of inclusions (6) by employing some ideas considered in [10, 13]. To this end we define the operators \(M : X \times Y \rightrightarrows X \times Y, M(x, y) = (Ax, B^{-1}y)\), and \(S : X \times Y \rightrightarrows X \times Y, S(x, y) = (K^* y, -K x)\). The operator \(M\) is maximal monotone, since \(A\) and \(B\) are maximal monotone, while \(S\) is maximal monotone, since it is a skew linear operator. Then \((\hat{x}, \hat{y}) \in X \times Y\) is a solution of the system of inclusions (6) if and only if it solves the inclusion problem

\[
\text{find } (x, y) \in X \times Y \text{ such that } (0, 0) \in S(x, y) + M(x, y).
\]
Applying Algorithm 1 to the problem (22) with starting point \((x^0, y^0, u^0, v^0) \in X \times Y \times X \times Y\), \((\bar{x}^0, \bar{y}^0) = (x^0, y^0)\) and \(\sigma, \tau > 0\) gives rise for any \(n \geq 0\) to the following iterations:
\[
(u^{n+1}, v^{n+1}) := J_{\sigma M^{-1}} [(u^n, v^n) + \sigma(\bar{x}^n, \bar{y}^n)]
\]
\[
(x^{n+1}, y^{n+1}) := J_{\tau S} [(x^n, y^n) - \tau(u^{n+1}, v^{n+1})]
\]
\[
(\bar{x}^{n+1}, \bar{y}^{n+1}) := 2(x^{n+1} + y^{n+1}) - (x^n, y^n).
\]

Since
\[
J_{\sigma M^{-1}} = J_{\sigma A^{-1}} \times J_{\sigma B}
\]
and (see [10, Proposition 2.7])
\[
J_{\tau S}(x, y) = ((\text{Id}_X + \tau^2 K^* K)^{-1}(x - \tau K^*)y, (\text{Id}_Y + \tau^2 K K^*)^{-1}(y + \tau Kx)) \forall (x, y) \in X \times Y,
\]
this yields the following algorithm:

**Algorithm 3**

**Initialization:** Choose \(\sigma, \tau > 0\) such that \(\sigma \tau < 1\) and \((x^0, y^0), (u^0, v^0) \in X \times Y\).

Set \((\bar{x}^0, \bar{y}^0) := (x^0, y^0)\).

For \(n \geq 0\) set:
\[
u^{n+1} := J_{\sigma A^{-1}} (u^n + \sigma \bar{x}^n)
\]
\[
v^{n+1} := J_{\sigma B} (v^n + \sigma \bar{y}^n)
\]
\[
x^{n+1} := (\text{Id}_X + \tau^2 K^* K)^{-1} [x^n - \tau v^{n+1} - \tau K^* (y^n - \tau v^{n+1})]
\]
\[
y^{n+1} := (\text{Id}_Y + \tau^2 K K^*)^{-1} [y^n - \tau v^{n+1} + \tau K (x^n - \tau u^{n+1})]
\]
\[
\bar{x}^{n+1} := 2x^{n+1} - x^n
\]
\[
\bar{y}^{n+1} := 2y^{n+1} - y^n
\]

The following convergence statement is a consequence of Theorem 2.

**Theorem 4** Assume that \(X\) and \(Y\) are finite-dimensional spaces and that the system of inclusions (6) is solvable. Then the sequence \((x^n, y^n)_{n \geq 0}\) generated in Algorithm 3 converges to \((x^*, y^*)\), a solution of the system of inclusions (6), which yields that \(x^*\) is a solution of the primal inclusion problem (1) and \(y^*\) is a solution of the dual inclusion problem (2).

**Remark 5** As we have already mentioned, the system of inclusions (6) is solvable if and only if the primal inclusion problem (1) is solvable, which is further equivalent to solvability of the dual inclusion problem (2). Let us also notice that from the point of view of the numerical implementation Algorithm 3 has the drawback to ask for the calculation of the inverses of \(\text{Id}_X + \tau^2 K^* K\) and \(\text{Id}_Y + \tau^2 K K^*\). This task can be in general very hard, but it becomes very simple when \(K\) is, for instance, orthogonal, like it happens for the linear transformations to which orthogonal wavelets give rise and which play an important role in signal processing.

### 3 Zeros of sums of compositions of monotone operators with linear continuous operators

In this section we provide via the primal-dual scheme Algorithm 1 an algorithm for solving the inclusion problem (3)

\[
\text{find } x \in X \text{ such that } 0 \in \sum_{i=1}^k K_i^* B_i K_i x,
\]
where $X$ and $Y_i$ are real Hilbert spaces, $B_i : Y_i \rightrightarrows Y_i$ are maximal monotone operators and $K_i : X \rightarrow Y_i$ are linear continuous operators for $i = 1, \ldots, k$. The dual inclusion problem of (3) is problem (4)

$$\text{find } y = (y_1, \ldots, y_k) \in Y_1 \times \ldots \times Y_k \text{ such that } \sum_{i=1}^{k} K_i^* y_i = 0 \text{ and } \bigcap_{i=1}^{k} (B_i K_i)^{-1}(y_i) \neq \emptyset.$$ 

Following the product space approach from [10] and [5] we show that this primal-dual pair can be reduced to a primal-dual pair of inclusion problems of the form (1)-(2).

Consider the real Hilbert space $H := X^k$ endowed with the inner product $(x, u)_H = \sum_{i=1}^{k} \langle x_i, u_i \rangle_X$ for $x = (x_i)_{1 \leq i \leq k}, u = (u_i)_{1 \leq i \leq k} \in H$, where $(\cdot, \cdot)_X$ denotes the inner product on $X$. Further, let $Y := Y_1 \times \ldots \times Y_k$ be the real Hilbert space endowed with the inner product $(y, z)_Y := \sum_{i=1}^{k} \langle y_i, z_i \rangle_{Y_i}$ for $y = (y_i)_{1 \leq i \leq k}, z = (z_i)_{1 \leq i \leq k} \in Y$, where $(\cdot, \cdot)_{Y_i}$ denotes the inner product on $Y_i, i = 1, \ldots, k$. We define $A : H \rightrightarrows H, A := N_Y$, where $V = \{(x, \ldots, x) \in H : x \in X\}, B : Y \rightrightarrows Y, B(y_1, \ldots, y_k) = (B_1 y_1, \ldots, B_k y_k)$, and $K : H \rightarrow Y, K(x_1, \ldots, x_k) = (K_1 x_1, \ldots, K_k x_k)$. Obviously, the adjoint operator of $K$ is $K^* : Y \rightarrow H, K^*(y_1, \ldots, y_k) = (K_1^* y_1, \ldots, K_k^* y_k)$, for $(y_1, \ldots, y_k) \in Y$. Further, let be $j : X \rightarrow H, j(x) = (x_1, \ldots, x)$.

The operators $A$ and $B$ are maximal monotone and $x$ solves (3) if and only if $(0, \ldots, 0) \in A(j(x)) + K^* B K(j(x))$,

while $y = (y_1, \ldots, y_k)$ solves (4) if and only if $(0, \ldots, 0) \in B^{-1} y - K A^{-1} (-K^*) y$.

Applying Algorithm 1 to the inclusion problem

$$\text{find } (x_1, \ldots, x_k) \in H \text{ such that } 0 \in A(x_1, \ldots, x_k) + K^* B K(x_1, \ldots, x_k)$$

with starting point $(x_0, x_0, y_0^0, y_0^0, \ldots, y_0^0) \in X \times \ldots \times X \times Y_1 \times \ldots \times Y_k$, constants $\sigma, \tau > 0$

and $(x_1^0, \ldots, x_k^0) := (x_0^0, \ldots, x_0^0)$ yields for any $n \geq 0$ the following iterations:

$$(y_i^{n+1})_{1 \leq i \leq k} := J_{\sigma B^{-1}}(y_i^n + \sigma K_i^* x_i^n + \sigma K_i^* y_i^n)$$

$$(x_i^{n+1})_{1 \leq i \leq k} := J_{\tau A^{-1}}(x_i^n + \tau K_i^* y_i^n - \tau K_i^* y_i^n)$$

$$(x_i^{n+1})_{1 \leq i \leq k} := 2(x_i^n + \tau K_i^* y_i^n) - (x_i^n)_{1 \leq i \leq k}.$$ 

According to [10], for the occurring resolvents we have that $J_{\tau A}(u_1, \ldots, u_k) = j(\frac{1}{\tau} \sum_{i=1}^{k} u_i)$ for $(u_1, \ldots, u_k) \in H$ and $J_{\tau B^{-1}}(z_1, \ldots, z_k) = (J_{\tau B_1^{-1}} z_1, \ldots, J_{\tau B_k^{-1}} z_k)$ for $(z_1, \ldots, z_k) \in Y$. This means that for any $n \geq 1$ it holds $x_i^n = \ldots = x_k^n$ and $x_i^{n+1} = \ldots = x_k^{n+1}$, which shows that there is no loss in the generality of the algorithm when assuming that the first $k$ components of the starting point coincide. Notice that a solution $(\widehat{x}_1, \ldots, \widehat{x}_k)$ of (23) must belong to dom $A$, thus $\widehat{x}_1 = \ldots = \widehat{x}_k$. We obtain the following algorithm:

**Algorithm 6**

**Initialization:** Choose $\sigma, \tau > 0$ such that $\sigma \tau \sum_{i=1}^{k} \|K_i\|^2 < 1$ and $(x_0, y_0^0, \ldots, y_0^0) \in X \times Y_1 \times \ldots \times Y_k$. Set $x_0 := x_0$.

**For** $n \geq 0$ **set:**

$$y_i^{n+1} := J_{\tau B_i^{-1}}(y_i^n + \sigma K_i^* x_i^n), i = 1, \ldots, k$$

$$x_i^{n+1} := x_i^n - \frac{\tau}{\sigma} \sum_{i=1}^{k} K_i^* y_i^{n+1}$$

$$x_i^{n+1} := 2x_i^{n+1} - x_i^n$$
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The convergence of Algorithm 6 is stated by the following result which is a consequence of Theorem 2.

**Theorem 7** Assume that \(X\) and \(Y\), \(i = 1, \ldots, k\), are finite-dimensional spaces and \((3)\) is solvable. Then \((4)\) is also solvable and the sequences \((x^n)_{n \geq 0}\) and \((y^n_1, \ldots, y^n_k)_{n \geq 0}\) generated in Algorithm 6 converge to a solution of the primal inclusion problem \((3)\) and to a solution of the dual inclusion problem \((4)\), respectively.

**Remark 8** Since \(\|K\|_2 \leq \sum_{i=1}^k \|K_i\|_2\), the inequality \(\sigma \tau \sum_{i=1}^k \|K_i\| < 1\) in Algorithm 6 is considered in order to ensure that \(\sigma \tau \|K\| < 1\).

**Remark 9** The iterative schemes in Algorithm 1 and Algorithm 6 follow for some appropriate initializations from the one proposed in [29], as the author of this paper kindly pointed it out to us. The approach in [29] relies on an idea similar to the one from [10,13], as it assumes the reformulation of the primal-dual pair as the problem of finding the zeros of the sum of a maximal monotone operator and a cocoercive operator, solved via an error-tolerant Forward-Backward algorithm. In counterpart, the technique we propose here puts in foreground the Fejér-type inequality \((9)\), which is of big importance in the context of studying the convergence rates of iterative methods relying on Algorithm 1.

When particularizing the above framework to the case when \(Y_i = X\) and \(K_i = \text{Id}_X\) for \(i = 1, \ldots, k\), the primal-dual pair of inclusion problems \((3)-(4)\) become

\[
\text{find } x \in X \text{ such that } 0 \in \sum_{i=1}^k B_i x \tag{24}
\]

and

\[
\text{find } y = (y_1, \ldots, y_k) \in X \times \ldots \times X \text{ such that } \sum_{i=1}^k y_i = 0 \text{ and } \bigcap_{i=1}^k B_i^{-1}(y_i) \neq \emptyset, \tag{25}
\]

respectively. In this situation \(H = Y\), \(K = \text{Id}_H\), \(\|K\| = 1\) and

\[
x \text{ solves } (24) \text{ if and only if } (0, \ldots, 0) \in A(j(x)) + B(j(x)),
\]

while

\[
y = (y_1, \ldots, y_k) \text{ solves } (25) \text{ if and only if } (0, \ldots, 0) \in B^{-1}(y) - A^{-1}(-y).
\]

Algorithm 6 yields in this particular case the following iterative scheme:

**Algorithm 10**

**Initialization:** Choose \(\sigma, \tau > 0\) such that \(\sigma \tau < 1\) and \((x^0, y^0_1, \ldots, y^0_k) \in X \times \ldots \times X\). Set \(x^0 : = x^0\).

For \(n \geq 0\) set:

\[
y^{n+1}_i := J_{\sigma B_i^{-1}}(y^n_i + \sigma x^n), \quad i = 1, \ldots, k \]
\[
x^{n+1} := x^n - \tau \sum_{i=1}^k y^{n+1}_i \]
\[
\bar{x}^{n+1} := 2x^{n+1} - x^n
\]
The convergence of Algorithm 10 follows via Theorem 7.

**Theorem 11** Assume that $X$ is a finite-dimensional space and (24) is solvable. Then (25) is also solvable and the sequences $(x^n)_{n \geq 0}$ and $(y^n_1, \ldots, y^n_k)_{n \geq 0}$ generated in Algorithm 10 converge to a solution of the primal inclusion problem (24) and to a solution of the dual inclusion problem (25), respectively.

In the last part of this section we provide a second algorithm which solves (24) and (25) which starts from the premise that by changing the roles of $A$ and $B$ one has

$$x \text{ solves (24) if and only if } (0, \ldots, 0) \in B(j(x)) + A(j(x)),$$

while

$$y = (y_1, \ldots, y_k) \text{ solves (25) if and only if } (0, \ldots, 0) \in A^{-1}(-y) - B^{-1}(y).$$

Applying Algorithm 1 to the inclusion problem

$$\text{find } (x_1, \ldots, x_k) \in H \text{ such that } 0 \in B(x_1, \ldots, x_k) + A(x_1, \ldots, x_k)$$

with starting point $(x^0_1, \ldots, x^0_k, y^0_1, \ldots, y^0_k) \in X \times \ldots \times X$, constants $\sigma, \tau > 0$ and $(\pi^0_1, \ldots, \pi^0_k) := (x^0_1, \ldots, x^0_k)$ yields for any $n \geq 0$ the following iterations:

$$(y^n_i + 1)_{1 \leq i \leq k} = J_{\sigma A^{-1}}(y^n_i)_{1 \leq i \leq k} + \sigma(\pi^n_i)_{1 \leq i \leq k},$$

$$(x^n_i + 1)_{1 \leq i \leq k} = J_{\tau B}(x^n_i)_{1 \leq i \leq k} - \tau(y^n_i + 1)_{1 \leq i \leq k},$$

$$(\pi^n_i + 1)_{1 \leq i \leq k} = 2(x^n_i + 1)_{1 \leq i \leq k} - (x^n_i)_{1 \leq i \leq k}.$$

Noticing that $J_{\sigma A^{-1}} = J_{\sigma N^{-1}_V} = \Id_H - \sigma J_{\sigma -1 N_V} \circ \sigma^{-1} \Id_H$ (see [5, Proposition 23.18]) and $J_{\sigma^{-1} N_V}(u_1, \ldots, u_k) = J_{N_V}(u_1, \ldots, u_k) = j(\frac{1}{k} \sum_{i=1}^k u_i)$ for $(u_1, \ldots, u_k) \in H$ (see [10, relation (3.27)]) and by making for any $n \geq 0$ the change of variables $y^n_i := -y^n_i$ for $i = 1, \ldots, k$, we obtain the following iterative scheme:

**Algorithm 12**

**Initialization:** Choose $\sigma, \tau > 0$ such that $\sigma \tau < 1$ and

$$(x^0_1, \ldots, x^0_k, y^0_1, \ldots, y^0_k) \in X \times \ldots \times X.$$ Set $(\pi^0_1, \ldots, \pi^0_k) := (x^0_1, \ldots, x^0_k)$.

For $n \geq 0$ set:

$$y^{n+1}_i := y^n_i - \sigma \pi^n_i + \frac{1}{k} \sum_{j=1}^k y^n_j + \frac{\sigma}{k} \sum_{j=1}^k \pi^n_j, i = 1, \ldots, k,$$

$$x^{n+1}_i := J_{\tau B}(x^n_i + \tau y^{n+1}_i), i = 1, \ldots, k,$$

$$\pi^{n+1}_i := 2x^{n+1}_i - x^n_i, i = 1, \ldots, k.$$

**Theorem 13** Assume that $X$ is finite dimensional and (24) is solvable. Then (25) is also solvable, the sequences $(x^n_i)_{n \geq 0}, i = 1, \ldots, k$, generated in Algorithm 12 converge to the same solution of (24) and the sequence $(y^n_1, \ldots, y^n_k)_{n \geq 0}$ generated by the same algorithm converges to a solution of (25).
4 Solving convex optimization problems via the primal-dual algorithm

The aim of this section is to employ the iterative methods investigated above for solving several classes of unconstrained convex optimization problems. We start by recalling some elements of convex analysis (see [5, 6, 19, 26, 31]).

When $X$ is a real Hilbert space and $f : X \rightarrow \mathbb{R} := \mathbb{R} \cup \{±\infty\}$ a proper (i.e., dom $f = \{x \in X : f(x) < +\infty\} \neq \emptyset$ and $f > -\infty$), convex and lower semicontinuous function $f : X \rightarrow \mathbb{R} := \mathbb{R} \cup \{±\infty\}$, then its (convex) subdifferential, which is defined by $\partial f(x) := \{u \in X : f(y) \geq f(x) + \langle u, y - x \rangle \ \forall y \in X\}$, for $x \in f^{-1}(\mathbb{R})$, and $\partial f(x) := \emptyset$, otherwise, is a maximal monotone operator (see [25]). Moreover, $(\partial f)^{-1} = \partial f^*$, where $f^* : X \rightarrow \mathbb{R}$, $f^*(u) = \sup_{x \in X} \{\langle u, x \rangle - f(x)\}$ for $u \in X$, denotes the conjugate function of $f$. Examples of maximal monotone operators which fail to be subdifferentials of a proper, convex and lower semicontinuous function are nonzero skew operators defined on a Hilbert space with a dimension greater than or equal to 2 (see [26]).

For $\gamma > 0$ and $x \in X$ we denote by $\text{prox}_{\gamma f}(x)$ the proximal point of parameter $\gamma$ of $f$ at $x$, which is the unique optimal solution of the optimization problem

$$\inf_{y \in X} \left\{ f(y) + \frac{1}{2\gamma} \|y - x\|^2 \right\} .$$

Notice that $J_{\gamma \partial f} = (\text{Id}_X + \gamma \partial f)^{-1} = \text{prox}_{\gamma f}$, thus $\text{prox}_{\gamma f} : X \rightarrow X$ is a single-valued operator fulfilling the extended Moreau’s decomposition formula

$$\text{prox}_{\gamma f} + \gamma \text{prox}_{(1/\gamma) f^*} \circ \gamma^{-1} \text{Id}_X = \text{Id}_X .$$

Let us also recall that the function $f : X \rightarrow \mathbb{R}$ is said to be strongly convex (with modulus $\gamma > 0$), if $f - \frac{\gamma}{2} \| \cdot \|^2$ is a convex function.

When $C \subseteq X$ is a nonempty, convex and closed set, its indicator function $\delta_C : X \rightarrow \mathbb{R}$, is the proper, convex and lower semicontinuous function that takes the value 0 on $C$ and $+\infty$ otherwise. The subdifferential of $\delta_C$ is the normal cone of $C$, that is $N_C(x) = \{u \in X : \langle u, y - x \rangle \leq 0 \ \forall y \in C\}$, if $x \in C$ and $N_C(x) = \emptyset$ for $x \notin C$. For $\gamma > 0$ it holds

$$J_{\gamma N_C} = J_{N_C} = J_{\delta C} = (\text{Id}_X + N_C)^{-1} = \text{prox}_{\delta C} = P_C,$$

where $P_C : X \rightarrow C$ denotes the projection operator on $C$ (see [5, Example 23.3 and Example 23.4]).

For the real Hilbert spaces $X$ and $Y$, the proper, convex and lower semicontinuous functions $f : X \rightarrow \mathbb{R}$ and $g : Y \rightarrow \mathbb{R}$ and the linear continuous operator $K : X \rightarrow Y$ consider the optimization problem

$$\inf_{x \in X} \{f(x) + g(Kx)\}$$

along with its Fenchel dual problem (see [5, 6, 19, 31])

$$\sup_{y \in Y} \{-f^*(-K^*y) - g^*(y)\} .$$

For this primal-dual pair weak duality always holds, i.e., the optimal objective value of the primal problem is greater than or equal to the optimal objective value of the dual problem.
In order to guarantee strong duality, i.e., the situation when the optimal objective values of the two problems coincide and the dual problem has an optimal solution one needs to ask for the fulfillment of a so-called qualification condition. One of the weakest interiority-type qualification conditions known in the literature reads (see [5–7, 26, 31])

\[(QC) \quad 0 \in \text{sqri}(\text{dom } g - K(\text{dom } f)).\]

Here, for \(C\) a convex set, we denote by \(\text{sqri} C := \{x \in C : \cup_{\lambda > 0} \lambda(C - x)\}\) a closed linear subspace of \(X\) its strong quasi-relative interior. The strong quasi-relative interior of \(C\) is a superset of the topological interior of \(C\), i.e., \(\text{int } C \subseteq \text{sqri } C\) (in general this inclusion may be strict). If \(X\) is finite-dimensional, then \(\text{sqri } C\) coincides with the relative interior of \(C\), which is the interior of \(C\) with respect to its affine hull. The qualification condition \((QC)\) is fulfilled, for instance, when there exists \(x' \in \text{dom } f \cap K^{-1}(\text{dom } g)\) such that \(g\) is continuous at \(Kx'\).

Algorithm 1 written for \(A := \partial f \) and \(B := \partial g\) yields the following iterative scheme:

**Algorithm 14**

**Initialization:** Choose \(\sigma, \tau > 0\) such that \(\sigma \tau \|K\|^2 < 1\) and \((x^0, y^0) \in X \times Y\).

Set \(\pi^0 := x^0\).

For \(n \geq 0\) set:

\[y^{n+1} := \text{prox}_g(y^n + \sigma K\pi^n)\]
\[x^{n+1} := \text{prox}_{f}(x^n - \tau K^* y^{n+1})\]
\[\pi^{n+1} := 2x^{n+1} - x^n\]

We have the following convergence result.

**Theorem 15** Assume that the primal problem (29) has an optimal solution \(\hat{x}\) and the qualification condition \((QC)\) is fulfilled. Let \((x^n, \pi^n, y^n)_{n \geq 0}\) be the sequence generated by Algorithm 14. The following statements are true:

(i) There exists \(\hat{y} \in Y\), an optimal solution of the dual problem (30), the optimal objective values of the two optimization problems coincide and \((\hat{x}, \hat{y})\) is a solution of the system of inclusions

\[Kx \in \partial g^*(y) \quad \text{and} \quad -K^* y \in \partial f(x).\]

(ii) For any \(n \geq 0\) it holds

\[\frac{\|x^n - \hat{x}\|^2}{2\tau} + (1 - \sigma \tau \|K\|^2)\frac{\|y^n - \hat{y}\|^2}{2\sigma} \leq \frac{\|x^0 - \hat{x}\|^2}{2\tau} + \frac{\|y^0 - \hat{y}\|^2}{2\sigma},\]

thus the sequence \((x^n, y^n)_{n \geq 0}\) is bounded.

(iii) If \(X\) and \(Y\) are finite-dimensional, then \((x^n)_{n \geq 0}\) converges to an optimal solution of (29) and \((y^n)_{n \geq 0}\) converges to an optimal solution of (30).

**Remark 16** (i) Statement (i) of the above theorem is well-known in the literature, (31) being nothing else than the system of optimality conditions for the primal-dual pair (29)-(30) (see [6, 19, 31]), while the other two statements follow from Theorem 2.

(ii) The existence of optimal solutions of the primal problem (29) is guaranteed if \(K(\text{dom } f) \cap \text{dom } g \neq \emptyset\) and, for instance, \(f\) is coercive and \(g\) is bounded below. Indeed, under these circumstances, the objective function of (29) is coercive and the statement follows via [31, Theorem 2.5.1(ii)]. On the other hand, when \(f\) is strongly convex, then
\( f + g \circ K \) is strongly convex, too, thus (29) has a unique optimal solution (see [5, Corollary 11.16]).

(iii) We rediscovered above the iterative scheme and the convergence statement from [12] as a particular instance of the general results furnished in Section 2.

For \( X \) and \( Y_i \) real Hilbert spaces, \( g_i : Y_i \to \mathbb{R} \) proper, convex and lower semicontinuous functions and \( K_i : X \to Y_i \) linear continuous operators, \( i = 1, ..., k \), consider the optimization problem

\[
\inf_{x \in X} \sum_{i=1}^{k} g_i(K_i x) \tag{33}
\]

and its Fenchel-type dual problem

\[
\sup_{y_i \in Y_i, i=1, \ldots, k} \sum_{i=1}^{k} -g_i^*(y_i). \tag{34}
\]

One of the weakest qualification conditions guaranteeing strong-duality for the primal-dual pair (33)-(34) reads (see, for instance, [6,10,31])

\[
(QC^Σ) \quad 0 \in \text{sqri} \left( \prod_{i=1}^{k} \text{dom} g_i - \{(K_1 x, ..., K_k x) : x \in X\} \right)
\]

and it is fulfilled, for instance, when there exists \( x' \in \bigcap_{i=1}^{k} K_i^{-1}(\text{dom} g_i) \) such that \( g_i \) is continuous at \( K_i x' \), \( i = 1, ..., k \). By taking \( B_i := \partial g_i, i = 1, ..., k \), Algorithm 6 yields the following iterative scheme:

**Algorithm 17**

**Initialization:** Choose \( \sigma, \tau > 0 \) such that \( \sigma \tau \sum_{i=1}^{k} \|K_i\|^2 < 1 \) and \( (x^0, y_{1}^0, ..., y_{k}^0) \in X \times Y_1 \times ... \times Y_k \). Set \( x^0 := x^0 \).

For \( n \geq 0 \) set:

\[
\begin{align*}
\tilde{y}_i^{n+1} &:= \text{prox}_{\sigma g_i^*} (y_i^n + \sigma K_i \tilde{x}^n), i = 1, ..., k \\
x^{n+1} &:= x^n - \frac{1}{\tau} \sum_{i=1}^{k} K_i^* y_{i}^{n+1} \\
\tilde{x}^{n+1} &:= 2x^{n+1} - x^n
\end{align*}
\]

The convergence of Algorithm 17 is stated by the following result which is a consequence of Theorem 7.

**Theorem 18** Assume that the primal problem (33) has an optimal solution \( \hat{x} \) and the qualification conditions \((QC^Σ)\) is fulfilled. The following statements are true:

(i) There exists \((\hat{y}_1, ..., \hat{y}_k) \in Y_1 \times ... \times Y_k\), an optimal solution of the dual problem (34), the optimal objective values of the two optimization problems coincide and \((\hat{x}, \hat{y}_1, ..., \hat{y}_k)\) is a solution of the system of inclusions

\[
K_i x \in \partial g_i^*(y_i), \ i = 1, ..., k, \ \text{and} \ \sum_{i=1}^{k} K_i^* y_i = 0. \tag{35}
\]

(ii) If \( X \) and \( Y \) are finite-dimensional, then the sequences \( (x^n)_{n \geq 0} \) and \( (y_1^n, ..., y_k^n)_{n \geq 0} \) generated in Algorithm 17 converge to an optimal solution of (33) and (34), respectively.
Considering, finally, the particular case when \( Y_i = X \) and \( K_i = \text{Id}_X \), \( i = 1, \ldots, k \), the problems (33) and (34) become
\[
\inf_{x \in X} \sum_{i=1}^{k} g_i(x)
\]
and, respectively,
\[
\sup_{y_i \in X, i = 1, \ldots, k} \sum_{i=1}^{k} -g_i^*(y_i)\]
The qualification conditions \( QCg \) functions \( x \) and it is fulfilled, for instance, if there exists \( \sigma, \tau > 0 \) such that \( \sigma \tau < 1 \) and
\[
\sum_{i=1}^{k} \sigma \tau < 1
\]
Algorithm 19
Initialization: Choose \( \sigma, \tau > 0 \) such that \( \sigma \tau < 1 \) and \( (x_0^0, y_1^0, \ldots, y_k^0) \in X \times \cdots \times X \). Set \( \bar{x}_0 := x_0^0 \).
For \( n \geq 0 \) set:
\[
\begin{align*}
y_i^{n+1} &:= \text{prox}_{\sigma g_i}(y_i^n + \sigma \bar{x}^n), \; i = 1, \ldots, k \\
x_i^{n+1} &:= x_n - \frac{\tau}{k} \sum_{j=1}^{k} y_j^{n+1} \\
\bar{x}_i^{n+1} &:= 2x_i^{n+1} - x_i^n
\end{align*}
\]
while Algorithm 12 gives rise to the following iterative scheme:

Algorithm 20
Initialization: Choose \( \sigma, \tau > 0 \) such that \( \sigma \tau < 1 \) and \( (x_1^0, \ldots, x_k^0, y_1^0, \ldots, y_k^0) \in X \times \cdots \times X \). Set \( (x_1^0, \ldots, x_k^0) := (x_1^0, \ldots, x_k^0) \).
For \( n \geq 0 \) set:
\[
\begin{align*}
y_i^{n+1} &:= y_i^n - \frac{\sigma}{k} \bar{x}_i^n + \frac{1}{k} \sum_{j=1}^{k} y_j^n + \frac{\sigma}{k} \sum_{j=1}^{k} \bar{x}_j^n, \; i = 1, \ldots, k \\
x_i^{n+1} &:= \text{prox}_{\tau g_i}(x_i^n + \tau y_i^{n+1}), \; i = 1, \ldots, k \\
\bar{x}_i^{n+1} &:= 2x_i^{n+1} - x_i^n
\end{align*}
\]
We have the following convergence theorem.

Theorem 21 Assume that the primal problem (36) has an optimal solution \( \hat{x} \) and the qualification conditions \( QCg \) is fulfilled. The following statements are true:
(i) There exists \( (y_1^*, \ldots, y_k^*) \in X \times \cdots \times X \), an optimal solution of the dual problem (37), the optimal objective values of the two optimization problems coincide and \( (\hat{x}, \hat{y}_1, \ldots, \hat{y}_k) \) is a solution of the system of inclusions
\[
x \in \partial g_i^*(y_i), \; i = 1, \ldots, k, \; \text{and} \; \sum_{i=1}^{k} y_i = 0.
\]
(ii) If \( X \) is finite-dimensional, then the sequences \( (x_i^n)_{n \geq 0} \) and \( (y_1^n, \ldots, y_k^n)_{n \geq 0} \) generated in Algorithm 19 converge to an optimal solution of (36) and (37), respectively.
(iii) If \( X \) is finite-dimensional, then the sequences \( (x_i^n)_{n \geq 0}, i = 1, \ldots, k \), generated in Algorithm 20 converges to the same optimal solution of (36) and the sequence \( (y_1^n, \ldots, y_k^n)_{n \geq 0} \) generated by the same algorithm converges to an optimal solution of (37).
Due to the absence of linear continuous operators in its formulation, one can consider for the solving of the optimization problem (36) also other splitting algorithms with an easy implementable formulation. In order to compare the structure of Algorithm 19 to some of the most popular decomposition methods, we point out that the iterative steps can be reformulated for \( n \geq 0 \) as (here, \( x^{-1} := x^0 \))

\[
y^{n+1}_i := \text{prox}_{\sigma g^*_i}(y^n_i + \sigma(2x^n - x^{n-1})), \quad i = 1, \ldots, k
\]

\[
x^{n+1} := x^n - \frac{\tau}{k} \sum_{i=1}^k y_i^{n+1}
\]

(i) The (parallel) Douglas-Rachford splitting algorithm, as described in [5, Proposition 25.7], applied to problem (36) gives rise for \( n \geq 0 \) to the following iterative steps

\[
p^n := \frac{1}{k} \sum_{i=1}^k u^n_i
\]

\[
v^n_i := \text{prox}_{\gamma g_i}(u^n_i), \quad i = 1, \ldots, k
\]

\[
q^n := \frac{1}{k} \sum_{i=1}^k v^n_i
\]

\[
u^{n+1}_i := u^n_i + \lambda^n(2q^n - p^n - v^n_i), \quad i = 1, \ldots, k
\]

Taking in the primal-dual algorithm \( \sigma = \tau = 1 \) and in the Douglas-Rachford splitting algorithm \( \gamma = 1 \) and \( \lambda_n = 1 \) for any \( n \geq 0 \), it turns out that the two iterative schemes are equivalent in the following sense. If the sequence \((x^n, y^n_1, \ldots, y^n_k)_{n \geq 0}\) is generated by the primal-dual algorithm, then the sequence \((u^n_1, \ldots, u^n_k, v^n_1, \ldots, v^n_k)_{n \geq 0}\), where \( u^n_i := y^n_i + 2x^n - x^{n-1} \) and \( v^n := y^n_i - y^{n+1}_i \), for \( i = 1, \ldots, k \), is the one generated by the Douglas-Rachford splitting algorithm. Conversely, if \((u^n_1, \ldots, u^n_k, v^n_1, \ldots, v^n_k)_{n \geq 0}\) is the sequence generated by the Douglas-Rachford splitting algorithm, then \((x^n, y^n_1, \ldots, y^n_k)_{n \geq 0}\), where \( y^n_i := u^{n-1}_i - v^{n-1}_i \), \( i = 1, \ldots, k \), and \( x^n := u^n - y^n_i + \frac{1}{k} \sum_{i=1}^k y^n_i \), is the one generated by the primal-dual algorithm.

(ii) The alternating direction method of multipliers (ADMM) applied to the dual optimization problem (37) gives rise (see [9, Subsection 7.3.2]) for \( n \geq 0 \) to the following iterative steps

\[
y^{n+1}_i := \text{prox}_{\rho^{-1}g_i^*}(y^n_i - u^n - \bar{x}^n), \quad i = 1, \ldots, k
\]

\[
\bar{x}^{n+1} := \frac{1}{k} \sum_{i=1}^k y_i^{n+1}
\]

\[
u^{n+1} := u^n + \bar{x}^{n+1}
\]

which can be equivalently written as

\[
y^{n+1}_i := \text{prox}_{\rho^{-1}g_i^*}(y^n_i - (2u^n - u^{n-1})), \quad i = 1, \ldots, k
\]

\[
u^{n+1} := u^n + \frac{1}{k} \sum_{i=1}^k y_i^{n+1}.
\]
By defining $x^n := -u^n$ for all $n \geq 0$, this is further equivalent to

$$y_{i}^{n+1} := \text{prox}_{\rho^{-1}g_i^*(y_i^n + (2x^n - x^{n-1}))}, i = 1, \ldots, k$$

$$x^{n+1} := x^n - \frac{1}{k} \sum_{i=1}^{k} y_{i}^{n+1}$$

Thus, the primal-dual method applied to (36) for $\sigma = \tau = 1$ is equivalent to ADMM with penalty parameter $\rho = 1$ applied to the dual (37).

(iii) Spingarn’s method, as described in [27, Section 5], applied to problem (36) gives rise for $n \geq 0$ to the following iterative steps (here, $\sum_{i=1}^{k} y_i^0 = 0$)

$$\overline{y}_{i}^{n} := \text{prox}_{g_i^*}(x^n + y_i^n), i = 1, \ldots, k$$

$$\overline{x}_{i}^{n} := x^n + y_i^n - \overline{y}_{i}^{n}, i = 1, \ldots, k$$

$$x^{n+1} := \frac{1}{k} \sum_{i=1}^{k} \overline{x}_{i}^{n}$$

$$y_{i}^{n+1} := \overline{y}_{i}^{n} - \frac{1}{k} \sum_{i=1}^{k} \overline{y}_{i}^{n}, i = 1, \ldots, k$$

which can be equivalently written as

$$\overline{y}_{i}^{n} := \text{prox}_{g_i^*}(x^n + y_i^n), i = 1, \ldots, k$$

$$x^{n+1} := x^n - \frac{1}{k} \sum_{i=1}^{k} \overline{y}_{i}^{n}$$

$$y_{i}^{n+1} := \overline{y}_{i}^{n} - \frac{1}{k} \sum_{i=1}^{k} \overline{y}_{i}^{n}, i = 1, \ldots, k$$

and further as

$$\overline{y}_{i}^{n+1} := \text{prox}_{g_i^*}(\overline{y}_{i}^{n} + 2x^{n+1} - x^n), i = 1, \ldots, k.$$  

$$x^{n+2} := x^{n+1} - \frac{1}{k} \sum_{i=1}^{k} \overline{y}_{i}^{n+1}$$

One can recognize in the reformulation of Spingarn’s method the same structure as for the primal-dual method in the case when $\sigma = 1$ and $\tau = 1$.

5 Numerical experiments

In this section we present numerical experiments involving the primal-dual algorithm and some of its variants when solving some nondifferentiable convex optimization problems originating in image processing and in location theory.
5.1 Image deblurring and denoising

The first numerical experiment concerns the solving of an ill-conditioned linear inverse problem arising in image deblurring. To this end, we consider images of size $M \times N$ as vectors $x \in \mathbb{R}^m$ for $m = MN$, where each pixel denoted by $x_{i,j}$, $1 \leq i \leq M$, $1 \leq j \leq N$, ranges in the closed interval from 0 (pure black) to 1 (pure white). For a given matrix $A \in \mathbb{R}^{m \times m}$ describing a blur operator and a given vector $b \in \mathbb{R}^m$ representing the blurred and noisy image the task that we considered was to estimate the unknown original image $x^* \in \mathbb{R}^m$ solving the linear system $Ax = b$.

To this aim we solved the following regularized convex nondifferentiable problem

$$\inf_{x \in [0,1]^m} \left\{ \|Ax - b\|^2 + \lambda_1 TV(x) + \lambda_2 \|x\|_1 \right\}, \quad (39)$$

where $TV : \mathbb{R}^m \to \mathbb{R}$ is a discrete total variation functional, $\lambda_1, \lambda_2 > 0$ are regularization parameters and the regularization is done by a combination of two functionals with different properties.

Two popular choices for the discrete total variation functional are the anisotropic total variation $TV_{\text{aniso}} : \mathbb{R}^m \to \mathbb{R}$

$$TV_{\text{aniso}}(x) = \sum_{i=1}^{M-1} \sum_{j=1}^{N-1} |x_{i+1,j} - x_{i,j}| + |x_{i,j+1} - x_{i,j}|$$

$$+ \sum_{i=1}^{M-1} |x_{i+1,N} - x_{i,N}| + \sum_{j=1}^{N-1} |x_{M,j+1} - x_{M,j}|$$

and the isotropic total variation $TV_{\text{iso}} : \mathbb{R}^m \to \mathbb{R}$

$$TV_{\text{iso}}(x) = \sum_{i=1}^{M-1} \sum_{j=1}^{N-1} \sqrt{(x_{i+1,j} - x_{i,j})^2 + (x_{i,j+1} - x_{i,j})^2}$$

$$+ \sum_{i=1}^{M-1} |x_{i+1,N} - x_{i,N}| + \sum_{j=1}^{N-1} |x_{M,j+1} - x_{M,j}| .$$

We denote $\mathcal{Y} = \mathbb{R}^m \times \mathbb{R}^m$ and define the linear operator $L : \mathbb{R}^m \to \mathcal{Y}$, $x_{i,j} \mapsto (L_1 x_{i,j}, L_2 x_{i,j})$, where

$$L_1 x_{i,j} = \begin{cases} x_{i+1,j} - x_{i,j}, & \text{if } i < M \\ 0, & \text{if } i = M \end{cases} \quad \text{and} \quad L_2 x_{i,j} = \begin{cases} x_{i,j+1} - x_{i,j}, & \text{if } j < N \\ 0, & \text{if } j = N . \end{cases}$$

The operator $L$ represents a discretization of the gradient in the horizontal and vertical directions. One can easily check that $\|L\|^2 \leq 8$ and that its adjoint $L^* : \mathcal{Y} \to \mathbb{R}^m$ is as easy to implement as the operator itself (cf. [11]).

We concretely looked at the $256 \times 256$ cameraman test image, which is part of the image processing toolbox in Matlab. We scaled the pixels to the interval $[0,1]$ and vectorized the image, obtaining a vector of dimension $m = 256 \times 256 = 65536$. Further, by making use of the Matlab functions `imfilter` and `fspecial`, we blurred the image as follows:

```
H = fspecial('gaussian', 9, 4); % gaussian blur of size 9 times 9
% and standard deviation 4
B = imfilter(X, H, 'conv', 'symmetric'); % B=observed blurred image
% X=original image
```
In row 1 the function fspecial returns a rotationally symmetric Gaussian lowpass filter of size $9 \times 9$ with standard deviation 4. The entries of $H$ are nonnegative and their sum adds up to 1. In row 3 the function imfilter convolves the filter $H$ with the image $X$ and outputs the blurred image $B$. The boundary option ”symmetric” corresponds to reflexive boundary conditions.

Thanks to the rotationally symmetric filter $H$, the linear operator $A \in \mathbb{R}^{m \times m}$ given by the Matlab function imfilter is symmetric, too. By making use of the real spectral decomposition of $A$ it shows that $\|A\|^2 = 1$. After adding a zero-mean white Gaussian noise with standard deviation $10^{-3}$, we obtained the blurred and noisy image $b \in \mathbb{R}^m$ which is shown in Figure 1. We solved (39) by applying Algorithm 17 for both instances of the discrete total variation functional. Thus, when considering the anisotropic total variation, the problem (39) can be formulated as

$$\min_{x \in \mathbb{R}^m} \{ g_1(Ax) + g_2(Lx) + g_3(x) + g_4(x) \}, \tag{40}$$

where $g_1 : \mathbb{R}^m \to \mathbb{R}, g_1(x) = \|x - b\|^2$, $g_2 : \mathcal{Y} \to \mathbb{R}, g_2(u, v) = \lambda_1 \|(u, v)\|_1$, $g_3 : \mathbb{R}^m \to \mathbb{R}, g_3(x) = \lambda_2 \|x\|_1$ and $g_4 : \mathbb{R}^m \to \mathbb{R}$ is the indicator function of $[0, 1]^m$.

When applying standard splitting algorithms in order to solve problem (40), one would need determining the resolvents of $A^* \circ \partial g_1 \circ A$ and $L^* \circ \partial g_2 \circ L$, for which in general no exact formulae are available. On the other hand, the proposed primal-dual method asks only for the proximal points of the conjugates of the particular functions, which, as it is shown as follows, can be easily calculated.

For every $p \in \mathbb{R}^m$ we have $g_1^\star(p) = \frac{1}{2}\|p\|^2 + p^Tb$ and $g_2^\star(p) = \delta_{[-\lambda_2, \lambda_2]^m}(p)$, while, for every $(p, q) \in \mathcal{Y}$ it holds $g_2^\star(p, q) = \delta_{[-\lambda_1, \lambda_1]^m \times [-\lambda_1, \lambda_1]^m}(p, q)$. Thus, for $\sigma > 0$ and $p, q \in \mathbb{R}^m$ we have

$$\prox_{\sigma g_1^\star}(p) = \frac{2(p - b\sigma)}{2 + \sigma},$$

$$\prox_{\sigma g_2^\star}(p, q) = P_{[-\lambda_1, \lambda_1]^m \times [-\lambda_1, \lambda_1]^m}(p, q),$$

$$\prox_{\sigma g_3^\star}(p) = P_{[-\lambda_2, \lambda_2]^m}(p).$$

Figure 1: The $256 \times 256$ cameraman test image


\[
\begin{align*}
PD_{\text{ani}}^{100} & = 3.9435 \\
PD_{\text{ani}}^{200} & = 1.8170 \\
PD_{\text{ani}}^{300} & = 1.0319 \\
PD_{\text{iso}}^{100} & = 3.9659 \\
PD_{\text{iso}}^{200} & = 1.9378 \\
PD_{\text{iso}}^{300} & = 1.1363
\end{align*}
\]

Figure 2: Iterations 100, 200 and 300 when solving the problems (40) and (41) via Algorithm 17

and

\[\text{prox}_{\sigma g_4}(p) = p - \sigma \text{prox}_{\sigma \delta_{[0,1]^m}} \left( \frac{1}{\sigma} p \right) = p - \sigma P_{[0,1]^m}(\frac{1}{\sigma} p).\]

On the other hand, when considering the isotropic total variation, the problem (39) can be formulated as

\[
\inf_{x \in \mathbb{R}^m} \{ g_1(Ax) + \tilde{g}_2(Lx) + g_3(x) + g_4(x) \},
\]

where the functions \( g_1, g_3 \) and \( g_4 \) are taken as above and \( \tilde{g}_2 : \mathcal{Y} \to \mathbb{R} \) is defined as \( \tilde{g}_2(u,v) = \lambda_1 \| (u,v) \|_x \), where \( \| (\cdot, \cdot) \|_x : \mathcal{Y} \to \mathbb{R}, \| (u,v) \|_x = \sum_{i=1}^M \sum_{j=1}^N \sqrt{u_{i,j}^2 + v_{i,j}^2} \), is a norm on the Hilbert space \( \mathcal{Y} \). Thus for every \( (p,q) \in \mathcal{Y} \) it holds \( \tilde{g}_2^*(p,q) = \delta_S(p,q) \) and

\[\text{prox}_{\sigma \tilde{g}_2^*}(p,q) = P_S (p,q),\]

where (cf. [8])

\[S = \left\{ (p,q) \in \mathcal{Y} : \max_{1 \leq i \leq M} \sqrt{p_{i,j}^2 + q_{i,j}^2} \leq \lambda_1 \right\}\]
and the projection operator $P_S : \mathcal{Y} \to S$ is defined via

$$(p_{i,j}, q_{i,j}) \mapsto \lambda_1 \frac{(p_{i,j}, q_{i,j})}{\max \left\{ \lambda_1, \sqrt{p_{i,j}^2 + q_{i,j}^2} \right\}}, \ 1 \leq i \leq M, \ 1 \leq j \leq N.$$ 

We considered as regularization parameter $\lambda_1 = \lambda_2 = 2 \times 10^{-5}$, $\sigma = 64 \times 10^{-5}$ and $\tau = 140$ when solving (40) and $\sigma = 9 \times 10^{-4}$ and $\tau = 100$ when solving (41). The top line of Figure 2 shows the iterations 100, 200 and 300 when solving (40) via Algorithm 17, while the bottom line of it shows the iterations 100, 200 and 300 when solving (41) via the same algorithm, for each of them the value of the objective function at the respective iterate being provided.

We also made some comparisons from the point of view of the quality of the recovered images when solving (40) and (41) with Algorithm 17 and with the iterative method from [10, 13] relying on Tseng’s Forward-Backward-Forward algorithm. We considered the latter not only because of its primal-dual nature, but also since it assumes only simple forward evaluations of the linear continuous operators (and of their adjoints) involved in the formulation of the optimization problems. For the iterative scheme from [10, 13] we have chosen $\varepsilon = 0.012$ and $\gamma = 0.3124$. The comparisons concerning the quality of the recovered images were made via the improvement in signal-to-noise ratio (ISNR), which is defined as

$$ISNR(n) = 10 \log_{10} \left( \frac{\|x - b\|^2}{\|x - x^n\|^2} \right),$$

where $x$, $b$ and $x^n$ denote the original, observed and estimated image at iteration $n$, respectively. Figure 3 and Figure 4 show the evolution of the ISNR values and the decrease in the objective function values, respectively, when solving (40) and (41) with the Algorithm 17 (PD) and with the algorithm from [10, 13] (FBF), respectively. Algorithm 17 furnishes
after 300 iterations from the point of view of the quality of the recovered images the best results, whereby here the isotropic total variation functional is the optimal choice. More than that, as expected, due to the supplementary forward step, the algorithm in [10,13] needs at each iterate more CPU time than Algorithm 17.

5.2 The Fermat-Weber problem

The second application of the primal-dual algorithm presented in this paper is with respect to the solving of the Fermat-Weber problem, which concerns the finding of a new facility in order to minimize the sum of weighted distances to a set of fixed points. We considered the nondifferentiable convex optimization problem

\[(P_{FW}) \quad \inf_{x \in \mathbb{R}^m} \left\{ \sum_{i=1}^{k} \lambda_i \|x - c_i\| \right\},\]

where \(c_i \in \mathbb{R}^m\) are given points and \(\lambda_i > 0\) are given weights for \(i = 1, \ldots, k\). We solved the optimization problem \((P_{FW})\) by using Algorithm 19 for \(g_i : \mathbb{R}^m \to \mathbb{R}, g_i(x) = \lambda_i \|x - c_i\|, i = 1, \ldots, k\). With this respect we used that for \(i = 1, \ldots, k\) it holds

\[g_i^*(y) = \begin{cases} \langle y, c_i \rangle, & \text{if } \|y\| \leq \lambda_i, \\ +\infty, & \text{otherwise,} \end{cases} \quad \forall y \in \mathbb{R}^m\]

and, from here, when \(\sigma > 0\), that

\[ \text{prox}_{\sigma g_i^*}(z) = \begin{cases} z - \sigma c_i, & \text{if } \|z - \sigma c_i\| \leq \lambda_i, \\ \frac{z - \sigma c_i}{\|z - \sigma c_i\|}, & \text{otherwise} \end{cases} \quad \forall z \in \mathbb{R}^m. \]
We investigated the functionality of the algorithm on two sets of points and weights, often considered in the literature when analyzing the performances of iterative schemes for the Fermat-Weber problem. In the light of the theoretical considerations made at the end of the previous section, the convergence behaviour of classical splitting algorithms will not differ from the one of the primal-dual method. Thus, we will compare the performances of the primal-dual algorithm with the ones of a smoothing method recently proposed in the literature and tested in the context of the the Fermat-Weber problem. In the last years one can notice a dramatically increase of the number of publications dealing with smoothing approaches for solving nonsmooth convex optimization problems. They become popular since they provide good convergence rates, especially for the sequence of objective values, motivated by the fact that they rely on fast gradient methods. By considering the following two examples we would like to emphasize the fact that, in counterpart to the splitting algorithms, they seem not to be appropriate when applied to location problems.

In a first instance we considered for $k = 4$ the points in the plane and the weights $c_1 = (59, 0), c_2 = (20, 0), c_3 = (-20, 48), c_4 = (-20, -48)$ and $\lambda_1 = \lambda_2 = 5, \lambda_3 = \lambda_4 = 13$, respectively. The optimal location point is $\hat{x} = (0, 0)$, however, the classical Weiszfeld algorithm (see [22,30]) with starting point $x^0 = (44, 0)$ breaks down, due to the fact that...
Figure 6: The progression of iterations of Algorithm 19 when solving the Fermat-Weber problem for points and weights given by (43)

the sequence of generated iterates attains the point (20, 0). On the other hand, Algorithm 19 with $\sigma = 0.13$, $\tau = 7.6923$ and $y^0_k = (0, 0), k = 1, ..., 4$, achieved a point which is optimal up to three decimal points after 15 iterations. Figure 5 shows the progression of the iterations, while $PD_n$ provides the value of the objective function at iteration $n$.

Recently, an approach for solving the Fermat-Weber problem was proposed by Goldfarb and Ma in [21], which assumes the approximation of each of the functions in the objective by a convex and differentiable function with Lipschitz-continuous gradient. The optimization problem which this smoothing method yields is solved in [21] by the classical gradient method (Grad) and by a variant of Nesterov’s accelerated gradient method (Nest) (see [23]) and by a fast multiple-splitting algorithm (FaMSA-s) introduced in this paper. We applied the smoothing approach in connection with these algorithms to the example considered in (42) with smoothness parameter $\rho$ equal to $10^{-3}$ (chosen also in [21]) and step sizes $\tau = 0.1$, $\tau = 0.01$ and $\tau = 0.001$. We stopped the three algorithms when achieving an iterate $x^n$ such that $\|x^n - \hat{x}\| \leq 10^{-3}$ and obtained in all cases the lowest number of iterations for $\tau = 0.1$. A point which is optimal up to three decimal points was obtained for Nest after 308 iterations, for Grad after 175 iterations and for FaMSA-s after 54 iterations, thus none of these iterative schemes attained the performance of Algorithm 19.
For the second example of the Fermat-Weber problem we considered in case $k = 5$ the points in the plane and the weights (see [15])

\[ c_1 = (0, 0), c_2 = (1, 0), c_3 = (0, 1), c_4 = (1, 1), c_5 = (100, 100) \]

and $\lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 1, \lambda_5 = 4, \quad (43)$

respectively. The optimal location point is $\tilde{x} = (100, 100)$ and, by choosing the relative center of gravity $x^0 = (50.25, 50.25)$ as starting point, we found out that not only the classical Weiszfeld algorithm, but also the approach from [21] described above in connection to each of the methods Grad, Nest and FaMSA-s did not achieve a point which is optimal up to three decimal points after millions of iterations. On the other hand, Algorithm 19 with $\sigma = 0.0001, \tau = 9999$ and $y_k^0 = (0, 0), k = 1, ..., 5$, achieved a point which is optimal up to three decimal points after 478 iterations. This example is more than illustrative for the performance of the primal-dual Algorithm 19 in comparison to some classical and recent algorithms designed for the Fermat-Weber problem. Figure 6 shows the progression of the iterations, while $PD_n$ provides the value of the objective function at iteration $n$.
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