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Abstract4

In this paper, we introduce, in a Hilbert space setting, a second order dynamical system with asymptotically
vanishing damping and vanishing Tikhonov regularization that approaches a multiobjective optimization
problem with convex and differentiable components of the objective function. Trajectory solutions are
shown to exist in finite dimensions. We prove fast convergence of the function values, quantified in terms
of a merit function. Based on the regime considered, we establish both weak and, in some cases, strong
convergence of trajectory solutions towards a weak Pareto optimal point. To achieve this, we apply Tikhonov
regularization individually to each component of the objective function. Furthermore, we conduct numerical
experiments to validate the theoretical results and investigate the qualitative behavior of the dynamical
system. This work extends results from convex single objective optimization into the multiobjective setting.
The results presented in this paper lay the groundwork for the development of fast gradient and proximal
point methods in multiobjective optimization, offering strong convergence guarantees.
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1. Introduction8

Let H be a real Hilbert space with inner product ⟨·, ·⟩ and induced norm ∥·∥. Consider the problem9

min
x∈H

F (x) :=

 f1(x)
...

fm(x)

 , (MOP)

with fi : H → R, i = 1, . . . ,m, convex and continuously differentiable functions. In this paper we study the10

multiobjective Tikhonov regularized inertial gradient system assigned to (MOP) which is defined on [t0,+∞)11

by12

α

tq
ẋ(t) + projC(x(t))+ β

tp x(t)+ẍ(t)(0) = 0, (MTRIGS)

where t0 > 0, α, β > 0 and q ∈ (0, 1], p ∈ (0, 2] and C(x) := conv ({∇fi(x) : i = 1, . . . ,m}), with initial13

data x(t0) = x0 ∈ H and ẋ(t0) = v0 ∈ H. Here, conv(·) denotes the convex hull of a set, and projK :14
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H → H, projK(x) := argminy∈K∥y − x∥, denotes the projection operator onto a nonempty, convex and15

closed set K ⊆ H. The development of the system (MTRIGS) is motivated by the recent research on16

fast continuous gradient dynamics for single objective optimization problems with convex and differentiable17

objective functions. In the latter case, namely, when m = 1 and f := f1 in (MOP), the system (MTRIGS)18

reduces to the Tikhonov regularized inertial gradient system19

ẍ(t) +
α

tq
ẋ(t) +∇f(x(t)) + β

tp
x(t) = 0, (TRIGS)

which has recently been extensively studied in the literature (see [1, 2, 3]). Assuming that argmin f , the20

set of global minimizers of f , is not empty, if, for instance, p ∈ (0, 2), q ∈ (0, 1) and p < q + 1, then21

for the trajectory solution x(·) of (TRIGS) it holds f(x(t)) − min f = O (t−p) as t → +∞, where min f22

denotes the minimal objective value of f . Thus, a convergence rate arbitrary close to O
(
t−2
)
can be23

obtained. Additionally, the trajectory solution converges strongly to the element with the minimum norm24

in argmin f , that is, x(t) → projargmin f (0) as t→ +∞.25

On the other hand, (MTRIGS) is related to the multiobjective inertial gradient system with asymptotic26

vanishing damping27

α

t
ẋ(t) + projC(x(t))+ẍ(t)(0) = 0, (MAVD)

with α ≥ 3, which was introduced in [4] and further studied in [5]. The system (MAVD) builds on the28

inertial multiobjective gradient system29

γẋ(t) + projC(x(t))+ẍ(t)(0) = 0, (IMOG’)

with γ > 0, which has been examined in [4] and naturally extends the heavy ball with friction dynamical30

system31

ẍ(t) + γẋ(t) +∇f(x(t)) = 0, (HBF)

studied in [6, 7, 8] in the context of single objective optimization. As shown in [4], (IMOG’) has theoretical32

advantages over the dynamical system33

ẍ(t) + γẋ(t) + projC(x(t)) = 0, (IMOG)

which was introduced in [9] as the first multiobjective gradient-like dynamical system featuring an inertial34

term. As the asymptotic analysis of (IMOG) requires the condition γ2 ≥ L, where L is a joint Lipschitz35

constant of the gradients of the components of the objective function, it is unclear whether (IMOG) can36

be adapted to systems with asymptotic vanishing damping, i.e., obtained by replacing γ by α
t . In [5], it is37

shown that the merit function38

φ : H → R, x 7→ φ(x) := sup
z∈H

min
i=1,...,m

fi(x)− fi(z), (1.1)

exhibits fast convergence along the trajectory solutions of (MAVD), namely, φ(x(t)) = O(t−2) as t→ +∞,39

thus expressing fast convergence of the function values. In addition, for α > 3, the trajectory solutions x(·)40

of (MAVD) weakly converge to a weak Pareto optimal points of (MOP). In the single objective case, when41

m = 1 and f := f1, the system (MAVD) reduces to the celebrated inertial gradient system with asymptotic42

vanishing damping43

ẍ(t) +
α

t
ẋ(t) +∇f(x(t)) = 0, (AVD)

which was introduced in [10] as the continuous counterpart of Nesterov’s accelerated gradient method [11].44

The system (AVD) has further been studied in several papers, including [12, 13, 14, 15]. It holds that45

f(x(t)) −min f = O(t−2) as t → +∞ and, for α > 3, the trajectory solutions weakly converge to a global46
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minimizer of f , provided that argmin f is not empty. Due to its convergence properties, (MAVD) is the47

natural counterpart of (AVD) when considering multiobjective optimization problems.48

The dynamical system (TRIGS) enhances the asymptotic properties of (AVD) by ensuring, depending on49

the chosen regime, weak and even strong convergence of the trajectory to the minimum norm solution, while50

retaining the rapid convergence of function values. The dynamical system (MTRIGS) we introduce in this51

paper aims to provide a similar improvement over (MAVD) in the context of multiobjective optimization.52

The main results regarding the asymptotic behavior (MTRIGS) obtained in this paper are summarized in53

Table 1. In principal, we obtain convergence rates for the function values which can be arbitrarily close to54

O(t−2) as t→ +∞. Furthermore, for p ∈ (0, 2), q ∈ (0, 1) and p < q+1 the trajectory solution x(·) converges55

strongly to a weak Pareto optimal solution which has the minimal norm in the set
⋂m

i=1 L (fi, f
∞
i ) ⊆ Pw,56

with f∞i := limt→+∞ fi(x(t)), L (fi, f
∞
i ) the lower level set of fi with respect to f∞i for i = 1, . . . ,m, and57

Pw the set of weak Pareto optimal solutions of (MOP). For p ∈ (0, 2), q ∈ (0, 1) and p > q + 1, we show58

that the trajectory converges weakly to a weak Pareto optimal solution. The case p = q + 1 is critical, as it59

seems that convergence results for the trajectories cannot be obtained. In addition, we treat some boundary60

cases for the parameters p and q, which require additional conditions on the parameters α and β.

Conditions on
p, q, α, β

φ(x(t)) ∥ẋ(t)∥ ∥x(t)− z(t)∥ x(t) Theorem

p ∈ (0, 2], 2q < p O
(
t−2q

)
O (t−q) O (1) - Thm. 4.6

q ∈ (0, 1), p < q + 1 O (t−p) O
(
t
max(q,p−q)−(p+1)

2

)
O
(
t
max(q,p−q)−1

2

) strong
convergence

Thm. 4.7,
Thm. 4.8

q = 1, α ≥ 3 O (t−p) O
(
t−

p
2

)
O (1) - Thm. 4.9

p ∈ (1, 2), q + 1 < p O
(
t−2q

) O (t−q),∫ +∞
t0

s∥ẋ(s)∥2 < +∞ O (1)
weak

convergence

Thm. 4.6,
Thm. 4.11,
Thm. 4.16

q ∈ (0, 1), p = 2,
β ≥ q(1− q)

O
(
t−2q

) O (t−q),∫ +∞
t0

s∥ẋ(s)∥2 < +∞ O (1)
weak

convergence

Thm. 4.6,
Thm. 4.12,
Thm. 4.16

Table 1: Summary of main asymptotic results for (MTRIGS). The function z(·) is the generalized regularization path, that
will be introduced in Section 2. The merit function φ(·) measures the decay of the function values and gets introduced in
Subsection 1.1. All results have to be understood asymptotically, i.e., as t → +∞.

61

To this end, we extend the concept of Tikhonov regularization, initially developed in order to handle ill-
posed integral equations in [16, 17], to multiobjective optimization. The Tikhonov regularization of a convex
optimization problem

min
x∈H

f(x)

reads62

min
x∈H

f(x) +
ε

2
∥x∥2,

where ε > 0 is a positive constant. Denoting for all ε > 0 its unique minimizer by63

xε := argmin
x∈H

{
f(x) +

ε

2
∥x∥2

}
,

it holds that xε converges strongly to projargmin f (0) as ε → 0, given argmin f ̸= ∅. The set {xε : ε > 0}64

forms a smooth curve called regularization path. This is one of the key ingredients used to prove the strong65

convergence of the trajectory solution of (TRIGS) to the element of minimum norm in argmin f . To extend66
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this approach to the multiobjective optimization setting, we need to define an appropriate generalization of67

the regularization path. Although there are a few studies addressing Tikhonov regularization in multiob-68

jective optimization (see [18, 19, 20, 21]), these works are limited to the finite dimensional case and impose69

stringent assumptions, such as the compactness of the set of weak Pareto optima. Furthermore, these studies70

do not address whether a Pareto optimum with the minimum norm is achieved and are thus not suitable71

for our convergence analysis.72

Therefore, given a regularization function ε(·) and a solution x(·) to (MTRIGS), we define the generalized73

regularization path for our problem as74

z(t) := argmin
z∈H

max
i=1,...,m

fi(z)− fi(x(t)) +
ε(t)

2
∥z∥2. (1.2)

The optimization problem in (1.2) can be seen as a regularization of an adaptive Pascoletti-Serafini scalar-75

ization of (MOP) (see [22]). It will turn out that z(·) strongly converges to the weak Pareto optimal point76

of (MOP) with minimal norm in a particular lower level set of the objective function. This result will77

allow us to conclude that the trajectory solutions x(·) of (MTRIGS) strongly converges to the same weak78

Pareto optimal point of (MOP). These investigations lay the groundwork for developing fast gradient and79

proximal point methods in multiobjective optimization with strong convergence guarantees for the iterates.80

This parallels recent advances in single objective optimization [3, 23, 24, 25, 26, 27].81

The paper is organized as follows. In the remainder of this section, we summarize the basic definitions of82

multiobjective optimization and introduce the standing assumptions for this study. Section 2 is dedicated83

to Tikhonov regularization. We discuss the single objective case, provide a brief overview of existing work84

for the multiobjective setting, and prove the strong convergence of the generalized regularization path85

to the weak Pareto optimal point of (MOP) with minimal norm in a particular lower level set of the86

objective function. Section 3 formally introduces the system (MTRIGS), where we prove the existence of87

solutions in finite dimensions, discuss uniqueness, and gather preliminary results on the trajectories. Section88

4 contains the asymptotic analysis of solutions of (MTRIGS). The main results of this section concern the89

fast convergence rate of the function values in terms of the merit function and the strong convergence of the90

trajectory solutions. We conclude our work in Section 6 and propose possible directions for future research.91

1.1. Pareto optimality and merit function92

The notions of optimality under consideration for the multiobjective optimization problem (MOP) are93

introduced below.94

Definition 1.1. i) An element x∗ ∈ H is called Pareto optimal for (MOP) if there does not exist x ∈ H95

such that fi(x) ≤ fi(x
∗) for all i = 1, . . . ,m and fj(x) < fj(x

∗) for at least one j = 1, . . . ,m. The set96

of Pareto optimal points is called the Pareto set, and will be denoted by P.97

ii) An element x∗ ∈ H is called weak Pareto optimal if there does not exist x ∈ H such that fi(x) < fi(x
∗)98

for all i = 1, . . . ,m. The set of all weak Pareto optimal points is called the weak Pareto set, and will99

be denoted by Pw.100

Obviously, every Pareto optimal element is weak Pareto optimal. The following definition extends the101

concept of a level set to vector valued functions.102

Definition 1.2. Let F : H → Rm, F (x) = (f1(x), . . . , fm(x))⊤ be a vector valued function, and a ∈ Rm.103

i) We define104

L(F, a) := {x ∈ H : F (x) ≦ a} =

m⋂
i=1

{x ∈ H : fi(x) ≤ ai} ,

where “≦” denotes the partial order on Rm induced by Rm
+ . For a, b ∈ Rm it holds a ≦ b if and only if105

ai ≤ bi for all i = 1, . . . ,m.106
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ii) We denote107

LPw(F, a) := L(F, a) ∩ Pw.

In addition to proving strong convergence for the trajectory solutions of (MTRIGS), we are interested in108

quantifying the speed of convergence in terms of the objective function values. In multiobjective optimiza-109

tion, a useful and meaningful notion used for this purpose (see [4, 5, 28, 29, 30, 31, 32, 33]) is the merit110

function φ : H → R, x 7→ φ(x) := supz∈H mini=1,...,m fi(x)− fi(z), see (1.1). The following result, given in111

[30, Theorem 3.1], gives a complete description of the set of weak Pareto optimal points of (MOP).112

Theorem 1.3. Let φ(·) be defined by (1.1). For all x ∈ H it holds that φ(x) ≥ 0. Furthermore, x ∈ H is a113

weak Pareto optimal element for (MOP) if and only if φ(x) = 0.114

Since fi is weakly lower semicontinuous for i = 1, . . . ,m, the function x 7→ mini=1,...,m fi(x)−fi(z) is weakly115

lower semicontinuous for every z ∈ H and therefore φ(·) is also weakly lower semicontinuous. This means116

that every weak accumulation point of a trajectory x(·) that satisfies limt→+∞ φ(x(t)) = 0 is weakly Pareto117

optimal. In the single objective case, i.e., for m = 1 and f1 := f , it holds φ(x) = f(x) − infz∈H f(z)118

for all x ∈ H. This provides another justification for using φ(·) as a measure of the convergence speed119

in multiobjective optimization. One should also note that, even if all objective functions are smooth, the120

function φ(·) is not smooth in general. The following lemma provides a useful characterization of φ(·).121

Lemma 1.4. For x0 ∈ H and a ∈ Rm
+ , assume that LPw(F, F (x)) ̸= ∅ holds for all x ∈ L(F, F (x0) + a).122

Then,123

φ(x) = sup
z∈LPw(F,F (x0)+a)

min
i=1,...,m

fi(x)− fi(z) ∀x ∈ L(F, F (x0) + a).

124

Proof. Let x ∈ L(F, F (x0) + a) be fixed. Obviously,125

sup
z∈LPw(F,F (x0)+a)

min
i=1,...,m

fi(x)− fi(z) ≤ sup
z∈H

min
i=1,...,m

fi(x)− fi(z) = φ(x). (1.3)

Next, we show that mini=1,...,m fi(x)− fi(z) ≤ supz′∈L(F,F (x)) mini=1,...,m fi(x)− fi(z
′) holds for all z ∈ H.126

We assume that there exists z ̸∈ L(F, F (x)) with mini=1,...,m fi(x)−fi(z) > supz′∈L(F,F (x)) mini=1,...,m fi(x)−127

fi(z
′). Since z ̸∈ L(F, F (x)), there exists j ∈ {1, . . . ,m} with fj(z) > fj(x). Therefore128

0 > min
i=1,...,m

fi(x)− fi(z) ≥ sup
z′∈L(F,F (x))

min
i=1,...,m

fi(x)− fi(z
′) ≥ 0,

which leads to a contradiction. Hence,129

sup
z∈H

min
i=1,...,m

fi(x)− fi(z) ≤ sup
z∈L(F,F (x))

min
i=1,...,m

fi(x)− fi(z). (1.4)

Next, we show that supz∈L(F,F (x)) mini=1,...,m fi(x) − fi(z) ≤ supz∈LPw(F,F (x)) mini=1,...,m fi(x) − fi(z).130

By assumption, for all z ∈ L(F, F (x)) there exists z′ ∈ LPw(F, F (z)) ⊆ LPw(F, F (x)). Since z′ ∈131

LPw(F, F (z))), it holds fi(z
′) ≤ fi(z) for all i = 1, . . . ,m, hence132

min
i=1,...,m

fi(x)− fi(z) ≤ min
i=1,...,m

fi(x)− fi(z
′). (1.5)

From (1.5), we conclude133

sup
z∈L(F,F (x))

min
i=1,...,m

fi(x)− fi(z) ≤ sup
z∈LPw(F,F (x))

min
i=1,...,m

fi(x)− fi(z). (1.6)
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Since x ∈ L(F, F (x0) + a), we have LPw(F, F (x)) ⊆ LPw(F, F (x0) + a), hence134

sup
z∈LPw(F,F (x))

min
i=1,...,m

fi(x)− fi(z) ≤ sup
z∈LPw(F,F (x0)+a)

min
i=1,...,m

fi(x)− fi(z). (1.7)

Combining (1.4), (1.6) and (1.7), it yields135

φ(x) ≤ sup
z∈LPw(F,F (x0)+a)

min
i=1,...,m

fi(x)− fi(z), (1.8)

which proves the statement.136

1.2. Assumptions137

The research presented in this paper is conducted within the context of the following standing assumptions,138

which apply throughout the paper.139

(A1) The component functions fi : H → R, i = 1, . . . ,m, are convex and continuously differentiable with140

Lipschitz continuous gradients.141

(A2) Given the initial data t0 > 0 and x0, v0 ∈ H, define a ∈ Rm with ai := β
2tp0

∥x0∥2 + 1
2∥v0∥

2 for142

i = 1, . . . ,m. For all x ∈ L(F, F (x0) + a) it holds that LPw(F, F (x)) ̸= ∅ and further143

R := sup
F∗∈F (LPw(F,F (x0)+a))

inf
z∈F−1({F∗})

∥z∥ < +∞. (1.9)

(A3) The set S(q) := argminz∈H maxi=1,...,m fi(z) − qi ̸= ∅ is nonempty for all q ∈ Rm and the mapping144

z0 : Rm → H, q 7→ projS(q)(0), is continuous.145

1.2.1. Discussion of assumption (A2)146

The assumption (A2) is in the spirit of a hypothesis used in the literature (see [4, 5, 28, 29, 30, 31]) in147

the asymptotic analysis of continuous and discrete time gradient methods for multiobjective optimization.148

There, the assumption is formulated only for a = 0, which is recovered in our setting if we restrict the149

initial conditions to x0 = v0 = 0. For arbitrary initial conditions, our analysis requires the assumption to150

hold for a ∈ Rm
+ by ai :=

β
2tp0

∥x(t0)∥ + 1
2∥ẋ(t0)∥

2 ≥ 0 for i = 1, . . . ,m, as for this choice of a, the solutions151

of (MTRIGS) can be shown to remain in L(F, F (x(t0)) + a). This expansion of the level set is necessary152

because of the additional Tikhonov regularization which can produce trajectories that leave the initial level153

set L(F, F (x(t0))). We visualize (A2) in Figure 1, which shows the schematic image space for an (MOP) with154

two objective functions. Given an initial point x0 ∈ H and a ∈ Rm from (A2), the set F (LPw(F (x0) + a))155

is shown in blue. For all function values F ∗ ∈ F (LPw(F (x0) + a)) the constant R gives a uniform bound156

on the minimum norm element in the preimage F−1({F ∗}). For the single objective case (m = 1) this157

assumption is naturally satisfied if a solution to the optimization problem exists.158

1.2.2. Discussion of assumption (A3)159

We need assumption (A3) to show the strong convergence of the generalized regularization path for multiob-160

jective optimization problems. We illustrate the necessity of this assumption with an example in Section 2.161

In the following we show that the continuity of the projection q 7→ z0(q) := projS(q)(0) is closely connected162

with the continuity of the set-valued map (see [34, 35, 36, 37, 38, 39] for related discussions)163

S : Rm ⇒ H, q 7→ S(q) := argmin
z∈H

max
i=1,...,m

fi(z)− qi.

To this end, we recall the notion of Mosco convergence (see [34]).164

Definition 1.5. Let {Ck}k≥0, C
∗ ⊆ H be nonempty, convex and closed sets. We say that the sequence165

{Ck}k≥0 is Mosco convergent to C∗ if166
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f1

f2 F (H)

F (x(t))

F (x0)

F (x0) + a

F (LPw(F, F (x0) + a))

Figure 1: Visualization of (A2) with a trajectory x(t) ∈ LPw(F, F (x0) + a).

i) for any x∗ ∈ C∗ there exists {xk}k≥0 with xk → x∗ such that xk ∈ Ck for all k ≥ 0;167

ii) for any sequence {kl}l≥0 ⊆ N with xkl ∈ Ckl for all l ≥ 0 such that xkl ⇀ x∗ as l → +∞, it holds168

x∗ ∈ C∗.169

Here we use → to denote strong convergence and ⇀ to denote weak convergence. The following theorem170

can be used to derive the continuity of z0(·) from the Mosco continuity of S(·). We recall that a set-valued171

map S(·) is said to be Mosco continuous if for all q∗ ∈ Rm and any sequence {qk}k≥0 ⊆ Rm with qk → q∗172

the sequence {S(qk)}k≥0 is Mosco convergent to S(q∗).173

Theorem 1.6. ([34, Sonntag-Attouch Theorem]) Let {Ck}k≥0, C
∗ ⊆ H be nonempty, convex and closed174

sets. The following statements are equivalent:175

i) {Ck}k≥0 is Mosco convergent to C∗;176

ii) {Ck}k≥0 is Wijsman convergent to C∗, i.e., for all x ∈ H, it holds limk→+∞ dist(x,Ck) = dist(x,C∗);177

iii) for all x ∈ H, it holds limk→+∞ projCk(x) = projC∗(x).178

The following proposition shows that for all q∗ ∈ Rm and for any sequence {qk}k≥0 ⊆ Rm with qk → q∗,179

condition ii) in the definition of the Mosco convergence of {S(qk)}k≥0 to S(q∗) is always fulfilled.180

Proposition 1.7. Let q∗ ∈ Rm and {qk}k≥0 ⊆ Rm be a sequence with qk → q∗ as k → +∞. Let181

{xk}k≥0 ⊆ H be a sequence with xk ∈ S(qk) for all k ≥ 0 such that xk ⇀ x∗ ∈ H as k → +∞. Then,182

x∗ ∈ S(q∗).183

Proof. We show that184

max
i=1,...,m

fi(x
∗)− q∗i ≤ max

i=1,...,m
fi(z)− q∗i ∀z ∈ H.

Let z ∈ H be arbitrary. We use the weak lower semicontinuity of maxi=1,...,m fi(·)− q∗i to conclude185

max
i=1,...,m

fi(x
∗)− q∗i ≤ lim inf

k→+∞
max

i=1,...,m
fi(x

k)− q∗i ≤ lim inf
k→+∞

(
max

i=1,...,m
fi(x

k)− qki + max
i=1,...,m

qki − q∗i

)
= lim inf

k→+∞
max

i=1,...,m
fi(x

k)− qki ≤ lim inf
k→+∞

max
i=1,...,m

fi(z)− qki

≤ lim inf
k→+∞

(
max

i=1,...,m
fi(z)− q∗i + max

i=1,...,m
q∗i − qki

)
= max

i=1,...,m
fi(z)− q∗i .

Hence x∗ ∈ S(q∗), which completes the proof.186
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The condition i) in the definition of the Mosco convergence of {S(qk)}k≥0 to S(q∗) when qk → q∗ as187

k → +∞ does not hold in general, but can be show to be satisfied under various circumstances. One of188

these is when the function x 7→ maxi=1,...,m fi(x)−qi exhibits a growth property uniformly for q ∈ Rm along189

approximating sequences.190

Definition 1.8. (growth property uniformly along approximating sequences) Assume S(q) ̸= ∅ for all q ∈191

Rm. We say that the function x 7→ maxi=1,...,m fi(x) − qi satisfies the growth property uniformly along192

approximating sequences if for all q∗ ∈ Rm there exists a strictly increasing function ψ : [0,+∞) → [0,+∞)193

with ψ(0) = 0 such that for all sequences {qk}k≥0 ⊆ Rm with qk → q∗ as k → +∞ it holds194

max
i=1,...,m

fi(x
∗)− qki − inf

z∈H
max

i=1,...,m
fi(z)− qki ≥ ψ

(
dist(x∗, S(qk))

)
∀x∗ ∈ S(q∗) ∀k ≥ 0.

The following lemma states the Lipschitz continuity of the optimal value function arising in the definition195

of the set-valued map S(·).196

Lemma 1.9. Assume S(q) ̸= ∅ for all q ∈ Rm. Then, the optimal value function197

v : Rm → R, q 7→ v(q) := inf
z∈H

max
i=1,...,m

fi(z)− qi,

is Lipschitz continuous.198

Proof. Let q1, q2 ∈ Rm and choose x1 ∈ S(q1) and x2 ∈ S(q2). It holds199

v(q1) = max
i=1,...,m

fi(x
1)− q1i ≤ max

i=1,...,m
fi(x

2)− q1i

≤ max
i=1,...,m

fi(x
2)− q2i + max

i=1,...,m
q2i − q1i ≤ v(q2) + ∥q1 − q2∥∞.

Analogously,200

v(q2) ≤ v(q1) + ∥q1 − q2∥∞,

thus,201

|v(q1)− v(q2)| ≤ ∥q1 − q2∥∞.

202

The next theorem shows that the uniform growth property indeed guarantees that for all q∗ ∈ Rm and203

for any sequence {qk}k≥0 ⊆ Rm with qk → q∗, the sequence {S(qk)}k≥0 is Mosco convergent to S(q∗).204

Therefore, in the light of Theorem 1.6, assumption (A3) is fulfilled.205

Theorem 1.10. Assume S(q) ̸= ∅ for all q ∈ Rm and that x 7→ maxi=1,...,m fi(x) − qi satisfies the growth206

property uniformly along approximating sequences. Let q∗ ∈ Rm and {qk}k≥0 ⊆ Rm be a sequence with207

qk → q∗ as k → +∞. Then, {S(qk)}k≥0 is Mosco convergent to S(q∗).208

Proof. Condition ii) in Definition 1.5 is satisfied according to Proposition 1.7. We prove by contradiction209

that condition i) is also satisfied. Let x∗ ∈ S(q∗) be such that for any sequence {xk}k≥0 with xk ∈ S(qk)210

for all k ≥ 0, it holds xk ̸→ x∗ as k → +∞. Hence, there exist δ > 0 and a subsequence {kl}l≥0 ⊆ N such211

that dist(x∗, S(qkl)) > δ for all l ≥ 0. We use the growth property to conclude212

max
i=1,...,m

fi(x
∗)− qkl

i − inf
z∈H

max
i=1,...,m

fi(z)− qkl
i ≥ ψ

(
dist(x∗, S(qkl))

)
≥ ψ(δ) > 0 ∀l ≥ 0,

which yields213

max
i=1,...,m

q∗i − qkl
i + v(q∗)− v(qkl) ≥ ψ(δ) > 0 ∀l ≥ 0.

We let l → +∞ and use qkl → q∗ and the continuity of the optimal value function to derive a contradiction.214

215
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Remark 1.11. For the analysis presented in this paper, a weaker version of assumption (A3) would suffice.216

In fact, continuity of the mapping217

z0 : Rm → H, q 7→ z0(q) := projS(q)(0),

is not required at all points q ∈ Rm, but only at those q ∈ F (H). Nonetheless, for the sake of notational218

simplicity, we adopt the stronger version stated in (A3).219

2. Tikhonov regularization for multiobjective optimization220

In this section we extend the concept of Tikhonov regularization from single objective to multiobjective221

optimization and study the properties of the associated regularization path. The obtained results will play222

a crucial role in the asymptotic analysis we perform in the following sections for (MTRIGS).223

A fundamental concept in the study of Tikhonov regularization when minimizing a convex and differentiable224

function f : H → R, is the regularization path. This path, defined as {xε : ε > 0}, is a smooth and bounded225

curve where each xε is the unique minimizer of f + ε
2∥·∥

2. As ε→ 0, it holds xε → projargmin f (0) (see, for226

instance, [40, Theorem 27.23]). The regularization path is crucial in the asymptotic analysis conducted in227

[1] for (TRIGS), where the convergence of the trajectory solution x(·) to the minimum norm solution was228

demonstrated by showing that limt→+∞∥x(t)−xε(t)∥ = 0. We aim to extend this idea to the multiobjective229

setting when studying (MOP) and the dynamical system (MTRIGS).230

Although the analysis presented in this section holds in a more general form for any continuously differen-231

tiable function ε : [t0,+∞) → (0,+∞) that is nonincreasing and satisfies limt→+∞ ε(t) = 0, we restrict the232

analysis in this paper to the case ε(t) = β
tp in order to be consistent with the formulation of the system233

(MTRIGS). Define for all t ≥ t0234

min
x∈H

 ft,1(x)
...

ft,m(x)

 :=

 f1(x) +
β
2tp ∥x∥

2

...

fm(x) + β
2tp ∥x∥

2

 , (MOP β
tp
)

where235

ft,i : H → R, x 7→ fi(x) +
β

2tp
∥x∥2, for i = 1, . . . ,m.

Although the functions ft,i are strongly convex, one cannot expect (MOP β
tp
) to have a unique Pareto optimal236

solution. This necessitates a suitable concept of a regularization path. To address this, we utilize the merit237

function defined in (1.1) for the regularized problem (MOP β
tp
), that we define for all t ≥ t0 as238

φt : H → R, x 7→ sup
z∈H

min
i=1,...,m

ft,i(x)− ft,i(z) = sup
z∈H

min
i=1,...,m

fi(x)− fi(z) +
β

2tp
∥x∥2 − β

2tp
∥z∥2. (2.1)

The merit function can be interpreted as the Pascoletti-Serafini scalarization of the problem (MOP β
tp
) (see,239

for instance, [22, Section 2.1]). Inspired by the formulation of the merit function and by the Tikhonov240

regularization in the single objective case, we consider for all t ≥ t0 the unique minimizer of the problem241

min
z∈H

max
i=1,...,m

fi(z)− fi(x(t)) +
β

2tp
∥z∥2 (2.2)

as an element of the regularization path, where x : [t0,+∞) → H is a trajectory which will be specified242

later. Note that for the single objective case, namely when m = 1, we recover the classical regularization243

path independent of the trajectory x(·). Since the function z 7→ maxi=1,...,m fi(z) − fi(x(t)) depends on t,244

we cannot make use of the properties of the regularization path in the single objective case to characterize245

the asymptotic behavior of this new path. This will be done in the following result.246
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Theorem 2.1. Let q : [t0,+∞) → Rm be a continuous function with q(t) → q∗ ∈ Rm as t→ +∞, and247

z(t) := argmin
z∈H

max
i=1,...,m

fi(z)− qi(t) +
β

2tp
∥z∥2 for all t ≥ t0,

S(q) := argmin
z∈H

max
i=1,...,m

fi(z)− qi for all q ∈ Rm,

z0(q) := projS(q)(0) for all q ∈ Rm.

(2.3)

Then, z(t) → z0(q
∗) strongly converges as t→ +∞.248

Proof. Let (tk)k≥0 ⊂ [t0,+∞) be an arbitrary sequence with tk → +∞ as k → +∞. For all k ≥ 0, we249

denote εk := β
(tk)p

, qk := q(tk), z
k := z(tk), and z

k
0 := z0(q

k). For all k ≥ 0 it holds250

max
i=1,...,m

fi(z
k)− qki +

εk
2
∥zk∥2 ≤ max

i=1,...,m
fi(z

k
0 )− qki +

εk
2
∥zk0∥2 ≤ max

i=1,...,m
fi(z

k)− qki +
εk
2
∥zk0∥2, (2.4)

hence,251

∥zk∥ ≤ ∥zk0∥. (2.5)

According to assumption (A3), z0(·) is continuous, consequently, {zk0}k≥0 is bounded. This implies that252

{zk}k≥0 is also bounded and hence possesses a weak sequential cluster point. We show that this point is253

unique, which will imply that {zk}k≥0 is weakly convergent.254

Let z∞ be an arbitrary weak sequential cluster point of {zk}k≥0, and a subsequence zkl ⇀ z∞ as l → +∞.255

For all z ∈ H it holds256

max
i=1,...,m

(fi(z
∞)− q∗i ) ≤ lim inf

l→+∞
max

i=1,...,m

(
fi(z

kl)− q∗i
)
+
εkl

2
∥zkl∥2

≤ lim inf
l→+∞

(
max

i=1,...,m

(
fi(z

kl)− qkl
i

)
+
εkl

2
∥zkl∥2 + max

i=1,...,m

(
qkl
i − q∗i

))
≤ lim inf

l→+∞

(
max

i=1,...,m

(
fi(z)− qkl

i

)
+
εkl

2
∥z∥2

)
≤ lim inf

l→+∞

(
max

i=1,...,m
(fi(z)− q∗i ) +

εkl

2
∥z∥2 + max

i=1,...,m

(
q∗i − qkl

i

))
= max

i=1,...,m
(fi(z)− q∗i ) .

(2.6)

From here, z∞ ∈ S(q∗) follows. Next, we show that z∞ = z0(q
∗). From the continuity of z0(·) we have257

zkl
0 = z0(q

kl) → z0(q
∗) as l → +∞, (2.7)

and the weak lower semicontinuity of the norm gives258

∥z∞∥ ≤ lim inf
l→+∞

∥zkl∥ ≤ lim sup
l→+∞

∥zkl∥ ≤ lim sup
l→+∞

∥zkl
0 ∥ = ∥z0(q∗)∥. (2.8)

Since z∞ ∈ S(q∗) and z0(q
∗) = projS(q∗)(0), we get z

∞ = z0(q
∗). This proves that {zk}k≥0 weakly converges259

to z0(q
∗). Using again (2.8), we get260

lim
k→+∞

∥zk∥ = ∥z0(q∗)∥,

from which we conclude that zk → z0(q
∗) strongly converges as k → +∞.261

Remark 2.2. The continuity of z0(·) formulated in assumption (A3) can be seen as a regularity condition on262

the objective functions fi for i = 1, . . . ,m. It is satisfied for convex single objective optimization problems as263

long as the set of minimizers is not empty. In this setting the mapping q → z0(q) is constant. The following264

example shows that the assumption (A3) is crucial for obtaining convergence of z(t) as t→ +∞.265
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Example 2.3. Define the functions266

ϕ : R → R, y 7→ 1

2
max (y − 3, 0)

2
+

1

2
max (2− y, 0)

2
,

g : R2 → R, x 7→


1
2x

2
1 +

1
2x

2
2, if |x1| ≤ 1, x2 + 1 ≤

√
1− x21,

|x1|+ 1
2x

2
2 − 1

2 , if |x1| > 1, x2 + 1 ≤ 0,√
x21 + (x2 + 1)2 − (x2 + 1), else,

f1 : R2 → R, x 7→ 1

2
(x1 − 1)2 + ϕ(x2) + g(x),

f2 : R2 → R, x 7→ 1

2
(x1 + 1)2 + ϕ(x2) + g(x),

(2.9)

which are all convex and differentiable with Lipschitz continuous gradients (see Appendix C). We consider267

the multiobjective optimization problem268

min
x∈H

[
f1(x)
f2(x)

]
, (2.10)

and the Tikhonov regularized problem269

min
x∈H

[
f1(x) +

ε
2∥x∥

2

f2(x) +
ε
2∥x∥

2

]
. (2.11)

Figure 2a illustrates the weak Pareto set Pw of the problem (2.10) alongside the Pareto set of the regularized270

problem (2.11) for various values of ε > 0 denoted by Pw,ε. As ε decreases, the weak Pareto set of (2.11)271

“converges” to the weak Pareto set of (2.10). Due to the T-shape of the weak Pareto set, the edges of the272

regularized weak Pareto sets become sharper as ε diminishes. For this problem the map273

z0 : R2 → R2, q 7→ z0(q) = projS(q)(0),

with S(q) = argmin
z∈R2

max (f1(z)− q1, f2(z)− q2) is not continuous everywhere. Indeed,274

z0(q1, 0) → (0, 3) ̸= (0, 2) = proj{0}×[2,3](0) = z0((0, 0)) as q1 → 0.

We define, for t0 := (192β)
1
p ,275

q : [t0,+∞) → R, t 7→
[
q1(t)
q2(t)

]
:=

 2(ω(t) + 1)

√(
tp

tp−βω(t)

)2
− 1

0

 ,
with ω(t) := 10+sin(ηt)

4 , where η > 0 is a positive scaling parameter. It holds q(t) → q∗ = (0, 0)⊤ as t→ +∞.276

For this example the regularization path is given for all t ≥ t0 by277

z(t) =

 −(ω(t) + 1)

√(
tp

tp−βω(t)

)2
− 1

ω(t)

 ∈ argmin
z∈R2

max (f1(z)− q1(t), f2(z)− q2(t)) +
β

2tp
∥z∥2. (2.12)

In Figure 2 (b), the regularization path z(·) given by (2.12) is depicted. One can observe that it oscil-278

lates in the x2-coordinate between the values 2.25 and 2.75 as t → +∞. The function z(t) does not con-279

verge as t → +∞, although all accumulation points are weak Pareto optimal and global minimizers of280

max (f1(z)− q∗1 , f2(z)− q∗2). The minimal norm solution z0(q
∗) = (0, 2) is not an accumulation point of281

z(·). This example clearly shows that the continuity of z0(·) is essential to derive Theorem 2.1.282
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(a) (b)

Figure 2: Contour plots of the functions f1 and f2 defined in (2.9): (a) The weak Pareto sets of (2.10) and (2.11) for
ε ∈ {10−1, 10−1.5, 10−2, 10−2.5, 10−3}. (b) The weak Pareto set of (2.10) and the regularization path z(·) defined in (2.12)
with parameters p = 1, β = 1

2
, η = 1

50
.

We conclude this section by introducing three propositions that summarize the main properties of z(·).283

Proposition 2.4. Let a ∈ Rm
+ and assume that the trajectory solution x : [t0,+∞) → H fulfills x(t) ∈284

L(F, F (x(t0)) + a) for all t ≥ t0. Then, the regularization path,285

z(t) := argmin
z∈H

max
i=1,...,m

fi(z)− fi(x(t)) +
β

2tp
∥z∥2, for all t ≥ t0,

is bounded. Specifically, z(t) ∈ BR(0) for all t ≥ t0, where R is defined in (A2).286

Proof. By (A3), it holds S(F (x(t))) := argmin
z∈H

maxi=1,...,m (fi(z)− fi(x(t))) ̸= ∅ for all t ≥ t0. Fix some287

t ≥ t0.288

From the properties of Tikhonov regularization in single objective optimization (cf. [40, Theorem 27.23]),289

we know290

∥z(t)∥ ≤ ∥z∥ ∀z ∈ S(F (x(t))). (2.13)

Next, we show that291

F−1({F ∗}) ⊆ S(x(t)) ∀F ∗ ∈ F (S(F (x(t))). (2.14)

Let F ∗ ∈ F (S(F (x(t))). Then, there exists z ∈ S(F (x(t)) with F (z) = F ∗. Let w ∈ F−1({F ∗}) then292

F (w) = F (z) and hence293

max
i=1,...,m

fi(w)− fi(x(t)) = max
i=1,...,m

fi(z)− fi(x(t)) = inf
z∈H

max
i=1,...,m

fi(z)− fi(x(t)).

This shows w ∈ S(F (x(t)) and hence (2.14) holds. From (2.13) and (2.14) we conclude that for all F ∗ ∈294

F (S(F (x(t)))) we get295

∥z(t)∥ ≤ ∥z∥ ∀z ∈ F−1({F ∗}),
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and hence296

∥z(t)∥ ≤ inf
z∈F−1({F∗})

∥z∥ ∀F ∗ ∈ F (S(F (x(t)))).

Since this bound holds for all F ∗ ∈ F (S(F (x(t)))), we get297

∥z(t)∥ ≤ inf
z∈F−1(F (S(F (x(t)))))

∥z∥ = inf
{z∈H:F (z)∈F (S(F (x(t))))}

∥z∥ ≤ sup
F∗∈F (S(F (x(t)))

inf
z∈F−1({F∗})

∥z∥. (2.15)

Next, we prove that298

S(F (x(t))) ⊆ LPw(F, F (x(t0)) + a). (2.16)

Let z ∈ S(F (x(t))). Then,299

max
i=1,...,m

fi(z)− fi(x(t)) ≤ max
i=1,...,m

fi(x(t))− fi(x(t)) = 0,

hence300

fi(z) ≤ fi(x(t)) ≤ fi(x(t0)) + ai ∀i = 1, . . . ,m,

and therefore z ∈ L(F, F (x(t0)) + a). Assuming that z ̸∈ LPw(F, F (x(t0)) + a), it follows that z ̸∈ Pw and301

hence there exists some y ∈ H with302

fi(y) < fi(z) for all i = 1, . . . ,m.

Therefore,303

max
i=1,...,m

fi(x)− fi(x(t)) < max
i=1,...,m

fi(z)− fi(x(t)),

which is a contradiction to z ∈ S(F (x(t))). This proves inclusion (2.16). Consequently, according to (2.15)304

and (2.16),305

∥z(t)∥ ≤ sup
F∗∈F (LPw(F,F (x(t0))+a)

inf
z∈F−1({F∗})

∥z∥ = R < +∞,

where the upper bound R is given by (A2).306

Proposition 2.5. Let q : [t0,+∞) → Rm be a continuous function and307

z(t) := argmin
z∈H

max
i=1,...,m

fi(z)− qi(t) +
β

2tp
∥z∥2 for all t ≥ t0.

Then, z(·) is a continuous mapping.308

Proof. We fix an arbitrary t ≥ t0 and show that z(·) is continuous (continuous from the right if t = t0) in t.309

Let t ∈
[
t− κ, t+ κ

]
∩ [t0,+∞) for some κ > 0. Then, by strong convexity and the minimizing properties310

of z(t) and z(t), we get311

max
i=1,...,m

(
fi(z(t))− qi(t)

)
+

β

2tp
∥z(t)∥2

− max
i=1,...,m

(fi(z(t))− qi(t))−
β

2tp
∥z(t)∥2 ≥ β

2tp
∥z(t)− z(t)∥2,

(2.17)
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and312

max
i=1,...,m

(
fi(z(t))− qi(t)

)
+

β

2t
p ∥z(t)∥2

− max
i=1,...,m

(
fi(z(t)− qi(t)

)
− β

2t
p ∥z(t)∥2 ≥ β

2t
p ∥z(t)− z(t)∥2,

(2.18)

respectively. Using the monotonicity of t 7→ β
2tp , (2.17) and (2.18) lead to313

max
i=1,...,m

(
fi(z(t)− qi(t)

)
+ max

i=1,...,m

(
qi(t)− qi(t)

)
+

β

2tp
∥z(t)∥2

− max
i=1,...,m

(fi(z(t)− qi(t))−
β

2tp
∥z(t)∥2 ≥ β

2(t+ κ)p
∥z(t)− z(t)∥2,

(2.19)

respectively,314

max
i=1,...,m

(fi(z(t))− qi(t)) + max
i=1,...,m

(
qi(t)− qi(t)

)
+

β

2t
p ∥z(t)∥2

− max
i=1,...,m

(
fi(z(t)− qi(t)

)
− β

2t
p ∥z(t)∥2 ≥ β

2(t+ κ)p
∥z(t)− z(t)∥2.

(2.20)

Adding (2.19) and (2.20) yields315

2∥q(t)− q(t)∥∞ +
1

2

(
β

t
p − β

tp

)(
∥z(t)∥2 − ∥z(t)∥2

)
≥ β

(t+ κ)p
∥z(t)− z(t)∥2. (2.21)

By Proposition 2.4, the function z(·) is bounded, so by the continuity of q(·) the left-hand-side of (2.21)316

vanishes as t→ t. This demonstrates the continuity of z(·) in t.317

In the next proposition, we describe the connection between the original merit function φ(·) and the merit318

function φt(·) of the regularized problem. This will allow us to derive asymptotic convergence results on319

φ(x(t)) for t→ +∞.320

Proposition 2.6. Let a ∈ Rm
+ be the vector introduced in assumption (A2) and assume that x : [t0,+∞) →321

H fulfills x(t) ∈ L(F, F (x(t0)) + a) for all t ≥ t0. We define322

z(t) := argmin
z∈H

max
i=1,...,m

fi(z)− fi(x(t)) +
β

2tp
∥z∥2 for all t ≥ t0.

Then, the following statements hold:323

i) For all t ≥ t0 and all y ∈ H324

min
i=1,...,m

fi(x(t))− fi(y) ≤ min
i=1,...,n

ft,i(x(t))− ft,i(z(t)) +
β

2tp
∥y∥2,

hence325

φ(x(t)) ≤ φt(x(t)) +
βR2

2tp
,

where R is defined in (A2).326

ii) For all t ≥ t0327

∥x(t)− z(t)∥2 ≤ tpφt(x(t))

β
.
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Proof. i) Fix t ≥ t0 and y ∈ H. From the definition of z(t), we have328

max
i=1,...,m

ft,i(y)− ft,i(x(t)) ≥ max
i=1,...,m

ft,i(z(t))− ft,i(x(t)),

hence329

min
i=1,...,m

fi(x(t))− fi(y) +
β

2tp
∥x(t)∥2 − β

2tp
∥y∥2 ≤ min

i=1,...,m
ft,i(x(t))− ft,i(z(t)).

Using the definition of φt(·), we get330

min
i=1,...,m

fi(x(t))− fi(y) ≤ φt(x(t)) +
β

2tp
∥y∥2. (2.22)

By (A2), it holds LPw(F, F (x(t0)) + a) ̸= ∅, therefore,331

sup
F∗∈F (LPw(F,F (x(t0))+a))

inf
y∈F−1({F∗})

min
i=1,...,m

fi(x(t))− fi(y)

≤ φt(x(t)) +
β

2tp
sup

F∗∈F (LPw(F,F (x(t0))+a))

inf
y∈F−1({F∗})

∥y∥2. (2.23)

Additionally, we have332

sup
y∈LPw(F,F (x(t0))+a)

min
i=1,...,m

fi(x(t))− fi(y) = sup
F∗∈F (LPw(F,F (x(t0))+a))

inf
y∈F−1({F∗})

min
i=1,...,m

fi(x(t))− fi(y).

(2.24)

Note that (2.24) holds since for all y ∈ LPw(F, F (x(t0))+a) there exists F
∗ = F (y) ∈ F (LPw(F, F (x(t0))+333

a)) with mini=1,...,m fi(x(t)) − fi(y) = mini=1,...,m fi(x(t)) − fi(z) for all z ∈ F−1({F ∗}). On the other334

hand, for all F ∗ ∈ F (LPw(F, F (x(t0)) + a)) any y ∈ LPw(F, F (x(t0)) + a) with F (y) = F ∗ satisfies335

mini=1,...,m fi(x(t))− fi(y) = infz∈F−1({F∗}) mini=1,...,m fi(x(t))− fi(z). Combining (2.23) and (2.24), and336

using Lemma 1.4 and (A2), it yields337

φ(x(t)) ≤ φt(x(t)) +
βR2

2tp
.

ii) From the strong convexity of ft,i with modulus β
tp , we conclude the strong convexity of z 7→ maxi=1,...,m ft,i(z)−338

ft,i(x(t)) with modulus β
tp . This gives for all t ≥ t0339

φt(x(t)) = min
i=1,...,m

ft,i(x(t))− ft,i(z(t))

= max
i=1,...,m

ft,i(x(t))− ft,i(x(t))− max
i=1,...,m

ft,i(z(t))− ft,i(x(t))

≥ β

tp
∥x(t)− z(t)∥2,

and the desired inequality follows.340

3. Existence of solutions and some preparatory results for the asymptotic analysis341

In this section, we discuss the existence of solution trajectories of the dynamical system (MTRIGS) and342

derive their properties which will be used in the asymptotic analysis.343
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3.1. Existence of trajectory solutions344

The existence of solutions of (MTRIGS) follows analogously to that shown for the system (MAVD) in [5]345

and requires the Hilbert space H to be finite dimensional. We only give the definition of solutions and the346

main existence theorem in this subsection and move the proof to Appendix Appendix B.347

Due to the implicit structure of the differential equation (MTRIGS), we do not expect the trajectory348

solutions x(·) to be twice continuously differentiable in general. However, we show that there are continuously349

differentiable solutions with an absolutely continuous first derivative. The following definition describes what350

we understand by a solution of (MTRIGS).351

Definition 3.1. We call a function x : [t0,+∞) → H, t 7→ x(t) a solution to (MTRIGS) if it satisfies the352

following conditions:353

(i) x(·) ∈ C1([t0,+∞)), i.e., x(·) is continuously differentiable on [t0,+∞);354

(ii) ẋ(·) is absolutely continuous on [t0, T ] for all T ≥ t0;355

(iii) There exists a (Bochner) measurable function ẍ : [t0,+∞) → H with ẋ(t) = ẋ(t0) +
∫ t

t0
ẍ(s)ds for all356

t ≥ t0;357

(iv) ẋ(·) is differentiable almost everywhere and d
dt ẋ(t) = ẍ(t) holds for almost all t ∈ [t0,+∞);358

(v) α
tq ẋ(t) + projC(x(t))+ β

tp x(t)+ẍ(t) (0) = 0 holds for almost all t ∈ [t0,+∞);359

(vi) x(t0) = x0 and ẋ(t0) = v0.360

Next, we give the main existence theorem for solution to (MTRIGS).361

Theorem 3.2. Assume H is finite dimensional. Then, for all initial values (x0, v0) ∈ H×H there exists a362

function x(·) which is a solution of (MTRIGS) in the sense of Definition 3.1.363

Proof. See the proof of Theorem Appendix B.6 in Appendix Appendix B.364

Remark 3.3. The uniqueness of the trajectory solutions of (MTRIGS) remains an open problem. There365

are two major difficulties in deriving uniqueness, as for the dynamical system (MAVD). First, the mul-366

tiobjective steepest descent direction is not Lipschitz continuous, but only Hölder continuous. So even for367

simpler multiobjective gradient-like systems like ẋ(t) = projC(x(t))(0) it is not trivial to show uniqueness of368

trajectories in the general setting. The second problem is the implicit structure of the equation (MTRIGS).369

Therefore, we cannot use standard arguments like the Cauchy-Lipschitz theorem to derive the uniqueness of370

solutions. Note that the asymptotic analysis performed in this paper applies to any trajectory solution x(·)371

of (MTRIGS), which reduces the importance of the uniqueness statement.372

3.2. Preparatory results for the asymptotic analysis373

In this subsection, we derive some properties that all trajectory solution x(·) of the system (MTRIGS) share.374

Proposition 3.4. Let x(·) be a trajectory solution of (MTRIGS). Then, for all i = 1, . . . ,m and almost375

all t ≥ t0 it holds376 〈
∇fi(x(t)) +

β

tp
x(t) + ẍ(t) +

α

tq
ẋ(t), ẋ(t)

〉
≤ 0,

and therefore377 〈
∇fi(x(t)) +

β

tp
x(t) + ẍ(t), ẋ(t)

〉
≤ − α

tq
∥ẋ(t)∥2.
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Proof. According to Definition 3.1, each solution x(·) satisfies378

− α

tq
ẋ(t) = projC(x(t))+ β

tp x(t)+ẍ(t) (0),

for almost all t ≥ t0. From the variational characterization of the projection, it follows that379 〈
∇fi(x(t)) +

β

tp
x(t) + ẍ(t) +

α

tq
ẋ(t),

α

tq
ẋ(t)

〉
≤ 0,

for almost all t ≥ t0 and all i = 1, . . . ,m, which leads to the desired inequality.380

In the next proposition, we define component-wise a multiobjective energy function and show that its381

components fulfill a decay property along each trajectory solution.382

Proposition 3.5. Let x(·) be a trajectory solution of (MTRIGS). For all i = 1, . . . ,m, we define the energy383

function384

Wi : [t0,+∞) → R, t 7→ fi(x(t)) +
β

2tp
∥x(t)∥2 + 1

2
∥ẋ(t)∥2. (3.1)

Then, for all i = 1, . . . ,m and almost all t ≥ t0 it holds385

d

dt
Wi(t) ≤ − pβ

2tp+1
∥x(t)∥2 − α

tq
∥ẋ(t)∥2 ≤ 0.

Further, for a ∈ Rm
+ defined as ai :=

β
2tp0

∥x(t0)∥2 + 1
2∥ẋ(t0)∥

2 for i = 1, . . . ,m, it holds386

x(t) ∈ L(F, F (x(t0)) + a) for all t ≥ t0.

Proof. According to Definition 3.1, the velocity ẋ(·) of a trajectory solution is differentiable almost every-387

where. For all i = 1, . . . ,m and almost all t ≥ t0 it holds388

d

dt
Wi(t) = ⟨∇fi(x(t)), ẋ(t)⟩ −

pβ

2tp+1
∥x(t)∥2 + β

tp
⟨x(t), ẋ(t)⟩+ ⟨ẋ(t), ẍ(t)⟩

= − pβ

2tp+1
∥x(t)∥2 +

〈
∇fi(x(t)) +

β

tp
x(t) + ẍ(t), ẋ(t)

〉
≤ − pβ

2tp+1
∥x(t)∥2 − α

tq
∥ẋ(t)∥2 ≤ 0,

where the penultimate inequality follows from Proposition 3.4. The last statement of the proposition follows389

using the monotonicity of each Wi for i = 1, . . . ,m, on [t0,+∞).390

Since for almost all t ≥ t0, projC(x(t))+ β
tp x(t)+ẍ(t)(0) belongs to C(x(t)) + β

tpx(t) + ẍ(t), there exists θ(t) ∈391

∆m :=
{
θ ∈ Rm

+ :
∑m

i=1 θi = 1
}
such that392

− α

tq
ẋ(t) = projC(x(t))+ β

tp x(t)+ẍ(t)(0) =

m∑
i=1

θi(t)∇fi(x(t)) +
β

tp
x(t) + ẍ(t). (3.2)

In the following proposition, we show that there exists a measurable function θ(·) satisfying (3.2).393

Proposition 3.6. Let x(·) be a trajectory solution of (MTRIGS). Then, there exists a measurable function394

θ : [t0,+∞) → ∆m, t 7→ θ(t),

which satisfies for almost all t ≥ t0395

− α

tq
ẋ(t) = projC(x(t))+ β

tp x(t)+ẍ(t)(0) =

m∑
i=1

θi(t)∇fi(x(t)) +
β

tp
x(t) + ẍ(t). (3.3)
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Proof. The proof follows the lines of the proof of Lemma 4.3 in [5], where a similar result was shown for the396

system (MAVD). For almost all t ≥ t0, there exists θ(t) ∈ ∆m such that397

θ(t) ∈ argmin
θ∈∆m

j(t, θ), where j(t, θ) :=

∥∥∥∥∥
m∑
i=1

θi∇fi(x(t)) +
β

tp
x(t) + ẍ(t)

∥∥∥∥∥
2

. (3.4)

The existence of a measurable selection θ : [t0,+∞) → ∆m, t 7→ θ(t) ∈ argminθ∈∆m j(t, θ) can be verified398

using [41, Theorem 14.37]. To this end, we have to show that j(·, ·) is a Carathéodory integrand, i.e., j(·, θ)399

is measurable for all θ and j(t, ·) is continuous for all t ≥ t0. The second condition is obviously satisfied.400

Since x(·) is a trajectory solution of (MTRIGS) in the sense of Definition 3.1, ẍ(·) is (Bochner) measurable.401

Hence, for all θ ∈ ∆m, j(θ, ·) is measurable as a composition of measurable and continuous functions. This402

demonstrates that the first condition is also satisfied.403

By using the weight function θ(·) we can give a further variational characterization of a trajectory solution404

of (MTRIGS).405

Proposition 3.7. Let x(·) be a trajectory solution of (MTRIGS) and θ : [t0,+∞) → ∆m the corresponding406

measurable weight function given by Proposition 3.6. Then, for all i = 1, . . . ,m and almost all t ≥ t0 it407

holds408

⟨∇fi(x(t)), ẋ(t)⟩ ≤

〈
m∑
i=1

θi(t)∇fi(x(t)), ẋ(t)

〉
.

Proof. By Proposition 3.4, we have for all i = 1, . . . ,m and almost all t ≥ t0409 〈
∇fi(x(t)) +

β

tp
x(t) + ẍ(t) +

α

tq
ẋ(t), ẋ(t)

〉
≤ 0, (3.5)

which, combined with (3.3), yields410

⟨∇fi(x(t)), ẋ(t)⟩ ≤

〈
m∑
i=1

θi(t)∇fi(x(t)), ẋ(t)

〉
.

411

We conclude this section with the following proposition.412

Proposition 3.8. Let x(·) be a trajectory solution of (MTRIGS). Then, the following statements are true:413

i) ẋ(·) is bounded;414

ii) if x(·) is bounded, then ẍ(·) is essentially bounded.415

Proof. i) According to Proposition 3.5, we have for all i = 1, . . . ,m and all t ≥ t0416

1

2
∥ẋ(t)∥2 ≤ Wi(t) ≤ Wi(t0),

which proves the first statement.417

ii) If x(·) is bounded, then ∇fi(x(·)) is also bounded for all i = 1, . . . ,m, as a consequence of the Lipschitz418

continuity of the gradients. According to (MTRIGS), we have for almost all t ≥ t0419

ẍ(t) +
α

tq
ẋ(t) = projC(x(t))+ β

tp x(t)(−ẍ(t)),

hence,420

∥ẍ(t)∥ ≤ α

tq
∥ẋ(t)∥+

∥∥∥projC(x(t))+ β
tp x(t)(−ẍ(t))

∥∥∥ . (3.6)

Since all expressions on the right hand side of (3.6) are bounded on [t0,+∞), ẍ(·) is essentially bounded.421
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4. Asymptotic analysis422

In this section, we study the asymptotic behavior of the trajectory solutions to (MTRIGS). The convergence423

rates for the merit function values and the convergence of the trajectory depend heavily on the parameters424

p ∈ (0, 2], q ∈ (0, 1] and α, β > 0. The results in this section extend those in [3] from the single objective425

to the multiobjective framework. The following energy functions are the key to the asymptotic analysis of426

(MTRIGS).427

Definition 4.1. Let x(·) be a trajectory solution of (MTRIGS), r ∈ [q, 1] and z ∈ H. Let γ : [t0,+∞) →428

[0,+∞) and ξ : [t0,+∞) → R be continuously differentiable functions. We define for i = 1, . . . ,m429

Gr
i,γ,ξ,z(t) := t2r (ft,i(x(t))− ft,i(z)) +

1

2
∥γ(t)(x(t)− z) + trẋ(t)∥2 + ξ(t)

2
∥x(t)− z∥2

and430

Gr
γ,ξ,z(t) := t2r min

i=1,...,m
(ft,i(x(t))− ft,i(z)) +

1

2
∥γ(t)(x(t)− z) + trẋ(t)∥2 + ξ(t)

2
∥x(t)− z∥2.

For z(t) := argminz∈H maxi=1,...,m ft,i(z)− ft,i(x(t)) for t ≥ t0, we define431

Gr
γ,ξ : [t0,+∞) → R, t 7→ Gr

γ,ξ,z(t)(t) = t2r min
i=1,...,m

(ft,i(x(t))− ft,i(z(t)))

+
1

2
∥γ(t)(x(t)− z(t)) + trẋ(t)∥2 + ξ(t)

2
∥x(t)− z(t)∥2.

= t2rφt(x(t))

+
1

2
∥γ(t)(x(t)− z(t)) + trẋ(t)∥2 + ξ(t)

2
∥x(t)− z(t)∥2.

The functions γ(·) and ξ(·) will be specified at a later point in the analysis. In the next proposition, we432

derive estimates for the derivatives of the energy functions introduced above.433

Proposition 4.2. Let x(·) be a trajectory solution of (MTRIGS), r ∈ [q, 1] and z ∈ H. Let γ : [t0,+∞) →434

[0,+∞) and ξ : [t0,+∞) → R be continuously differentiable functions.435

i) For all i = 1, . . . ,m, the function Gr
i,γ,ξ,z(·) is absolutely continuous on every interval [t0, T ] for T ≥ t0,436

differentiable almost everywhere on [t0,+∞), and its derivative satisfies for almost all t ∈ [t0,+∞)437

d

dt
Gr
i,γ,ξ,z(t) ≤ 2rt2r−1 (ft,i(x(t))− ft,i(z))− trγ(t) min

i=1,...,m
(ft,i(x(t))− ft,i(z)) +

pβt2r

2tp+1
∥z∥2

+
(
γ(t)(γ(t) + rtr−1 − αtr−q) + trγ′(t) + ξ(t)

)
⟨x(t)− z, ẋ(t)⟩

+

(
γ(t)γ′(t) +

ξ′(t)

2
− γ(t)tr

β

2tp

)
∥x(t)− z∥2 + tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2.

(4.1)

ii) The function Gr
γ,ξ,z(·) is absolutely continuous on every interval [t0, T ] for T ≥ t0, differentiable almost438

everywhere on [t0,+∞), and its derivative satisfies for almost all t ∈ [t0,+∞)439

d

dt
Gr
γ,ξ,z(t) ≤

(
2rt2r−1 − trγ(t)

)
min

i=1,...,m
(ft,i(x(t))− ft,i(z)) +

pβt2r

2tp+1
∥z∥2

+
(
γ(t)(γ(t) + rtr−1 − αtr−q) + trγ′(t) + ξ(t)

)
⟨x(t)− z, ẋ(t)⟩

+

(
γ(t)γ′(t) +

ξ′(t)

2
− γ(t)tr

β

2tp

)
∥x(t)− z∥2 + tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2.

(4.2)
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Proof. Fix an arbitrary i ∈ {1, . . . ,m}. It is obvious that Gr
i,γ,ξ,z(·) is absolutely continuous on every interval440

[t0, T ] for T ≥ t0 and therefore differentiable almost everywhere on [t0,+∞). Let t ≥ t0 be a point at which441

Gr
i,γ,z(·) is differentiable. By the chain rule, it holds that442

d

dt
Gr
i,γ,ξ,z(t) = 2rt2r−1 (ft,i(x(t))− ft,i(z)) + t2r⟨∇ft,i(x(t)), ẋ(t)⟩ −

pβt2r

2tp+1
∥x(t)∥2 + pβt2r

2tp+1
∥z∥2

+
〈
γ(t)(x(t)− z) + trẋ(t), (γ(t) + rtr−1)ẋ(t) + γ′(t)(x(t)− z) + trẍ(t)

〉
+ ξ(t)⟨x(t)− z, ẋ(t)⟩+ ξ′(t)

2
∥x(t)− z∥2.

Let θ(·) be the measurable weight function given by Proposition 3.6. By Proposition 3.7, we have443

d

dt
Gr
i,γ,ξ,z(t) ≤ 2rt2r−1 (ft,i(x(t))− ft,i(z)) + t2r

〈
m∑
i=1

θi(t)∇ft,i(x(t)), ẋ(t)

〉
+
pβt2r

2tp+1
∥z∥2

+
〈
γ(t)(x(t)− z) + trẋ(t), (γ(t) + rtr−1)ẋ(t) + γ′(t)(x(t)− z) + trẍ(t)

〉
+ ξ(t)⟨x(t)− z, ẋ(t)⟩+ ξ′(t)

2
∥x(t)− z∥2.

(4.3)

Using (3.3), we write444

trẍ(t) = −αtr−qẋ(t)− tr
m∑
i=1

θi(t)∇ft,i(x(t)),

which we use to evaluate445 〈
γ(t)(x(t)− z) + trẋ(t), (γ(t) + rtr−1)ẋ(t) + γ′(t)(x(t)− z) + trẍ(t)

〉
=

〈
γ(t)(x(t)− z) + trẋ(t), (γ(t) + rtr−1 − αtr−q)ẋ(t) + γ′(t)(x(t)− z)− tr

m∑
i=1

θi(t)∇ft,i(x(t))

〉

= γ(t)(γ(t) + rtr−1 − αtr−q) ⟨x(t)− z, ẋ(t)⟩+ γ(t)γ′(t)∥x(t)− z∥2 − trγ(t)

〈
x(t)− z,

m∑
i=1

θi(t)∇ft,i(x(t))

〉

+ tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2 + trγ′(t)⟨ẋ(t), x(t)− z⟩ − t2r

〈
m∑
i=1

θi(t)∇ft,i(x(t)), ẋ(t)

〉
=
[
γ(t)(γ(t) + rtr−1 − αtr−q) + trγ′(t)

]
⟨x(t)− z, ẋ(t)⟩+ γ(t)γ′(t)∥x(t)− z∥2

− trγ(t)

〈
x(t)− z,

m∑
i=1

θi(t)∇ft,i(x(t))

〉
+ tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2 − t2r

〈
m∑
i=1

θi(t)∇ft,i(x(t)), ẋ(t)

〉
.

(4.4)
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We combine (4.3) and (4.4) to derive446

d

dt
Gr
i,γ,ξ,z(t) ≤ 2rt2r−1 (ft,i(x(t))− ft,i(z)) + t2r

〈
m∑
i=1

θi(t)∇ft,i(x(t)), ẋ(t)

〉
+
pβt2r

2tp+1
∥z∥2

+
(
γ(t)(γ(t) + rtr−1 − αtr−q) + trγ′(t)

)
⟨x(t)− z, ẋ(t)⟩+ γ(t)γ′(t)∥x(t)− z∥2

− trγ(t)

〈
x(t)− z,

m∑
i=1

θi(t)∇ft,i(x(t))

〉
+ tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2

− t2r

〈
m∑
i=1

θi(t)∇ft,i(x(t)), ẋ(t)

〉
+ ξ(t)⟨x(t)− z, ẋ(t)⟩+ ξ′(t)

2
∥x(t)− z∥2

= 2rt2r−1 (ft,i(x(t))− ft,i(z)) +
pβt2r

2tp+1
∥z∥2

+
(
γ(t)(γ(t) + rtr−1 − αtr−q) + trγ′(t) + ξ(t)

)
⟨x(t)− z, ẋ(t)⟩+

(
γ(t)γ′(t) +

ξ′(t)

2

)
∥x(t)− z∥2

+ trγ(t)

〈
z − x(t),

m∑
i=1

θi(t)∇ft,i(x(t))

〉
+ tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2.

(4.5)

We use the strong convexity of x 7→
∑m

i=1 θi(t)(ft,i(x)− ft,i(z)) to derive447 〈
z − x(t),

m∑
i=1

θi(t)∇ft,i(x(t))

〉
≤

m∑
i=1

θi(t) (ft,i(z)− ft,i(x(t)))−
β

2tp
∥x(t)− z∥2

≤ − min
i=1,...,m

ft,i(x(t))− ft,i(z)−
β

2tp
∥x(t)− z∥2.

(4.6)

Plugging (4.5) into (4.6) gives448

d

dt
Gr
i,γ,ξ,z(t) ≤ 2rt2r−1 (ft,i(x(t))− ft,i(z))− trγ(t) min

i=1,...,m
(ft,i(x(t))− ft,i(z))− γ(t)tr

β

2tp
∥x(t)− z∥2

+
(
γ(t)(γ(t) + rtr−1 − αtr−q) + trγ′(t) + ξ(t)

)
⟨x(t)− z, ẋ(t)⟩+

(
γ(t)γ′(t) +

ξ′(t)

2

)
∥x(t)− z∥2

+ tr(γ(t) + rtr−1 − αtr−q)∥ẋ(t)∥2 + pβt2r

2tp+1
∥z∥2,

concluding part i). Statement ii) follows immediately from i) and Lemma Appendix A.1.449

For given λ > 0 and r ∈ [q, 1], we choose in the first part of the convergence analysis450

γ : [t0,+∞) → [0,+∞), t 7→ γ(t) := λ, and ξ : [t0,+∞) → R, t 7→ ξ(t) := λ
(
rtr−1 + αtr−q − 2λ

)
.

For this choice of the two parameter functions, we rename the energy functions as follows:451

Er
i,λ,z : [t0,+∞) → R, Er

i,λ,z(t) := Gr
i,γ,ξ,z(t) := t2r(ft,i(x(t))− ft,i(z)) +

1

2
∥λ(x(t)− z) + trẋ(t)∥2

+
λ

2

(
rtr−1 + αtr−q − 2λ

)
∥x(t)− z∥2,

for i = 1, ...,m,452

Er
λ,z : [t0,+∞) → R, Er

λ,z(t) := Gr
γ,ξ,z(t) = t2r min

i=1,...,m
(ft,i(x(t))− ft,i(z)) +

1

2
∥λ(x(t)− z) + trẋ(t)∥2

+
λ

2

(
rtr−1 + αtr−q − 2λ

)
∥x(t)− z∥2,
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and453

Er
λ : [t0,+∞) → R, Er

λ(t) := Gr
γ,ξ(t) = t2r min

i=1,...,m
(ft,i(x(t))− ft,i(z(t))) +

1

2
∥λ(x(t)− z(t)) + trẋ(t)∥2

+
λ

2

(
rtr−1 + αtr−q − 2λ

)
∥x(t)− z(t)∥2

= t2rφt(x(t)) +
1

2
∥λ(x(t)− z(t)) + trẋ(t)∥2

+
λ

2

(
rtr−1 + αtr−q − 2λ

)
∥x(t)− z(t)∥2,

where z(t) := argminz∈H maxi=1,...,m ft,i(z) − ft,i(x(t)) for t ≥ t0. In the following, we formulate a propo-454

sition on Er
i,λ,z(·) and Er

λ,z(·) similar to Proposition 4.2.455

Proposition 4.3. Let x(·) be a trajectory solution of (MTRIGS), λ > 0, r ∈ [q, 1] and z ∈ H.456

i) For all i = 1, . . . ,m, the function Er
i,λ,z(·) is absolutely continuous on every interval [t0, T ] for T ≥ t0,457

differentiable almost everywhere on [t0,+∞), and its derivative satisfies for almost all t ∈ [t0,+∞)458

d

dt
Er
i,λ,z(t) ≤ 2rt2r−1(ft,i(x(t))− ft,i(z)− λtr min

i=1,...,m
(ft,i(x(t))− ft,i(z)) +

pβt2r

2tp+1
∥z∥2

+ λ
(
2rtr−1 − λ

)
⟨x(t)− z, ẋ(t)⟩+ tr

(
λ+ rtr−1 − αtr−q

)
∥ẋ(t)∥2

+
λ

2

(
r(r − 1)tr−2 + α(r − q)tr−q−1 − βtr−p

)
∥x(t)− z∥2.

(4.7)

ii) The functions Er
λ,z(·) is absolutely continuous on every interval [t0, T ] for T ≥ t0, differentiable almost459

everywhere on [t0,+∞), and its derivative satisfies for almost all t ∈ [t0,+∞)460

d

dt
Er
λ,z(t) ≤

(
2rt2r−1 − λtr

)
min

i=1,...,m
(ft,i(x(t))− ft,i(z)) + +

pβt2r

2tp+1
∥z∥2

+ λ
(
2rtr−1 − λ

)
⟨x(t)− z, ẋ(t)⟩+ tr

(
λ+ rtr−1 − αtr−q

)
∥ẋ(t)∥2

+
λ

2

(
r(r − 1)tr−2 + α(r − q)tr−q−1 − βtr−p

)
∥x(t)− z∥2.

(4.8)

Proof. The proof follows immediately by Proposition 4.2 using γ′(t) = 0 and ξ′(t) = λ(r(r− 1)tr−2 +α(r−461

q)tr−q−1) for t ≥ t0.462

Lemma 4.4. Let q ∈ (0, 1), x(·) be a trajectory solution of (MTRIGS), λ > 0, r ∈ [q, 1), and z ∈ H. Define463

µr : [t0,+∞) → R, µr(t) :=
λ
tr − 2r

t . Then, for almost all t ≥ t1 := max
((

2r
λ

) 1
1−r , t0

)
, it holds464

d

dt
Er
λ,z(t) + µr(t)Er

λ,z(t) ≤ tr
(
3

2
λ− αtr−q

)
∥ẋ(t)∥2 + pβt2r

2tp+1
∥z∥2 + λ

2

[
3λr

t
− λ2

tr
+
λα

tq
− β

tp−r

]
∥x(t)− z∥2.

(4.9)

Proof. For all t ≥ t0 it holds465

Er
λ(t) = t2r min

i=1,...,m
(ft,i(x(t))− ft,i(z)) +

λ2

2
∥x(t)− z∥2 + λtr⟨x(t)− z, ẋ(t)⟩

+
t2r

2
∥ẋ(t)∥2 + λ

2

(
rtr−1 + αtr−q − 2λ

)
∥x(t)− z∥2

= t2r min
i=1,...,m

(ft,i(x(t))− ft,i(z)) +
λ

2

(
rtr−1 + αtr−q − λ

)
∥x(t)− z∥2

+ λtr⟨x(t)− z, ẋ(t)⟩+ t2r

2
∥ẋ(t)∥2.

(4.10)
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Note that µr(t) ≥ 0 for all t ≥
(
2r
λ

) 1
1−r . Then, combining (4.8) and (4.10), it yields for almost all t ≥ t1466

d

dt
Er
λ,z(t) + µr(t)Er

λ,z(t) ≤
(
2rt2r−1 − λtr

)
min

i=1,...,m
(ft,i(x(t))− ft,i(z)) + tr

(
λ+ rtr−1 − αtr−q

)
∥ẋ(t)∥2

+
λ

2

(
r(r − 1)tr−2 + α(r − q)tr−q−1 − βtr−p

)
∥x(t)− z∥2

+ λ
(
2rtr−1 − λ

)
⟨x(t)− z, ẋ(t)⟩+ pβt2r

2tp+1
∥z∥2

+
(
λtr − 2rt2r−1

)
min

i=1,...,m
(ft,i(x(t))− ft,i(z))

+
λ

2

[
3λr

t
+
λα

tq
− λ2

tr
− 2r2

t2−r
− 2rα

t1−r+q

]
∥x(t)− z∥2

+ λ
(
λ− 2rtr−1

)
⟨x(t)− z, ẋ(t)⟩+ 1

2

(
λtr − 2rt2r−1

)
∥ẋ(t)∥2

= tr
(
3

2
λ− αtr−q

)
∥ẋ(t)∥2 + pβt2r

2tp+1
∥z∥2

+
λ

2

[
−r(r + 1)

t2−r
− α(r + q)

t1−r+q
+

3λr

t
+
λα

tq
− λ2

tr
− βtr−p

]
∥x(t)− z∥2

≤ tr
(
3

2
λ− αtr−q

)
∥ẋ(t)∥2 + pβt2r

2tp+1
∥z∥2 + λ

2

[
3λr

t
− λ2

tr
+
λα

tq
− β

tp−r

]
∥x(t)− z∥2.

467

The result above can be extended to the case q ∈ (0, 1] and r = 1 for λ ≥ 2 as we state in the following468

lemma.469

Lemma 4.5. Let q ∈ (0, 1], x(·) be a trajectory solution of (MTRIGS), λ ≥ 2, r = 1 and z ∈ H. Define470

µ1 : [t0,+∞) → R, t 7→ µ1(t) :=
λ−2
t . Then, for almost all t ≥ t0, it holds471

d

dt
E1
λ,z(t) + µ1(t)E1

λ,z(t) ≤ t

(
3

2
λ− αt1−q

)
∥ẋ(t)∥2 + pβ

2tp−1
∥z∥2

+
λ

2

[
(1− λ)(λ− 2)

t
+
α(λ− (1 + q))

tq
− β

tp−1

]
∥x(t)− z∥2.

(4.11)

Proof. The proof is analogous to that of Lemma 4.4.472

4.1. The case p ∈ (0, 2] and q < p
2 : convergence rates473

In Theorem 4.6 we derive convergence rates for the merit function along trajectory solutions of (MTRIGS)474

when q ∈ (0, 1) is such that p ∈ (0, 2] and q < p
2 .475

Theorem 4.6. Let p ∈ (0, 2] with q < p
2 , x(·) be a bounded trajectory solution of (MTRIGS), and z(t) :=476

argminz∈H maxi=1,...,m ft,i(z) − ft,i(x(t)) for t ≥ t0. Then, we have the following convergence rates as477

t→ +∞:478

i) Eq
λ(t) = O (1) for 0 < λ < α

2 ;479

ii) φt(x(t)) = O
(
t−2q

)
;480

iii) φ(x(t)) = O
(
t−2q

)
;481

iv) ∥x(t)− z(t)∥ = O (1) ;482

v) ∥ẋ(t)∥ = O (t−q) .483
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Proof. i) Let 0 < λ < α
2 and z ∈ H fixed. We derive a bound for the energy function Eq

λ,z(·) by considering484

inequality (4.9) with r = q, i.e., for almost all t ≥ max
((

2q
λ

) 1
1−q , t0

)
485

d

dt
Eq
λ,z(t) + µq(t)Eq

λ,z(t) ≤ tq
(
3

2
λ− α

)
∥ẋ(t)∥2 + pβ

2
t2q−p−1∥z∥2 + λ

2

[
3λq

t
− λ2

tq
+
λα

tq
− β

tp−q

]
∥x(t)− z∥2.

(4.12)

From here, we derive for almost all t ≥ max
((

2q
λ

) 1
1−q , t0, 1

)
486

d

dt
Eq
λ,z(t) + µq(t)Eq

λ,z(t) ≤
pβ

2
t2q−p−1∥z∥2 + λ2(3 + α− λ)

2tq
∥x(t)− z∥2

≤ pβ

2
t2q−p−1∥z∥2 + λ2(3 + α− λ)t−q

(
∥z∥2 + ∥x(t)∥2

)
.

Since x(·) is bounded and q < p
2 ≤ 1, there exist t2 ≥ max

((
2q
λ

) 1
1−q , t0, 1

)
and c,M > 0 such that for487

almost all t ≥ t2488

d

dt
Eq
λ,z(t) + µq(t)Eq

λ,z(t) ≤ c
(
M + ∥z∥2

)
t−q. (4.13)

We define the function489

Mq : [t2,+∞) → R, t 7→ Mq(t) := exp

(∫ t

t2

µq(s)ds

)
= exp

(∫ t

t2

λ

sq
− 2q

s
ds

)
= CMq

exp
(

λ
1−q t

1−q
)

t2q
,

(4.14)

with CMq
=

t2q2
exp( λ

1−q t
1−q
2 )

> 0. The function Mq(·) is constructed such that d
dtMq(t) = Mq(t)µq(t) and490

hence491

d

dt

(
Mq(t)Eq

λ,z(t)
)
= Mq(t)

(
d

dt
Eq
λ,z(t) + µq(t)Eq

λ,z(t)

)
for almost all t ≥ t2. (4.15)

The relations (4.15) and (4.13) give for almost all t ≥ t2492

d

dt

(
Mq(t)Eq

λ,z

)
≤ cMq(t)

(
M + ∥z∥2

)
t−q. (4.16)

We integrate (4.16) from t2 to t ≥ t2 to get493

Mq(t)Eq
λ,z(t)−Mq(t2)Eq

λ,z(t2) ≤ c
(
M + ∥z∥2

) ∫ t

t2

Mq(s)s
−qds,

thus, for all t ≥ t2 it holds494

Eq
λ,z(t) ≤

Mq(t2)Eq
λ,z(t2)

Mq(t)
+ c

(
M + ∥z∥2

) CMq

Mq(t)

∫ t

t2

exp

(
λ

1− q
s1−q

)
s−3qds. (4.17)

The inequality above holds for all z ∈ H and all t ≥ t2. For all t ≥ t2, we choose

z := z(t) = argmin
z∈H

max
i=1,...,m

ft,i(z)− ft,i(x(t)),

which, since Eq
λ(t) = Eq

λ,z(t)(t), yields495

Eq
λ(t) ≤

Mq(t2)Eq
λ,z(t)(t2)

Mq(t)
+ c

(
M + ∥z(t)∥2

) CMq

Mq(t)

∫ t

t2

exp

(
λ

1− q
s1−q

)
s−3qds.
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By Proposition 2.4, z(·) is bounded, and hence there exist constants C1, C2 > 0 such that for all t ≥ t2496

Eq
λ(t) ≤

C1

Mq(t)
+

C2

Mq(t)

∫ t

t2

exp

(
λ

1− q
s1−q

)
s−3qds. (4.18)

We apply Lemma Appendix A.2 to the integral in (4.18) to derive the asymptotic bound497 ∫ t

t2

exp

(
λ

1− q
s1−q

)
s−3qds = O

(
t−2q exp

(
λ

1− q
t1−q

))
as t→ +∞,

hence498

C2

Mq(t)

∫ t

t2

exp

(
λ

1− q
s1−q

)
s−2qds = O (1) as t→ +∞. (4.19)

We conclude from (4.18) and (4.19) that499

Eq
λ(t) = O (1) as t→ +∞, (4.20)

proving statement i). From here, we can prove the remaining four statements of the theorem.500

ii) By the choice of 0 < λ < α
2 , we have for all t ≥ t0501

qtq−1 + α− 2λ ≥ 0.

Then, by the definition of Eq
λ(·) we have for all t ≥ t0502

t2qφt(x(t)) ≤ Eq
λ(t),

which, according to (4.20), gives503

φt(x(t)) = O
(
t−2q

)
as t→ +∞.

iii) Using Proposition 2.6 and ii) yields504

φ(x(t)) ≤ φt(x(t)) +
βR2

2tp
= O

(
t−2q

)
as t→ +∞.

iv) Since for all t ≥ t0505

qtq−1 + α− 2λ ≥ α− 2λ > 0,

it holds506

λ

2
(α− 2λ)∥x(t)− z(t)∥2 ≤ Eq

λ(t).

This estimate together with (4.20) implies that507

∥x(t)− z(t)∥ = O (1) as t→ +∞. (4.21)

v) From i) and iv), we have508

t2q

2
∥ẋ(t)∥2 ≤ ∥λ(x(t)− z(t)) + tqẋ(t)∥2 + λ2∥x(t)− z(t)∥2

≤ 2Eq
λ(t) + λ2∥x(t)− z(t)∥2 = O (1) as t→ +∞.

From here, we conclude509

∥ẋ(t)∥ = O
(
t−q
)

as t→ +∞.

510
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4.2. The case q ∈ (0, 1) and p < q + 1 : convergence rates and strong convergence of the trajectories511

In this section, we perform the asymptotic analysis for (MTRIGS) in case p < q + 1.512

Theorem 4.7. Let q ∈ (0, 1) and p < q + 1, x(·) be a trajectory solution of (MTRIGS), and z(t) :=513

argminz∈H maxi=1,...,m ft,i(z)− ft,i(x(t)) for t ≥ t0. Then, for r ∈ [q, 1) ∩ [p− q, 1), we have the following514

convergence rates as t→ +∞:515

i) Er
λ(t) = O

(
t3r−(p+1)

)
for λ ∈

(
0, 2α3

]
∩
(
0, βα

]
;516

ii) φt(x(t)) = O
(
tr−(p+1)

)
;517

iii) φ(x(t)) = O (t−p) ;518

iv) ∥x(t)− z(t)∥ = O
(
t
r−1
2

)
;519

v) ∥ẋ(t)∥ = O
(
t
r−(p+1)

2

)
.520

Proof. i) Let r ∈ [q, 1)∩ [p−q, 1) and z ∈ H fixed. From (4.9), we have for almost all t ≥ max
((

2r
λ

) 1
1−r , t0

)
521

d

dt
Er
λ,z(t) + µr(t)Er

λ,z(t) ≤ tr
(
3

2
λ− αtr−q

)
∥ẋ(t)∥2 + pβt2r

2tp+1
∥z∥2 + λ

2

[
3λr

t
− λ2

tr
+
λα

tq
− β

tp−r

]
∥x(t)− z∥2.

(4.22)

Since r < 1, and p− r ≤ q, λ ≤ β
α , and r − q ≥ 0, λ ≤ 2α

3 there exists t2 ≥ max
((

2r
λ

) 1
1−r , t0

)
such that for522

almost all t ≥ t2523

d

dt
Er
λ,z(t) + µq(t)Er

λ,z(t) ≤
pβt2r

2tp+1
∥z∥2. (4.23)

As before, we define the function524

Mr : [t2,+∞) → R, t 7→ Mr(t) := exp

(∫ t

t2

µr(s)ds

)
= exp

(∫ t

t1

λ

sr
− 2r

s
ds

)
= CMr

exp
(

λ
1−r t

1−r
)

t2r
,

(4.24)

with CMr
=

t2r2
exp( λ

1−r t
1−r
2 )

> 0. The function Mr(·) is constructed such that d
dtMr(t) = Mr(t)µr(t) and525

hence526

d

dt

(
Mr(t)Er

λ,z(t)
)
= Mr(t)

(
d

dt
Er
λ,z(t) + µr(t)Er

λ,z(t)

)
for almost all t ≥ t2. (4.25)

The relations (4.25) and (4.23) give for almost all t ≥ t2527

d

dt

(
Mr(t)Er

λ,z(t)
)
≤ pβ

2
∥z∥2Mr(t)t

2r−(p+1), (4.26)

We integrate (4.26) from t2 to t ≥ t2 to get528

Mr(t)Er
λ,z(t)−Mr(t2)Er

λ,z(t2) ≤
pβ

2
∥z∥2

∫ t

t2

Mr(s)s
2r−(p+1)ds,
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thus, for all t ≥ t2 it holds529

Er
λ,z(t) ≤

Mr(t2)Er
λ,z(t2)

Mr(t)
+
pβ

2
∥z∥2 CMr

Mr(t)

∫ t

t2

exp

(
λ

1− r
s1−r

)
s−(p+1)ds. (4.27)

The inequality above holds for all z ∈ H and all t ≥ t2. For all t ≥ t2, we choose

z := z(t) = argmin
z∈H

max
i=1,...,m

ft,i(z)− ft,i(x(t)),

which, since Er
λ(t) = Er

λ,z(t)(t), yields530

Er
λ(t) ≤

Mr(t2)Er
λ,z(t)(t2)

Mr(t)
+
pβ

2
∥z(t)∥2 CMr

Mr(t)

∫ t

t2

exp

(
λ

1− r
s1−r

)
s−(p+1)ds.

By Proposition 2.4, z(·) is bounded, hence there exist constants C1, C2 > 0 such that for all t ≥ t2531

Er
λ(t) ≤

C1

Mr(t)
+

C2

Mr(t)

∫ t

t2

exp

(
λ

1− r
s1−r

)
s−(p+1)ds. (4.28)

We apply Lemma Appendix A.2 to the integral in (4.28) to derive the asymptotic bound532 ∫ t

t2

exp

(
λ

1− r
s1−r

)
s−(p+1)ds = O

(
tr−(p+1) exp

(
λ

1− r
t1−r

))
as t→ +∞,

hence533

C2

Mr(t)

∫ t

t2

exp

(
λ

1− r
s1−r

)
s−(p+1)ds = O

(
t3r−(p+1)

)
as t→ +∞. (4.29)

We conclude from (4.28) and (4.29) that534

Er
λ(t) = O

(
t3r−(p+1)

)
as t→ +∞, (4.30)

proving statement i). From here, we can prove the other four statements of the theorem.535

536

ii) If r > q, for t ≥
(
2λ
α

) 1
r−q we have rtr−1 + αtr−q − 2λ ≥ 0 and hence537

t2rφt(x(t)) ≤ Er
λ(t). (4.31)

For the case r = q the argument follows in a similar manner. We apply part i) for λ ∈
(
0, α2

)
∩
(
0, βα

]
⊆538 (

0, 2α3
]
∩
(
0, βα

]
. Then qtq−1 + α− 2λ ≥ 0 for all t ≥ t0 and hence539

t2qφt(x(t)) ≤ Eq
λ(t). (4.32)

Both cases, together with (4.30), imply that for all r ∈ [q, 1) ∩ [p− q, 1)540

φt(x(t)) = O
(
tr−(p+1)

)
as t→ +∞.

iii) Using Proposition 2.6 and ii) yields541

φ(x(t)) ≤ φt(x(t)) +
βR2

2tp
= O

(
t−p
)

as t→ +∞.
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iv) By Proposition 2.6, we have for all t ≥ t0542

∥x(t)− z(t)∥2 ≤ 2tp

β
φt(x(t)),

and hence by ii) we get543

∥x(t)− z(t)∥ = O
(
t
r−1
2

)
as t→ +∞. (4.33)

v) From the above considerations, we have544

t2r

2
∥ẋ(t)∥2 ≤ ∥λ(x(t)− z(t)) + trẋ(t)∥2 + λ2∥x(t)− z(t)∥2

≤ 2Er
λ(t) + λ2∥x(t)− z(t)∥2 = O

(
t3r−(p+1)

)
as t→ +∞.

From here, we conclude545

∥ẋ(t)∥ = O
(
t
r−(p+1)

2

)
as t→ +∞.

546

For this parameter settings, alongside establishing convergence rates, we demonstrate that the bounded547

trajectory solutions of (MTRIGS) strongly converge to a weak Pareto optimal point of (MOP). Notably,548

this point is also the element of minimum norm within the lower level set of the objective function with549

respect to its value at the weak Pareto optimal point.550

Theorem 4.8. Let q ∈ (0, 1), p < q + 1, and x(·) be a bounded trajectory solution of (MTRIGS). Then,551

x(t) converges strongly to a weak Pareto optimal point x∗ of (MOP) as t → +∞, which is the element of552

minimum norm in
⋂m

i=1 L(fi, fi(x∗)).553

Proof. To prove the strong convergence of the trajectory solution x(·) we use Theorem 2.1, which states554

that z(·) converges strongly, in combination with Theorem 4.7 iv), which states that ∥x(t) − z(t)∥ → 0 as555

t→ +∞. Since x(·) is bounded, it holds inft≥t0 fi(x(t)) > −∞ for i = 1, . . . ,m, and so556

inf
t≥t0

Wi(t) = inf
t≥t0

(
fi(x(t)) +

β

2tp
∥x(t)∥2 + 1

2
∥ẋ(t)∥2

)
≥ inf

t≥t0
fi(x(t)) > −∞,

where Wi(·) is the function introduced in (3.1). By Proposition 3.5, the function Wi(·) is monotonically557

decreasing and therefore, limt→+∞ Wi(t) exists for i = 1, . . . ,m. According to Theorem 4.7, ẋ(t) → 0, hence558

β
2tp ∥x(t)∥

2 + 1
2∥ẋ(t)∥

2 → 0 as t→ +∞. Thus, for i = 1, . . . ,m,559

lim
t→+∞

fi(x(t)) = lim
t→+∞

Wi(t) = inf
t≥t0

Wi(t) > −∞.

We denote by f∗ := limt→+∞ f(x(t)) = limt→+∞ (f1(x(t)), . . . , fm(x(t))) ∈ Rm. We use Theorem 2.1 with560

q(t) := f(x(t)) to conclude561

z(t) → x∗ := projS(f∗)(0) as t→ +∞,

where z(t) := argminz∈H maxi=1,...,m ft,i(z) − ft,i(x(t)) and S(f∗) := argminz∈H maxi=1,...,m (fi(z)− f∗i ).562

According to Theorem 4.7, we have ∥x(t)− z(t)∥ → 0, hence563

x(t) → x∗ as t→ +∞.

Since φ(x(t)) → 0 as t → +∞, it yields φ(x∗) = 0, thus x∗ is a weak Pareto optimal point of (MOP).564

By continuity, f∗ = f(x∗) and, since x∗ is a weak Pareto optimal solution of (MOP), it holds S(f∗) =565 ⋂m
i=1 L(fi, fi(x∗)).566

28



4.3. The case p ∈ (0, 2] and q = 1567

In this subsection, we consider the boundary case q = 1, allowing p to be chosen in (0, 2]. The assumption568

we make for α is consistent with that made in the setting of inertial dynamics with vanishing damping in569

the single objective case, see [10, 15].570

Theorem 4.9. Let p ∈ (0, 2], q = 1 and α ≥ 3, x(·) be a bounded trajectory solution of (MTRIGS), and571

z(t) := argminz∈H maxi=1,...,m ft,i(z)− ft,i(x(t)) for t ≥ t0. Then, we have the following convergence rates572

as t→ +∞:573

i) E1
λ(t) = O

(
t2−p

)
for λ ∈

[
2, 2α3

]
;574

ii) φt(x(t)) = O (t−p);575

iii) φ(x(t)) = O (t−p) ;576

iv) ∥x(t)− z(t)∥ = O (1);577

v) ∥ẋ(t)∥ = O
(
t−

p
2

)
.578

Proof. i) Let r = q = 1 and z ∈ H fixed. We consider the energy function Er
λ,z(·). From inequality (4.11)579

we get for almost all t ≥ t0580

d

dt
E1
λ,z(t) + µ1(t)E1

λ,z(t) ≤ t

(
3

2
λ− α

)
∥ẋ(t)∥2 + pβ

2tp−1
∥z∥2 + λ

2

[
α(λ− 2)

t
− β

tp−1

]
∥x(t)− z∥2. (4.34)

Since p− 1 ≤ 1, λ ≤ 2α
3 and x(·) is bounded, there exist t1 ≥ t0 and M, c > 0 such that for almost all t ≥ t1581

d

dt
E1
λ,z(t) + µ1(t)E1

λ,z(t) ≤
c

2tp−1

(
M + ∥z∥2

)
. (4.35)

As before, we define the function582

M1 : [t1,+∞) → R, t 7→ M1(t) := exp

(∫ t

t1

µ1(s)ds

)
= exp

(∫ t

t1

λ− 2

s
ds

)
= CM1t

λ−2, (4.36)

with CM1
= t2−λ

1 . The function M1(·) is constructed such that d
dtM1(t) = M1(t)µ1(t), hence583

d

dt

(
M1(t)E1

λ,z(t)
)
= M1(t)

(
d

dt
E1
λ,z(t) + µ1(t)E1

λ,z(t)

)
for almost all t ≥ t1. (4.37)

The relations (4.37) and (4.35) give for almost all t ≥ t1584

d

dt

(
M1(t)E1

λ,z(t)
)
≤ c

2

(
M + ∥z∥2

)
M1(t)t

1−p. (4.38)

We integrate (4.38) from t1 to t ≥ t1 to get585

M1(t)E1
λ,z(t)−M1(t1)E1

λ,z(t1) ≤
c

2

(
M + ∥z∥2

) ∫ t

t1

M1(s)s
1−pds,

thus, for all t ≥ t1 it holds586

E1
λ,z(t) ≤

M1(t1)E1
λ,z(t1)

M1(t)
+
c

2

(
M + ∥z∥2

) CM1

M1(t)

∫ t

t1

sλ−(p+1)ds. (4.39)

The inequality above holds for all z ∈ H and all t ≥ t1. For all t ≥ t1, we choose

z := z(t) = argmin
z∈H

max
i=1,...,m

ft,i(z)− ft,i(x(t)),
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which, since E1
λ(t) = E1

λ,z(t)(t), yields587

E1
λ(t) ≤

M1(t1)E1
λ,z(t)(t1)

CM1t
λ−2

+
c

2tλ−2

(
M + ∥z(t)∥2

) [ tλ−p

λ− p
− tλ−p

1

λ− p

]
.

By Proposition 2.4, z(·) is bounded, which means that there exist constants C1, C2 > 0 such that for all588

t ≥ t1589

E1
λ(t) ≤ C1 + C2t

2−p, (4.40)

hence590

E1
λ(t) = O

(
t2−p

)
as t→ +∞, (4.41)

proving statement i). From here, the remaining four statements of the theorem follow as in the proof of591

Theorem 4.7.592

Remark 4.10. If we choose λ = 2 in the proof of Theorem 4.9 we do not need to assume the boundedness of593

x(·) to conclude (4.35) from (4.34). This implies that in the case q = 1 and α ≥ 3 the bound ∥x(t)− z(t)∥ =594

O(1) as t→ +∞ follows without the boundedness assumption on x(·).595

4.4. The case p ∈ (0, 2] and q + 1 < p : weak convergence of the trajectories596

In this section, we show that in the case p ∈ (0, 2] and q + 1 < p the bounded trajectory solutions of597

(MTRIGS) converge weakly to a weak Pareto optimal point of (MOP). To this end, we make use of Opial’s598

Lemma and the energy function from Definition 4.1 with γ(·) and ξ(·) to be specified later. The convergence599

rates derived in Subsection 4.1 are valid in this setting.600

Theorem 4.11. Let p ∈ (0, 2), q + 1 < p, and x(·) be a trajectory solution of (MTRIGS). Then, for601

r ∈
[
q, q+1

2

]
, we have602 ∫ +∞

t0

s2r−q∥ẋ(s)∥2ds < +∞.

Proof. Let z ∈ H fixed. Define603

γ : [t0,+∞) → R, t 7→ γ(t) = 2rtr−1.

With this choice, inequality (4.2) reads for almost all t ≥ t0604

d

dt
Gr
γ,ξ,z(t) ≤

pβt2r

2tp+1
∥z∥2 +

(
2rtr−1(2rtr−1 + rtr−1 − αtr−q) + 2r(r − 1)t2r−2 + ξ(t)

)
⟨x(t)− z, ẋ(t)⟩

+

(
4r2(r − 1)t2r−3 +

ξ′(t)

2
− βrt2r−1−p

)
∥x(t)− z∥2 + tr(2rtr−1 + rtr−1 − αtr−q)∥ẋ(t)∥2

=
pβt2r

2tp+1
∥z∥2 +

(
2rtr−1(3rtr−1 − αtr−q) + 2r(r − 1)t2r−2 + ξ(t)

)
⟨x(t)− z, ẋ(t)⟩

+

(
4r2(r − 1)t2r−3 +

ξ′(t)

2
− βrt2r−1−p

)
∥x(t)− z∥2 + tr(3rtr−1 − αtr−q)∥ẋ(t)∥2.

(4.42)

Now we choose605

ξ : [t0,+∞) → R, ξ(t) := 2rtr−1(αtr−q − 3rtr−1) + 2r(1− r)t2(r−1) = 2αrt2r−q−1 + 2r(1− 4r)t2(r−1),
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and notice that ξ′(t) = 2αr(2r − q − 1)t2r−q−2 + 4r(r − 1)(1 − 4r)t2r−3 for all t ≥ t0. With this choice,606

inequality (4.42) simplifies for almost all t ≥ t0 to607

d

dt
Gr
γ,ξ,z(t) ≤

pβt2r

2tp+1
∥z∥2 +

(
2r(r − 1)(1− 2r)t2r−3 + αr(2r − q − 1)t2r−q−2 − βrt2r−1−p

)
∥x(t)− z∥2

+ tr(3rtr−1 − αtr−q)∥ẋ(t)∥2.
(4.43)

Since r ≤ q+1
2 , we conclude from (4.43) that for almost all t ≥ max

((
max(2(r−1)(1−2r),0)

β

) 1
2−p

, t0

)
608

d

dt
Gr
γ,ξ,z(t) ≤tr(3rtr−1 − αtr−q)∥ẋ(t)∥2 + pβt2r

2tp+1
∥z∥2. (4.44)

Hence, there exist t1 ≥ max

((
max(2(r−1)(1−2r),0)

β

) 1
2−p

, t0

)
and a, b > 0 such that for almost all t ≥ t1609

d

dt
Gr
γ,ξ,z(t) ≤− at2r−q∥ẋ(t)∥2 + bt2r−p−1∥z∥2,

therefore610

Gr
γ,ξ,z(t)− Gr

γ,ξ,z(t1) ≤− a

∫ t

t1

s2r−q∥ẋ(s)∥2ds+ b∥z∥2
∫ t

t1

s2r−p−1ds ∀t ≥ t1.

Since this holds for all z ∈ H, we conclude611

Gr
λ,ξ(t)− Gr

λ,ξ,z(t)(t1) ≤− a

∫ t

t1

s2r−q∥ẋ(s)∥2ds+ b∥z(t)∥2
∫ t

t1

s2r−p−1ds ∀t ≥ t1.

For t ≥
(

max(1−4r,0)
α

) 1
1−q

, it holds that ξ(t) ≥ 0 and hence Gr
λ,ξ(t) ≥ 0. Then, for all t ≥ max

(
max(1−4r,0)

α , t1

)
612

a

∫ t

t1

s2r−q∥ẋ(s)∥2ds ≤ Gr
λ,ξ,z(t)(t1) + b∥z(t)∥2

∫ t

t1

s2r−p−1ds.

Since z(·) is bounded by Proposition 2.4 and 2r− p− 1 < −1, the right hand side of the previous inequality613

is uniformly bounded for all t ≥ max
((

1−4r
α

) 1
1−q , t1

)
, hence614

∫ +∞

t0

s2r−q∥ẋ(s)∥2ds < +∞.

615

Next, we discuss the boundary case p = 2. To derive weak convergence, we need an additional condition on616

the parameter β > 0.617

Theorem 4.12. Let p = 2, q ∈ (0, 1), β ≥ q(1−q), and x(·) be a bounded trajectory solution of (MTRIGS).618

Then, for r ∈
[
q, 1+q

2

]
, we have619 ∫ +∞

t0

s2r−q ∥ẋ(s)∥2ds < +∞. (4.45)
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Proof. The proof follows analogously to the proof of Theorem 4.11, with the difference that in order to620

conclude (4.44) from (4.43) the additional inequality621

2(r − 1)(1− 2r) ≤ β, (4.46)

is necessary. Since r := q+1
2 satisfies (4.46), it holds622 ∫ +∞

t0

s ∥ẋ(s)∥2ds < +∞, (4.47)

which implies that (4.45) holds for all r ∈
[
q, q+1

2

]
.623

Remark 4.13. In both regimes, namely, for p ∈ (0, 2) and q + 1 < p, and for p = 2, q ∈ (0, 1) and624

β ≥ q(1 − q), choosing r := 1+q
2 we obtain the following integral estimate, which describes the convergence625

behavior of the velocity of the trajectory626 ∫ +∞

t0

s ∥ẋ(s)∥2ds < +∞.

We use the integral estimates given in Theorem 4.11 and in Theorem 4.12 to prove the weak convergence of627

the trajectory solution using Opial’s Lemma (see Lemma Appendix A.3). The following two results prove628

that the first condition in Opial’s Lemma is satisfied, while the final weak convergence statement is shown629

in Theorem 4.16.630

Lemma 4.14. Let p ∈ (0, 2]. Let q ∈ (0, 1), or q = 1 and α ≥ 3, and x(·) be a bounded trajectory solution631

of (MTRIGS). Let Wi(·), i = 1, ...,m, be the energy function defined in Proposition 3.5. Then, for all632

i = 1, . . . ,m, the limit633

f∞i := lim
t→+∞

fi(x(t)) = lim
t→+∞

Wi(t) = inf
t≥t0

Wi(t) ∈ R

exists.634

Proof. Let i ∈ {1, . . . ,m} be fixed. Since x(·) is bounded, inft≥t0 fi(x(t)) ∈ R holds, therefore635

inf
t≥t0

Wi(t) = inf
t≥t0

(
fi(x(t)) +

β

2tp
∥x(t)∥2 + 1

2
∥ẋ(t)∥2

)
≥ inf

t≥t0
fi(x(t)) ∈ R. (4.48)

By Proposition 3.5, Wi(·) is monotonically decreasing, thus636

lim
t→+∞

Wi(t) = inf
t≥t0

Wi(t) > −∞. (4.49)

By Theorem 4.6, Theorem 4.7 and Theorem 4.9, it holds ẋ(t) → 0 as t → +∞. Hence, β
2tp ∥x(t)∥

2 +637

1
2∥ẋ(t)∥

2 → 0 as t→ +∞. Thus638

lim
t→+∞

fi(x(t)) = lim
t→+∞

Wi(t), (4.50)

which leads to the desired result.639

Lemma 4.15. Let p ∈ (0, 2), q ∈ (0, 1) with q + 1 < p, or p = 2, q ∈ (0, 1) and β ≥ q(1 − q), x(·) be a
bounded trajectory solution of (MTRIGS), and assume that

S := {z ∈ H : fi(z) ≤ f∞i for i = 1, . . . ,m} ≠ ∅,

with f∞i = limt→∞ fi(x(t)) ∈ R. Then, for all z ∈ S, the limit limt→+∞∥x(t)− z∥ exists.640
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Proof. Let z ∈ S, and define the function641

hz : [t0,+∞) → R, z 7→ hz(t) :=
1

2
∥x(t)− z∥2.

For almost all t ≥ t0 it holds that642

h′z(t) = ⟨x(t)− z, ẋ(t)⟩ and h′′z (t) = ⟨x(t)− z, ẍ(t)⟩+ ∥ẋ(t)∥2. (4.51)

From (4.51) and (3.3), we have for almost all t ≥ t0643

h′′z (t) +
α

tq
h′z(t) =

〈
ẍ(t) +

α

tq
ẋ(t), x(t)− z

〉
+ ∥ẋ(t)∥2,

=

〈
−

m∑
i=1

θi(t)∇fi(x(t))−
β

tp
x(t), x(t)− z

〉
+ ∥ẋ(t)∥2,

(4.52)

where θ(·) be the measurable weight function given by Proposition 3.6. Since z ∈ S, we have for all644

i = 1, . . . ,m, and almost all t ≥ t0645

fi(x(t)) +
β

2tp
∥x(t)∥2 + 1

2
∥ẋ(t)∥2 ≥ fi(z) = fi(z) +

β

2tp
∥z∥2 − β

2tp
∥z∥2

≥ fi(x(t)) +
β

2tp
∥x(t)∥2 +

〈
∇fi(x(t)) +

β

tp
x(t), z − x(t)

〉
− β

2tp
∥z∥2,

hence646 〈
∇fi(x(t)) +

β

tp
x(t), z − x(t)

〉
≤ β

2tp
∥z∥2 + 1

2
∥ẋ(t)∥2. (4.53)

We define function k : [t0,+∞) → [0,+∞), k(t) := β
2tp ∥z∥

2 + 3
2∥ẋ(t)∥

2. By Theorem 4.11 and Theorem647

4.12, we have
(
t 7→ tq∥ẋ(t)∥2

)
∈ L1 ([t0,+∞)). On the other hand, since q+1 < p, we get

(
t 7→ βtq

2tp ∥z∥
2
)
∈648

L1 ([t0,+∞)), consequently, (t 7→ tqk(t)) ∈ L1 ([t0,+∞)). Combining (4.52) and (4.53) gives649

h′′z (t) +
α

tq
h′z(t) ≤ k(t) for almost all t ≥ t0.

Now, we can use Lemma Appendix A.4 to conclude that the limit650

lim
t→+∞

∥x(t)− z∥ exists.

651

Theorem 4.16. Let p ∈ (0, 2) and q + 1 < p, or p = 2, q ∈ (0, 1) and β ≥ q(1− q), and x(·) be a bounded652

trajectory solution of (MTRIGS). Then x(t) converges weakly to a weak Pareto optimal solution of (MOP)653

as t→ +∞, which belongs to
⋂m

i=1 L(fi, f∞i ), where f∞i = limt→+∞ fi(x(t)) for i = 1, . . . ,m.654

Proof. We define the set S := {z ∈ H : fi(z) ≤ f∞i for i = 1, . . . ,m} as in Lemma 4.15. Since x(·) is655

bounded, it possesses a weak sequential cluster point x∞ ∈ H. This means that there exists a sequence656

{tk}k≥0 which converges to +∞ with the property that x(tk) converges weakly to x∞ as k → +∞. The657

functions fi being weakly lower semicontinuous fulfill for all i = 1, . . . ,m658

fi(x
∞) ≤ lim inf

k→+∞
fi(x(tk)) = lim

k→+∞
fi(x(tk)) = f∞i ,

therefore x∞ ∈ S. We conclude that S is nonempty and all weak sequential cluster points of x(·) belong to659

S. On the other hand, according to Lemma 4.15 we have that limt→+∞∥x(t)− z∥ exists for all z ∈ S. We660

can use Opial’s Lemma (Lemma Appendix A.3) to conclude that x(t) converges weakly to an element in S661

for t→ +∞. By Theorem 4.6, φ(x(t)) → 0 as t→ +∞, therefore, since φ(·) is weakly lower semicontinuous,662

φ(x∞) ≤ lim infk→+∞ φ(x(tk)) = 0. By Theorem 1.3, x∞ is a weak Pareto optimal solution of (MOP).663
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5. Numerical experiments664

In this section, we illustrate the typical behavior of the trajectory solution x(·) of (MTRIGS) using two665

example problems. In the first example, presented in Subsection 5.1, we show that trajectory solutions666

x(·) of (MTRIGS) converge to a weak Pareto optimal point x∗, which is the element of minimum norm in667 ⋂m
i=1 L(fi, fi(x∗)), whereas those of (MAVD) may fail to exhibit this behavior. In Subsection 5.2, we analyze668

the sensitivity of trajectory solutions of (MTRIGS) with respect to q ∈ (0, 1] and p ∈ (0, 2]. We highlight669

how different parameter choices affect the decay of the merit function values φ(x(t)) and the asymptotic670

behavior of the distance ∥x(t)− z(t)∥ to the generalized regularization path as t→ +∞.671

Figure 3: Contour plots of f1 and f2 defined in (5.1), the weak Pareto set Pw of the problem (MOP-Ex1) and the trajectory
solutions x(·) of (MTRIGS) and (MAVD) with identical initial conditions, respectively.

5.1. Comparison of (MTRIGS) with (MAVD)672

In the first example, we consider the following instance of (MOP). Define the sets673

S1 := {−1} × [1, 2] ⊆ R2 and S2 := {1} × [1, 2] ⊆ R2,

and the functions674

fi : R2 → R, x 7→ fi(x) :=
1

2
dist(x, Si)

2, for i = 1, 2, (5.1)

which are both convex and continuously differentiable, and have Lipschitz continuous gradients. The weak675

Pareto set of the multiobjective optimization problem676

min
x∈R2

[
f1(x)
f2(x)

]
(MOP-Ex1)

is given by677

Pw = conv (S1 ∪ S2) = [−1, 1]× [1, 2].

Let z = (z1, z2)
⊤ ∈ Pw. Then, the element of minimum norm in

⋂2
i=1 L(fi, fi(z)) is given by678

proj⋂2
i=1 L(fi,fi(z))

(0) = (z1, 1). (5.2)

We approximate a trajectory solution for (MTRIGS) and (MAVD), respectively, in the following context:679

• For (MTRIGS), we set α := 4, β := 1
2 , q :=

7
8 and p := 7

4 ;680

• For (MAVD), we set α := 4;681

34



(a) (b)

Figure 4: The merit function values φ(x(t)) and the distance ∥x(t) − z(t)∥ of the trajectory solutions to the generalized
regularization path for (MTRIGS) and (MAVD) for the problem (MOP-Ex1).

• For both systems, we use as initial conditions x(t0) = (2.5, 0.5) and ẋ(t0) = (0, 0), where t0 = 1;682

• For both systems, we use an equidistant discretization in time, i.e., time steps tk := t0 + kh with step683

size h = 1e−2;684

• For both systems, we approximate the first and second derivatives by ẋ(tk) =
x(tk+1)−x(tk)

h and ẍ(tk) =685

x(tk+1)−2x(tk)+x(tk−1)
h2 , respectively;686

• For both systems, we consider the trajectory solutions for t ∈ [1, 100].687

Note that for (MTRIGS) it holds that p < q + 1. According to Theorem 4.7 and Theorem 4.8, we have688

convergence of the merit function values φ(x(t)) → 0, convergence of the distance of the trajectory to the689

regularization path ∥x(t)−z(t)∥ → 0 and strong convergence of the trajectory x(t) to a weak Pareto optimal690

point as t→ +∞.691

Figure 3 shows the contour plots of the objective function f1 and f2 defined in (5.1), along with the weak692

Pareto set Pw highlighted in red in the decision space. The figure also displays the trajectory solutions of693

(MTRIGS) and (MAVD) with identical initial conditions, respectively, which both converge to points in the694

weak Pareto set. Notably, the solution of (MAVD) evolves solely in the x1-direction, whereas the Tikhonov695

regularization ensures that the solution of (MTRIGS) converges to an element as specified by (5.2).696

Figure 4 visualizes the behavior of the trajectory solutions of (MTRIGS) and (MAVD) by showing, in two697

subfigures, the evolution of the merit function values and the distance of the trajectories to the generalized698

regularization paths. As already shown in Figure 3, the trajectories enter the weak Pareto set Pw after some699

time, implying that the merit function values φ(x(t)) vanish accordingly. This is illustrated in Subfigure700

4a. Subfigure 4b depicts the distance between the trajectory and the generalized regularization path, i.e.,701

∥x(t) − z(t)∥ for t ∈ [1, 100]. For the solution of (MAVD), this distance converges to a positive limit as702

t → +∞. In contrast, for the solution of (MTRIGS), the distance decays to zero at a sublinear rate, as703

predicted by Theorem 4.7.704

5.2. The convergence behaviour of (MTRIGS) for different values of q ∈ (0, 1] and p ∈ (0, 2]705

The numerical experiments in this subsection demonstrate a similar influence of the parameters q and p in706

on the asymptotic behaviour of (MTRIGS) as was observed in [3] for the system (TRIGS) in the context of707

35



single objective optimization. Consider708

f1 : R4 → R, x 7→ f1(x) :=
1

2
(x1 − 1)2 +

1

2
(x2 − 1)2, and

f2 : R4 → R, x 7→ f1(x) :=
1

2
(x1 + 1)2 +

1

2
(x2 − 1)2,

which are both convex and continuously differentiable functions, and have Lipschitz continuous gradients.709

The weak Pareto set of the multiobjective optimization problem710

min
x∈R4

[
f1(x)
f2(x)

]
(MOP-Ex2)

is given by711

Pw := [−1, 1]× {1} × R× R ⊆ R4.

We approximate a trajectory solution for (MTRIGS) in the following context:712

• We set α := 4, β := 1
2 , and consider different values for q ∈ (0, 1] and p ∈ (0, 2];713

• We use as initial conditions x(t0) = x0 and ẋ(t0) = 0 with t0 = 1 and x0 = (2, 3, 4, 5)⊤;714

• We use an equidistant discretization in time, i.e., time steps tk := t0 + kh with step size h = 1e−3;715

• We approximate the first and second derivative of x(·) in time by ẋ(tk) =
x(tk+1)−x(tk)

h and ẍ(tk) =716

x(tk+1)−2x(tk)+x(tk−1)
h2 respectively;717

• We consider the trajectory solutions for t ∈ [1, 100].718

We first fix q = 0.8 and vary the parameter p over the set {0.25, 0.75, 1.25, 1.75}. Afterwards, we fix p = 1.1719

and vary q over the set {0.3, 0.6, 0.8, 0.99}.720

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5: The merit function values φ(x(t)) and the distance ∥x(t) − z(t)∥ of the trajectory to the generalized regularization
path for q = 0.8 and p ∈ {0.25, 0.75, 1.25, 1.75}.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: The merit function values φ(x(t)) and the distance ∥x(t) − z(t)∥ of the trajectory to the generalized regularization
path for p = 1.1 and q ∈ {0.3, 0.6, 0.8, 0.99}.

Figure 5 shows the evolution of the merit function values φ(x(t)) and of the distance ∥x(t) − z(t)∥ of the721

trajectory to the generalized regularization path for q = 0.8 and p ∈ {0.25, 0.75, 1.25, 1.75}. The merit722

function values exhibit the fastest decay for the largest value of p = 1.75. This behavior is expected, as723

higher values of p cause the Tikhonov regularization parameter to decay more rapidly, thus exerting less724

influence and allowing the function values to converge more quickly. Conversely, the distance ∥x(t)− z(t)∥725

decays most rapidly for smaller values of p, where the regularization parameter vanishes more slowly and726

effectively guides the trajectory towards the regularization path.727

Figure 6 shows the evolution of the merit function values φ(x(t)) and the distance ∥x(t) − z(t)∥ of the728

trajectory to the generalized regularization path for p = 1.1 and q ∈ {0.3, 0.6, 0.8, 0.99}. The decay of the729

merit function values φ(x(t)) is generally insensitive to the choice of q; for all considered values of q, the730

convergence rate remains essentially the same. However, for larger values of q, the merit function exhibits731

more pronounced oscillations. This behavior is expected, as a larger value of q implies a faster decay of the732

friction term α
tq , thereby reducing damping. In contrast, the decay of the distance ∥x(t)− z(t)∥ is strongly733

influenced by q, particularly for q = 0.99, where convergence is significantly faster. For the smallest value734

q = 0.3, the distance decreases only slowly, at a sublinear rate. These observations align with expectations:735

higher values of q correspond to weaker friction, which allows the trajectory to approach the regularization736

path more rapidly in the early phase.737

6. Conclusion738

In this paper, we propose a novel second-order dynamical system, (MTRIGS), tailored for multiobjective739

optimization problems. This system incorporates asymptotically vanishing damping and vanishing Tikhonov740

regularization. Leveraging existence theorems for differential inclusions, we establish the existence of solu-741

tions to this system in the finite dimensional setting. To analyze the asymptotic behavior of the trajectory742

solutions, we introduce a new regularization path for multiobjective optimization problems, derived from743

37



the Tikhonov regularization of an adaptive scalarization. Using this framework, we demonstrate the strong744

convergence of the trajectory solutions x(·) of (MTRIGS) to the weak Pareto optimal point with minimal745

norm in a particular lower level set of the objective function. Furthermore, we recover fast convergence rates746

quantified in terms of a merit function. We investigate the qualitative behavior of the solution to (MTRIGS)747

through multiple numerical experiments. These findings form the basis for developing inertial proximal point748

methods with vanishing Tikhonov regularization for multiobjective optimization problems, which yield fast749

convergence of function values and strong convergence of iterates. Future research directions include design-750

ing second-order gradient dynamics for multiobjective optimization problems with Hessian-driven damping,751

as well as addressing multiobjective problems with linear constraints using primal-dual dynamical systems.752

Appendix A. Auxiliary lemmas753

In the first part of the appendix we introduce some auxiliary lemmas that we use in the asymptotic analysis754

of the trajectory solutions of (MTRIGS).755

Lemma Appendix A.1. For i = 1, . . . ,m, let hi : [t0,+∞) → R be absolutely continuous functions on756

every interval [t0, T ] for T ≥ t0. Define h : [t0,+∞) → R, t 7→ h(t) := mini=1,...,m hi(t). Then, the757

following statements are true:758

i) The function h is absolutely continuous on every interval [t0, T ] for T ≥ t0, and therefore differentiable759

at almost all t ≥ t0;760

ii) For almost all t ≥ t0 there exists i ∈ {1, . . . ,m} such h(t) = hi(t) and
d
dth(t) =

d
dthi(t).761

Proof.762

763
i) The minimum of a family of finitely many absolutely continuous functions is absolutely continuous.764

ii) Let t ≥ t0 be such that h(·) and hi(·) are differentiable in t for all i = 1, . . . ,m. Take an arbitrary765

sequence {τk}k≥0 with limk→+∞ τk = 0. Then, there exists i ∈ {1, . . . ,m} and a subsequence {kl}l≥0 ⊂766

N with h(t+ τkl
) = hi(t+ τkl

) for all l ≥ 0. From the continuity of h(·) and hi(·), it holds h(t) = hi(t).767

By the definition of the derivative, we get768

d

dt
h(t) = lim

l→+∞

h(t+ τkl
)− h(t)

τkl

= lim
l→+∞

hi(t+ τkl
)− hi(t)

τkl

=
d

dt
hi(t).

769

Lemma Appendix A.2. Let α, β, a, b > 0 be given constants, and t0 > 0. Then,770 ∫ t

t0

αs−a exp(βsb)ds = O
(
t1−(a+b) exp(βtb)

)
as t→ +∞.

Proof. For t ≥ t0, we use integration by parts to get771 ∫ t

t0

αs−a exp
(
βsb
)
ds =

α

βb

∫ t

t0

s1−(a+b) d

ds
exp

(
βsb
)
ds

=
α

βb

[
s1−(a+b) exp

(
βsb
)]t

t0
− 1− (a+ b)

βb

∫ t

t0

αs−(a+b) exp
(
βsb
)
ds. (A.1)

Since b > 0, there exists t1 ≥ t0 such that for all t ≥ t1772 ∣∣∣∣1− (a+ b)

βb

∣∣∣∣ t−b ≤ 1

2
. (A.2)
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Define C1 :=
∣∣∣ 1−(a+b)

βb

∣∣∣ ∫ t1
t0
αs−(a+b) exp

(
βsb
)
ds. Then, (A.1) and (A.2) yield for all t ≥ t0773

∫ t

t0

αs−a exp
(
βsb
)
ds ≤ α

βb

[
s1−(a+b) exp

(
βsb
)]t

t0
+ C1 +

∣∣∣∣1− (a+ b)

βb

∣∣∣∣ ∫ t

t1

αs−(a+b) exp
(
βsb
)
ds

≤ α

βb

[
s1−(a+b) exp

(
βsb
)]t

t0
+ C1 +

1

2

∫ t

t1

αs−a exp
(
βsb
)
ds

≤ α

βb

[
s1−(a+b) exp

(
βsb
)]t

t0
+ C1 +

1

2

∫ t

t0

αs−a exp
(
βsb
)
ds,

hence774 ∫ t

t0

αs−a exp
(
βsb
)
ds ≤ 2α

βb

[
s1−(a+b) exp

(
βsb
)]t

t0
+ 2C1.

Defining C2 := − 2α
βb (t0)

1−(a+b) exp
(
β(t0)

b
)
+ 2C1, we obtain for all t ≥ t0775 ∫ t

t0

αs−a exp
(
βsb
)
ds ≤ 2α

βb
t1−(a+b) exp

(
βtb
)
+ C2,

and the asymptotic bound holds.776

To prove weak convergence of the trajectory solutions, we use the following continuous version of Opial’s777

Lemma (see [15, Lemma 5.7]).778

Lemma Appendix A.3. Let S ⊆ H be a nonempty set and let x : [t0,+∞) → H be a function satisfying779

the following conditions:780

(i) For every z ∈ S, limt→+∞∥x(t)− z∥ exists;781

(ii) Every weak sequential cluster point of x belongs to S.782

Then, x(t) converges weakly to an element x∞ ∈ S as t→ +∞.783

The following lemma is a modification of [3, Lemma 16].784

Lemma Appendix A.4. Let t0 > 0, α > 0, q ∈ (0, 1), and k : [t0,+∞) → R a nonnegative function such785

that786

(t 7→ tqk(t)) ∈ L1 ([t0,+∞)) . (A.3)

Let h : [t0,+∞) → R be a continuously differentiable function that is bounded from below and possesses an787

absolutely continuous derivative h′(·). Further, assume h(·) satisfies788

h′′(t) +
α

tq
h′(t) ≤ k(t) for almost all t ≥ t0. (A.4)

Then,
(
t 7→ [h′(t)]+

)
∈ L1 ([t0,+∞)), where [h′(t)]+ denotes the positive part of h′(t), and further limt→+∞ h(t)789

exists.790

Proof. Define the function791

M : [t0,+∞) → R, t 7→ M(t) := exp

(∫ t

t0

α

sq
ds

)
= CM exp

(
α

1− q
t1−q

)
,

39



with CM := exp
(
− α

1−q t
1−q
0

)
, and b := α

1−q > 0. For t ≥ t0, using integration by parts, we have792

CM

∫ +∞

t

ds

M(s)
=

∫ +∞

t

exp
(
−bs1−q

)
ds = − 1

α

∫ +∞

t

sq
d

ds
exp

(
−bs1−q

)
ds

=− 1

α

([
sq exp

(
−bs1−q

)]+∞
t

−
∫ +∞

t

qsq−1 exp
(
−bs1−q

)
ds

)
(A.5)

=
tq

α
exp

(
−bt1−q

)
+
q

α

∫ +∞

t

sq−1 exp(−bs1−q)ds.

As q − 1 < 0, there exists t1 ≥ t0 such that for all t ≥ t1 the inequality q
α t

q−1 ≤ 1
2 holds and hence793

q

α

∫ +∞

t

sq−1 exp(−bs1−q)ds ≤ 1

2

∫ +∞

t

exp(−bs1−q)ds. (A.6)

Combining (A.5) and (A.6), we conclude that for all t ≥ t1794

CM

∫ +∞

t

ds

M(s)
=

∫ +∞

t

exp
(
−bs1−q

)
ds ≤ 2tq

α
exp

(
−bt1−q

)
. (A.7)

Using the definition of M(·), equality (A.7) yields for all t ≥ t1795 (∫ +∞

t

ds

M(s)

)
M(t) =

(∫ +∞

t

exp
(
−bs1−q

))
exp

(
bt1−q

)
≤ 2tq

α
. (A.8)

We multiply (A.8) by k(·), integrate from t0 to +∞, and apply relation (A.3) to follow796 ∫ +∞

t0

(∫ +∞

t

ds

M(s)

)
M(t)k(t)dt < +∞. (A.9)

By the definition of M(·), we have d
dtM(t) = M(t) α

tq and then, by (A.4),797

d

dt
(M(t)h′(t)) = M(t)h′′(t) +M(t)

α

tq
h′(t) ≤ M(t)k(t) for almost all t ≥ t0. (A.10)

We integrate (A.10) from t0 to t ≥ t0 and observe798

M(t)h′(t)−M(t0)h
′(t0) ≤

∫ t

t0

M(s)k(s)ds.

The function k(·) takes nonnegative values only and we derive for all t ≥ t0799

[h′(t)]+ ≤ |M(t0)h
′(t)|

M(t)
+

1

M(t)

∫ t

t0

M(s)k(s)ds.

We integrate this inequality from t0 to +∞ and write800 ∫ +∞

t0

[h′(t)]+ dt ≤
∫ t

t0

|M(t0)h
′(t)|

M(t)
dt+

∫ +∞

t0

1

M(t)

(∫ t

t0

M(s)k(s)ds

)
dt. (A.11)

Since M(·) grows at an exponential rate, we have
∫ +∞
t0

|M(t0)h
′(t)|

M(t) dt < +∞. We apply Fubini’s Theorem to801

the second integral in (A.11) and combine it with (A.9) to conclude802 ∫ +∞

t0

1

M(t)

(∫ t

t0

M(s)k(s)ds

)
dt =

∫ +∞

t0

(∫ +∞

t

ds

M(s)

)
M(t)k(t)dt < +∞. (A.12)

Equation (A.11) and (A.12) imply803 ∫ +∞

t0

[h′(t)]+ dt < +∞,

and by the lower boundedness of h(·) we follow that limt→+∞ h(t) exists.804
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Appendix B. The proof of the existence of trajectory solutions of (MTRIGS)805

The proof for the existence of solutions of (MTRIGS) is closely related to the proof given in [5] (see also806

[4]) for the existence of solutions of the system (MAVD).807

Appendix B.1. Existence of trajectory solutions of a related differential inclusion (DI)808

Consider the set-valued map809

G : [t0,+∞)×H×H ⇒ H×H, (t, u, v) 7→ {v} ×

(
− α

tq
v − argmin

g∈C(u)+ β
tp u

⟨g,−v⟩

)
, (B.1)

with C(u) := conv ({∇fi(u) : i = 1, . . . ,m}), and the differential inclusion810

∣∣∣∣∣∣
(u̇(t), v̇(t)) ∈ G(t, u(t), v(t)),

(u(t0), v(t0)) = (u0, v0),
(DI)

with initial data t0 > 0 and (u0, v0) ∈ H ×H. In the following proposition, we collect the main properties811

of G and point out that statement iii), which will play a crucial role in the existence result, requires H to812

be finite dimensional. Its proof can be done in the lines of the proof of [5, Proposition 3.1].813

Proposition Appendix B.1. The set-valued map G has the following properties:814

i) For all (t, u, v) ∈ [t0,+∞)×H×H, the set G(t, u, v) ⊆ H×H is convex, compact and nonempty.815

ii) G is upper semicontinuous.816

iii) If H is finite dimensional, then the map817

ϕ : [t0,+∞)×H×H → H×H, (t, u, v) 7→ projG(t,u,v)(0)

is locally compact.818

iv) If the gradients ∇fi are Lipschitz continuous for i = 1, . . . ,m, then there exists c > 0 such that for all819

(t, u, v) ∈ [t0,+∞)×H×H → H it holds820

sup
ξ∈G(t,u,v)

∥ξ∥H×H ≤ c (1 + ∥(u, v)∥H×H) .

The following theorem from [42] gives a criterion for the existence of solutions of the differential inclusion821

(DI) on compact intervals.822

Theorem Appendix B.2. Let X be a real Hilbert space and let Ω ⊂ R × X be an open set containing823

(t0, x0). Let G : Ω ⇒ X be an upper semicontinuous set-valued map which takes as values nonempty, closed824

and convex subsets of X . Assume that the map (t, x) 7→ projG(t,x)(0) is locally compact. Then, there exists825

T > t0 and an absolutely continuous function x(·) defined on [t0, T ] which is a solution of the differential826

inclusion827

ẋ(t) ∈ G(t, x(t)) ∀t ∈ [t0, T ], x(t0) = x0.

Building on Theorem Appendix B.2, we can formulate the following existence result for (DI), which can be828

proven similar to [5, Theorem 3.4].829

Theorem Appendix B.3. Assume H is finite dimensional. Then, for all (u0, v0) ∈ H × H there exists830

T > t0 and an absolutely continuous function (u, v) defined on [t0, T ] which is a solution of the differential831

inclusion (DI) on [t0, T ].832
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In a next step we extend the solutions of (DI) to [t0,+∞) by using a standard argument that relies on833

Zorn’s Lemma. The proof is a refinement of the one given for [5, Theorem 3.5].834

Theorem Appendix B.4. Assume H is finite dimensional. Then, for all (u0, v0) ∈ H ×H there exists a835

function (u, v) defined on [t0,+∞) which is absolutely continuous on [t0, T ] for all T > t0 and is a solution836

to the differential inclusion (DI).837

Proof. We define the following set838

S :=
{
(u, v, T ) : T ∈ (t0,+∞] and (u, v) : [t0, T ) → H×H is absolutely continuous on every

compact interval contained in [t0, T ) and is a solution of (DI) on [t0, T )
}
.

Note that the condition T ∈ (t0,+∞] allows for the value +∞ for T . By Theorem Appendix B.3, the set S839

is not empty. On S we define the partial order ≼ as follows: for (u1, v1, T1), (u2, v2, T2) ∈ S,840

(u1, v1, T1) ≼ (u2, v2, T2) ⇐⇒ T1 ≤ T2 and (u1(t), v1(t)) = (u2(t), v2(t)) for all t ∈ [t0, T1).

The partial order is reflexive, transitive and antisymmetric. We show that any nonempty totally ordered841

subset of S has an upper bound in S. Let C ⊆ S be a totally ordered nonempty subset of S. We define842

TC := sup {T : (u, v, T ) ∈ C}

and843

(uC, vC) : [t0, TC) → H×H, (uC, vC)(t) := (u(t), v(t)) for t < TC and (u, v, t) ∈ C.

By construction, (uC, vC, TC) ∈ S and (u, v, T ) ≼ (uC, vC, TC), hence there exists an upper bound of C in S.844

According to Zorn’s Lemma, there exists a maximal element in S, which we denote by (u, v, T ). If T = +∞,845

the proof is complete.846

We assume that T < +∞. We show that this contradicts the maximality of (u, v, T ) in S. We define on847

[t0, T ) the function848

h(t) := ∥(u(t), v(t))− (u(t0), v(t0))∥H×H .

Using the Cauchy-Schwarz inequality, we get for almost all t ∈ [t0, T )849

d

dt

(
1

2
h2(t)

)
= ⟨(u̇(t), v̇(t)), (u(t), v(t))− (u(t0), v(t0))⟩H×H ≤ ∥(u̇(t), v̇(t))∥H×H h(t). (B.2)

Proposition Appendix B.1 (iii) guarantees the existence of a constant c > 0 with850

∥(u̇(t), v̇(t))∥H×H ≤ c(1 + ∥(u(t), v(t))∥H×H), (B.3)

for almost all t ∈ [t0, T ). Define c̃ := c (1 + ∥(u(t0), v(t0))∥H×H). By applying the triangle inequality, we851

have for almost all t ∈ [t0, T )852

∥(u̇(t), v̇(t))∥H×H ≤ c̃ (1 + ∥(u(t), v(t))− (u(t0), v(t0))∥H×H) , (B.4)

which gives853

d

dt

(
1

2
h2(t)

)
≤ c̃ (1 + h(t))h(t). (B.5)

Using a Gronwall-type argument (see Lemma A.4 and Lemma A.5 in [43] and Theorem 3.5 in [9]), we854

conclude from (B.5) that for all t ∈ [t0, T )855

h(t) ≤ c̃T exp(c̃T ),
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therefore, h is bounded on [t0, T ). Then, u and v are also bounded on [t0, T ) and from (B.3) we deduce that856

u̇ and v̇ are essentially bounded. This and the fact that u̇ and v̇ are absolutely continuous guarantee that857

uT := u0 +

∫ T

t0

u̇(s)ds ∈ H and vT := v0 +

∫ T

t0

v̇(s)ds ∈ H

are well-defined. Further, considering the differential inclusion858 ∣∣∣∣∣∣
(u̇(t), v̇(t)) ∈ G(t, u(t), v(t)) for t > T,

(u(T ), v(T )) = (uT , vT ),
(B.6)

and using Theorem Appendix B.3, we obtain that there exist δ > 0 and a solution (û, v̂) : [T, T +δ] → H×H859

of (B.6) which is absolutely continuous on compact intervals of [T, T + δ]. Defining860

(u∗, v∗) : [t0, δ) → H×H, t 7→
{

(u(t), v(t)) for t ∈ [t0, T ),
(û(t), v̂(t)) for t ∈ [T, T + δ),

we obtain an element (u∗, v∗, T + δ) ∈ S with the property that (u, v, T ) ̸= (u∗, v∗, T + δ) and (u, v, T ) ≼861

(u∗, v∗, T + δ). This is a contradiction to the fact that (u, v, T ) is a maximal element in S.862

Appendix B.2. Existence of trajectory solutions of (MTRIGS)863

In this subsection, we construct trajectory solutions of (MTRIGS) starting from solutions of the differential864

inclusion (DI). For this purpose, we use the following well-known property of the projection, according to865

which, for H a real Hilbert space, C ⊆ H a nonempty, convex, and closed set, and η ∈ H a given vector, it866

holds867

ξ ∈ η − argmin
µ∈C

⟨µ, η⟩ if and only if η = projC+ξ(0).

Using this result, one can easily see that solutions of the differential inclusions (DI) lead to solutions that868

satisfy the equation in (MTRIGS).869

Theorem Appendix B.5. Let t0 > 0 and x0, v0 ∈ H. If (u, v) : [t0,∞) → H ×H is a solution of (DI)870

with (u(t0), v(t0)) = (x0, v0), then x(t) := u(t) satisfies the differential equation871

α

tq
ẋ(t) + projC(x(t))+ β

tp x(t)+ẍ(t)(0) = 0,

for almost all t ∈ [t0,+∞), and x(t0) = x0, and ẋ(t0) = v0.872

We are now in a position to prove the existence of a trajectory solution of (MTRIGS) in the sense of Definition873

3.1. The following result is obtained by combing Theorem Appendix B.4 and Theorem Appendix B.5. The874

fact that x ∈ C1([t0,+∞)) is a consequence of the fact that x(t) = u(t) = u(t0) +
∫ t

t0
v(s)ds for all t ≥ t0875

and of the continuity of v.876

Theorem Appendix B.6. Assume H is finite dimensional. Then, for all x0, v0 ∈ H, there exists a function877

x : [t0,+∞) → H which is a solution of (MTRIGS) in the sense of Definition 3.1.878

Appendix C. Computational details for Example 2.3879

The gradient of g(·) is given by880

∇g : R2 → R2, x 7→



x, if |x1| ≤ 1, x2 + 1 ≤
√
1− x21,[ x1

|x1|
x2

]
, if |x1| > 1, x2 + 1 ≤ 0, x1√

x2
1+(x2+1)2

x2+1√
x2
1+(x2+1)2

− 1

 , else.
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x1

x2

M1M2 M2

M3 R2

Figure C.7: The sets Mi ⊆ R2 for i = 1, 2, 3.

Denoting881

M1 :=

{
x ∈ R2 : |x1| ≤ 1, x2 + 1 ≤

√
1− x21

}
,M2 :=

{
x ∈ R2 : |x1| > 1, x2 + 1 ≤ 0

}
,M3 := R2 \ (M1 ∪M2) ,

we see that∇g(·) is Lipschitz continuous on cl(Mi) for i = 1, 2, 3. Since∇g
∣∣
cl(Mi)

(·) and∇g
∣∣
cl(Mj)

(·) coincide882

on cl(Mi)∩ cl(Mj) for i ̸= j ∈ {1, 2, 3}, the Lipschitz continuity of ∇g(·) follows. In fact, ∇g(·) = projM1
(·),883

hence the Lipschitz constant of the gradient is 1. In the following, we show that for t ≥ t0884

z(t) =

 −(ω(t) + 1)

√(
tp

tp−βω(t)

)2
− 1

ω(t)

 ∈ argmin
z∈R2

max (f1(z)− q1(t), f2(z)− q2(t)) +
β

2tp
∥z∥2. (C.1)

For all t ≥ t0, the function885

Φt : R2 → R, z 7→ max (f1(z)− q1(t), f2(z)− q2(t)) +
β

2tp
∥z∥2,

is strongly convex and therefore has a unique minimizer. We show that886

0 ∈ ∂zΦt(z(t)), (C.2)

where ∂zΦt(z(t)) denotes the convex subdifferential of Φt(·) evaluated at z(t). Note that z2(t) ∈ [2.25, 2.75]887

for all t ≥ t0 and hence888

Φt(z) =
1

2
z21 +

1

2
+ g(z) +

β

2tp
∥z∥2 +max (−z1 − q1(t), z1) ,

on an open neighborhood of z(t). We have889

∂zΦt(z(t)) =

 z1(t) +
z1(t)√

z1(t)2+(z2(t)+1)2
+ β

tp z1(t)

z2(t)+1√
z1(t)2+(z2(t)+1)2

− 1 + β
tp z2(t)

+ ∂z max (−z1(t)− q1(t), z1(t)) .

Since z1(t) = − 1
2q1(t) we have ∂z max (−z1(t)− q1(t), z1(t)) = [−1, 1]× {0} and hence890

∂zΦt(z(t)) =

 z1(t) +
z1(t)√

z1(t)2+(z2(t)+1)2
+ β

tp z1(t)

z2(t)+1√
z1(t)2+(z2(t)+1)2

− 1 + β
tp z2(t)

+ [−1, 1]× {0}. (C.3)
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For all t ≥ t0 = (192β)
1
p , taking into account the definition of z1(t) and z2(t) ∈ [2.25, 2.75], it holds891

z1(t) +
z1(t)√

z1(t)2 + (z2(t) + 1)2
+
β

tp
z1(t) ∈ [−1, 1].

On the other hand, since

z1(t) = −(z2(t) + 1)

√(
tp

tp − βz2(t)

)2

− 1,

we have
z2(t) + 1√

z1(t)2 + (z2(t) + 1)2
= 1− β

tp
z2(t),

which proves that (C.3), and therefore (C.1) are satisfied.892
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