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Abstract. The q-Whittaker function Wλ(x; q) associated to a partition λ is a q-analogue
of the Schur function sλ(x), and the t = 0 specialization of the Macdonald polynomial
Pλ(x; q, t). We give a new formula for Wλ(x; q) in terms of partial flags compatible with
a nilpotent endomorphism over the finite field of size 1/q, analogous to a well-known
formula for the Hall–Littlewood functions. We show that considering pairs of partial
flags and taking Jordan forms leads to a probabilistic bijection between nonnegative-
integer matrices and pairs of semistandard tableaux of the same shape, which we call
the q-Burge correspondence. In the q → 0 limit, we recover a description of the classical
Burge correspondence (also known as column RSK) due independently to Gansner
(1981), Spaltenstein (1982), and Steinberg (1988) for permutation matrices, and to Rosso
(2012) in general. Finally, we apply the q-Burge correspondence to prove enumerative
formulas for certain modules over the preprojective algebra of a path quiver.

Keywords: q-Whittaker function, finite field, Jordan form, partial flag variety, Burge
correspondence, RSK correspondence, preprojective algebra, socle filtration.

1 Introduction

The Cauchy identity for the Schur functions sλ(x)

∏
i,j≥1

1
1− xiyj

= ∑
λ

sλ(x)sλ(y) (1.1)

plays an important role in the theories of symmetric functions and Schur processes. A
bijective proof of (1.1) is provided by the celebrated Robinson–Schensted–Knuth correspon-
dence, or its column-insertion variant, the Burge correspondence [4] (which will be more
relevant for us). Namely, we expand the left-hand side of (1.1) as a weighted sum over
nonnegative-integer matrices, and expand the right-hand side as a weighted sum over
pairs of semistandard tableaux of the same shape, and these correspondences give a
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weight-preserving bijection between such matrices and pairs of tableaux. For example,
the coefficient of x1x2y1y2 on each side of (1.1) is 2, and the Burge correspondence acts
by [

1 0
0 1

]
7→
(

1
2 , 1

2

)
,

[
0 1
1 0

]
7→ ( 1 2 , 1 2 ) . (1.2)

The goal of this paper is to give a combinatorial and algebraic understanding of the
following q-analogue of (1.1) [10, VI.(4.13)]:

∏
i,j≥1,
d≥0

1
1− xiyjqd = ∑

λ

(1− q)−λ1

∏
i≥1

[λi − λi+1]q!
Wλ(x; q)Wλ(y; q). (1.3)

Here the Schur function sλ(x) has been replaced by the q-Whittaker function Wλ(x; q),
which is the t = 0 specialization of the Macdonald polynomial Pλ(x; q, t); see Section 2
for a precise definition and other notation. We can expand the left-hand side of (1.3) as
a q-weighted sum over nonnegative-integer matrices, and expand the right-hand side as
a q-weighted sum over pairs of semistandard tableaux of the same shape. For example,
extracting the coefficients of x1x2y1y2 in (1.3) and rescaling by (1− q)2, we obtain

1 + 1 = (1− q) + (1 + q).[
1 0
0 1

] [
0 1
1 0

] (
1
2 , 1

2

)
( 1 2 , 1 2 )

We see that for q 6= 0, there is no q-weight preserving bijection between the two matrices
labeling the terms of the left-hand side and the two pairs of tableaux labeling the terms
of the right-hand side. Nevertheless, we can define a probabilistic bijection, for example
one which acts by

[
1 0
0 1

]
7→


(

1
2 , 1

2

)
, with probability 1− q;

( 1 2 , 1 2 ) , with probability q,

[
0 1
1 0

]
7→ ( 1 2 , 1 2 ) . (1.4)

Such a probabilistic bijection proving (1.3) was given by Matveev and Petrov [11]
via a q-row insertion algorithm, building on work of Borodin and Petrov [3]; we refer
to [1, Section 1] for further discussion and references. We prove (1.3) by introducing
a new probabilistic bijection which we call the q-Burge correspondence, which is defined
when 1/q is a prime power via the geometry of nilpotent endomorphisms over the finite
field F1/q. In the limit q → 0, when we replace F1/q by an infinite field, we recover a
description of the classical Burge correspondence [4], due independently to Gansner [7],
Spaltenstein [15], and Steinberg [17, 18] in the case of permutation matrices, and due to
Rosso [14] in general.
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In order to state our result, we introduce some terminology. If N is a nilpotent
endomorphism of kn, we say that a partial flag of subspaces

F : 0 = F0 ⊆ F1 ⊆ · · · ⊆ Fk = kn

in kn is strictly compatible with N if

N(Fi) ⊆ Fi−1 for 1 ≤ i ≤ k. (1.5)

Restricting N to F0, . . . , Fk gives a sequence of nilpotent endomorphisms whose (con-
jugated) Jordan form types define a semistandard tableau JF>(N; F) of size n on the
alphabet {1, . . . , k}. If F = (F0, . . . , Fk) and F′ = (F′0, . . . , F′l ) are two partial flags in
kn, we define the relative position of (F, F′) as the k × l nonnegative-integer matrix M
satisfying

dim(Fi ∩ F′j ) = ∑
1≤i′≤i, 1≤j′≤j

Mi′,j′ for all 0 ≤ i ≤ k, 0 ≤ j ≤ l.

Theorem 1.6. Given a k× l nonnegative-integer matrix M whose entries sum to n, let (F, F′) be
a pair of partial flags in Fn

1/q with relative position M. If T and T′ are semistandard tableaux of
size n of the same shape, we define pM(T, T′) as the probability that a uniformly random nilpotent
endomorphism N of kn which is strictly compatible with both F and F′ satisfies

JF>(N; F) = T and JF>(N; F′) = T′.

(This definition does not depend on the choice of (F, F′).)

(i) The map p defines a probabilistic bijection proving (1.3) whenever 1/q is a prime power.1

(ii) Transposing the matrix corresponds to swapping the tableaux: pM(T, T′) = pM>(T
′, T).

(iii) As q → 0, the probability pM(T, T′) converges to 1 if the Burge correspondence sends M
to (T, T′), and converges to 0 otherwise.

Example 1.7. Let us show that p as defined in Theorem 1.6 leads to (1.4). For M =
[

1 0
0 1

]
,

we can take F = F′ to be the partial flag

0 = F0 ⊆ F1 = 〈e1〉 ⊆ F2 = 〈e1, e2〉.

Then the nilpotent endomorphisms of F2
1/q which are strictly compatible with F = F′

are precisely of the form

N =

[
0 a
0 0

]
(a ∈ F1/q).

1This establishes (1.3) for all q, since it is sufficient to verify equality at infinitely many values of q.
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If a 6= 0 (which occurs with probability 1 − q), then we obtain the pair of tableaux(
1
2 , 1

2

)
, while if a = 0 (which occurs with probability q), we obtain the pair of tableaux

( 1 2 , 1 2 ).

On the other hand, for M =
[

0 1
1 0

]
, we can take F and F′ to be

0 = F0 ⊆ F1 = 〈e1〉 ⊆ F2 = 〈e1, e2〉 and 0 = F′0 ⊆ F′1 = 〈e2〉 ⊆ F′2 = 〈e1, e2〉.

Then the only nilpotent endomorphism of F2
1/q which is strictly compatible with both

F and F′ is the zero endomorphism, and so (with probability 1) we obtain the pair of
tableaux ( 1 2 , 1 2 ). In summary, we have

p[1 0
0 1

] ( 1
2 , 1

2

)
= 1− q, p[1 0

0 1

] ( 1 2 , 1 2 ) = q, p[0 1
1 0

] ( 1 2 , 1 2 ) = 1. ♦

In general, as in Example 1.7, given M we can always choose the pair of partial flags
(F, F′) in Theorem 1.6 so that the nilpotent endomorphisms N compatible with both F
and F′ have the following form: each entry is either zero or an arbitrary element of F1/q.

An important open problem is to determine whether pM(T, T′) defines a polynomial
in q, and if so, to find a combinatorial interpretation of it. We remark that the combi-
natorics of p is different from the q-column insertion of O’Connell and Pei [13] and the
q-row insertion of Borodin and Petrov [3] and Matveev and Petrov [11].

Along the way to proving Theorem 1.6, we find a new formula for Wλ(x; q):

Theorem 1.8. Let λ be a partition of n, and fix a nilpotent endomorphism N of Fn
1/q whose (con-

jugated) Jordan form type is λ. Then for any weak composition (α1, . . . , αk) of n, the coefficient

of xα1
1 · · · x

αk
k in Wλ(x; q) equals q∑i≥1 (

λi
2 )−∑k

i=1 (
αi
2 ) times the number of partial flags

0 = F0 ⊆ F1 ⊆ · · · ⊆ Fk = Fn
1/q, dim(Fi) = α1 + · · ·+ αi,

which are strictly compatible with N.

Example 1.9. Let us use Theorem 1.8 to find the coefficient of x2
1x2

2 in W(3,1)(x; q), when
λ := (3, 1) and α := (2, 2). We may take N to be the nilpotent endomorphism of F4

1/q
given by

N :=


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

 .

We must enumerate partial flags

0 = F0 ⊆ F1 ⊆ F2 = F4
1/q, dim(F1) = 2,
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which are strictly compatible with N. The condition N(F2) ⊆ F1 means that F1 contains
e1, and the condition N(F1) ⊆ F0 means that F1 ⊆ 〈e1, e2, e3〉. Therefore F1 is the direct
sum of 〈e1〉 and an arbitrary 1-dimensional subspace of 〈e2, e3〉, of which there are 1

q + 1
in total. Therefore the coefficient of x2

1x2
2 in W(3,1)(x; q) equals

q(
3
2)+(1

2)−(
2
2)−(

2
2)(1

q + 1) = 1 + q. ♦

We note that since Wλ(x; q) is a symmetric function, the enumeration in Theorem 1.8
does not depend on the order of the parts of the composition α, but this is far from
obvious. We also remark that there is a well-known formula for the Hall–Littlewood
functions which is similar to Theorem 1.8 (see, e.g., [10, Chapter II] or [12, Corollary
2.13]), where we instead enumerate partial flags which are weakly compatible with N
(i.e. we only require N(Fi) ⊆ Fi in (1.5)). However, we do not know how to deduce one
formula from the other.

We outline the proofs of our results, which will appear in the full version of this paper.
We approach Theorem 1.8 by proving a refined version, showing that the contribution of
a semistandard tableau T to Wλ(x; q) is given by enumerating partial flags F satisfying
JF>(N; F) = T. We proceed by induction on k, which reduces the proof to enumerating
subspaces Fk−1 of F1/q which contain N(F1/q) and satisfy certain rank conditions; we
are able to explicitly carry out this calculation. For part (i) of Theorem 1.6, we must show
that in (1.3), the contribution to the right-hand side from a fixed pair of tableaux (T, T′)
of the same shape λ equals the contribution to the left-hand side from all nonnegative-
integer matrices M, each weighted by pM(T, T′). To do so, we show that each of these
contributions equals, up to an explicit scalar factor, the number of triples (F, F′, N), such
that N is a nilpotent endomorphism of Fn

1/q which is strictly compatible with both F
and F′ and satisfies JF>(N; F) = T and JF>(N; F′) = T′. We enumerate such triples in
two ways. For the left-hand side, we first enumerate all F, then all F′ such that (F, F′)
has given relative position M, and finally all N satisfying the conditions above (which
involves pM(T, T′)). For the right-hand side, we first enumerate all N with JF>(N) = λ

(which is well-known), and then, using the refined version of Theorem 1.8, separately
enumerate all F and all F′ satisfying the conditions above. Part (ii) of Theorem 1.6 follows
from the definitions, and we deduce part (iii) using the work of Rosso [14].

The remainder of this abstract is organized as follows. In Section 2, we define the
q-Whittaker functions Wλ(x; q) and introduce other notation. In Section 3, we review
the classical Burge correspondence, which is the q = 0 specialization of our q-Burge
correspondence. Finally, in Section 4, we apply the q-Burge correspondence to prove
enumerative results about modules over the preprojective algebra of a path quiver. The
idea is that each triple (F, F′, N) defines such a module, where M records its isomor-
phism type over the path algebra and the pair (T, T′) records its socle filtration.
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2 q-Whittaker functions

In this section we define some notation used in Section 1. We refer to [2] for background
on q-Whittaker functions, and to [10, 16] for background on symmetric functions.

Definition 2.1. Given nonnegative integers n ≥ k, we define

[n]q := 1 + q + · · ·+ qn−1, [n]q! := [n]q[n− 1]q · · · [1]q, and
[

n
k

]
q

:=
[n]q!

[k]q![n− k]q!
.

Definition 2.2 (cf. [10, VI.(7.13’)]). Let λ be a partition of n. A semistandard tableau T is a
filling of the boxes of λ with positive integers which is weakly increasing along rows and
strictly increasing along columns. For i ≥ 1 and j ≥ 0, we let T(j) denote the partition
formed by the entries 1, . . . , j of T, and let T(j)

i denote the ith part of T(j). We define the
q-weight of T as

wtq(T) := ∏
i,j≥1

[
T(j)

i − T(j)
i+1

T(j)
i − T(j−1)

i

]
q

∈N[q].

Given indeterminates x = (x1, x2, . . . ), we define the q-Whittaker function

Wλ(x; q) := ∑
T

wtq(T)xT,

where the sum is over all semistandard tableaux T of shape λ, and xT := ∏
i≥1

x#i’s in T
i .

Example 2.3. Let λ := (2, 2). Then Wλ(x; q) equals

∑
1≤i1<i2

x2
i1

x2
i2

+ ∑
1≤i1<i2<i3

(
(1 + q)x2

i1
xi2 xi3 + (1 + q)xi1 x2

i2
xi3 + (1 + q)xi1 xi2 x2

i3

)
i1 i1
i2 i2

i1 i1
i2 i3

i1 i2
i2 i3

i1 i2
i3 i3

+ ∑
1≤i1<i2<i3<i4

(
(1 + q)2xi1 xi2 xi3 xi4 + (1 + q)xi1 xi2 xi3 xi4

)
.

i1 i2
i3 i4

i1 i3
i2 i4

♦

Remark 2.4. Given a partition λ, let Pλ(x; q, t) and H̃λ(x; q, t) denote the Macdonald poly-
nomial and modified Macdonald polynomial, respectively, and let ω denote the standard
involution on symmetric functions. Then we have [2, Section 3]

Wλ(x; q) = Pλ(x; q, 0) = qdeg(H̃λ)ω(H̃λ(x; 1/q, 0)).

In particular, we have the following specializations of Wλ(x; q) [10, Section VI.4]:

Wλ(x; 0) = sλ(x), Wλ(x; 1) = eλ>(x).
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Definition 2.5. Let N be an endomorphism of the n-dimensional vector space V over k.
We say that N is nilpotent if some power of N is zero. If so, we can choose a basis of V
so that N is represented by the n× n block-diagonal matrix

Jµ1 0 · · · 0
0 Jµ2 · · · 0
...

... . . . ...
0 0 · · · Jµk

 , where µ1 ≥ · · · ≥ µk and Jl is the l × l matrix


0 1 0 · · ·
0 0 1 · · ·
0 0 0 · · ·
...

...
... . . .

 .

Let λ := µ> denote the conjugate partition of µ; we call λ the (conjugated) Jordan form
partition of N, denoted JF>(N). Equivalently, we have

dim(ker(Ni)) = λ1 + · · ·+ λi for all i ≥ 0.

For example, if N is the zero endomorphism of kn, then JF>(N) = (n).

Lemma 2.6. Let N be a nilpotent endomorphism of kn which is strictly compatible with the
partial flag F = (F0, . . . , Fk) (see (1.5)). Let T be the tableau of shape JF>(N) such that T(j) =
JF>(N|Fj) for 0 ≤ j ≤ k, where N|Fj denotes the endomorphism N restricted to Fj. Then T is a
semistandard tableau, which we denote by JF>(N; F).

3 Burge correspondence

In this section we review the Burge correspondence [4], following [6, Appendix A].

Definition 3.1 ([6, Appendix A]). Let T be a semistandard tableau, and let i ∈ Z>0. Then
the column insertion of i into T is the semistandard tableau obtained from T by performing
the following steps. If i is greater than all the entries of T in column 1, we place i at the
end of column 1. Otherwise, we replace the smallest entry j ≥ i in column 1 with i, and
insert j into column 2 by the same procedure, and so on.

Given a k × l matrix M of nonnegative integers, we define semistandard tableaux
P(M) and Q(M) of the same shape by the following procedure, starting with P(M) and
Q(M) as the empty tableau. For j = 1, . . . , l and i = k, . . . , 1 (i.e. we read M column by
column, left to right, and within each column from bottom to top), we column-insert i
into P(M) and record j in the new box of Q(M) a total of Mi,j times, so that at each step
P(M) and Q(M) have the same shape. The map M 7→ (P(M),Q(M)) is called the Burge
correspondence.
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Example 3.2. Let M :=

1 0 1
2 1 1
0 1 1

. Then P(M) is obtained by column-inserting 2, 2, 1, 3,

2, 3, 2, and 1 into the empty tableau, and Q(M) is obtained by recording 1, 1, 1, 2, 2, 3,
3, and 3. We get

P(M) =
1 1 2 2 2
2 3
3

and Q(M) =
1 1 1 3 3
2 2
3

. ♦

Example 3.3. In the case of 2× 2 permutation matrices, the Burge correspondence acts
by (1.2). This is consistent with Theorem 1.6(iii) and the calculation in Example 1.7. ♦

Remark 3.4. The Robinson–Schensted–Knuth (RSK) correspondence is a map defined simi-
larly to the Burge correspondence, where we use row insertion instead of column inser-
tion, and read the columns of the given matrix M from top to bottom rather than bottom
to top. The relationship between the RSK and Burge correspondences is explained in [6,
Section A.4.2]. Namely, let (T, T′) be the pair of tableaux corresponding to M under the
RSK correspondence. If M is a permutation matrix, then

T = P(M)> and T′ = Q(M)>.

In general, let Mrev (respectively, Mrev) denote the matrix obtained from M by reversing
the order of its rows (respectively, columns). Then

T = P(Mrev) = evac(P(Mrev)) and T′ = Q(Mrev) = evac(Q(Mrev)),

where evac is the evacuation map (also known as the Schützenberger involution).

4 The preprojective algebra and socle filtrations

In this section, we apply the q-Burge correspondence to the enumeration of quiver rep-
resentations. In order to keep the exposition brief, we will not define all the necessary
terms. We refer to [5, 9] for background.

Let Q(k, l) denote the path quiver on k + l− 1 vertices with a unique sink, with k− 1
vertices to the right and l − 1 vertices to the left:

−l + 1 −l + 2 −l + 3 −1 0 1 k− 3 k− 2 k− 1
· · · · · · .

Every finite-dimensional representation V of Q(k, l) can be expressed (up to isomor-
phism) as a direct sum of indecomposable representations, which are indexed by the



q-Whittaker functions, finite fields, and Jordan forms 9

(k+l
2 ) subpaths of Q(k, l). We will restrict our attention to representations V in which the

subpath of every indecomposable summand is supported at the sink, or equivalently,
representations in which all maps involved are injective. Isomorphism classes of such
V are labeled by k × l matrices M of nonnegative integers, where the index (i, j) cor-
responds to the indecomposable representation of the path between vertices k − i and
j− l. Alternatively, we may assume that the vector space over vertex 0 is kn, and that all
maps involved are identity maps; then the vector spaces at each vertex form two partial
flags F and F′ inside kn, and M records the relative position of (F, F′). We note that the
dimension vector of V can be read off from the row and column sums of M.

We now consider ways of extending V to a module V] over the preprojective algebra
Π(Q(k, l)) of Q(k, l). This amounts to additionally associating a map to the reverse
of every arrow of V so that at every vertex i of Q(k, l), the compositions of the maps
associated to the two paths of length two from i to itself are equal up to a fixed sign.
It turns out that V] is given up to isomorphism by a triple (F, F′, N) (in general not
uniquely), where (F, F′) is a pair of partial flags with relative position M, and N is a
nilpotent endomorphism of kn which is strictly compatible with both F and F′:

F′1 F′2 F′3 F′l−1 kn Fk−1 F3 F2 F1id

−N

id

−N

id

−N

id

N

id

N

id

N
· · · · · · .

Provided k + l ≥ 7, it is an intractable (technically, wild) problem to classify such V]

up to isomorphism, but we can associate an interesting combinatorial invariant by taking
the socle filtration. This records, for every vertex and height j ≥ 1, the dimension of the
subspace at the vertex which is annihilated after applying any j arrows of V], modulo
the subspace annihilated after applying any j − 1 arrows. After deleting trivial zero
entries, we obtain a reverse plane partition R on a k × l rectangle. By splitting apart the
rectangle along its diagonal we obtain two Gelfand–Tsetlin patterns (as in [8, Section 1]),
which we can translate into a pair (T, T′) of semistandard tableaux of the same shape. It
turns out that

JF>(N; F) = T and JF>(N; F′) = T′.

Then we have the following analogue of Theorem 1.8 in this setting (where, as in the
preceding discussion, we assume all maps of V] directed towards the sink are injective):

Theorem 4.1. Set k := F1/q. Let α = (α1, . . . , αk) and β = (β1, . . . , βl) be weak compositions
of n, and set c := n + ∑k

i=1 (
αi
2 ) + ∑l

j=1 (
β j
2 ). Let M be a k× l matrix of nonnegative integers

with row sums α and column sums β, and let R be a reverse plane partition corresponding to the
pair of semistandard tableaux (T, T′).

(i) We have

∑
V]

1
|Aut(V])|

=
qc(1− q)−n

∏
1≤i≤k, 1≤j≤l

[Mi,j]q!
pM(T, T′),
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where the sum is over all Π(Q(k, l))-modules V] up to isomorphism which are indexed by
M as a representation of Q(k, l) and have socle filtration R.

(ii) We have

∑
V]

1
|Aut(V])|

=
qc(1− q)−λ1

∏
i≥1

[λi − λi+1]q!
wtq(T)wtq(T′),

where the sum is over all Π(Q(k, l))-modules V] up to isomorphism which have fixed
dimension vector corresponding to (α, β) and have socle filtration R.

(iii) We have

∑
V]

1
|Aut(V])|

= qc · (coefficient of xα1
1 · · · x

αk
k yβ1

1 · · · y
βl
l in (1.3)),

where the sum is over all Π(Q(k, l))-modules V] up to isomorphism which have fixed
dimension vector corresponding to (α, β).

Example 4.2. We illustrate Theorem 4.1(i) for M :=
[

1 0
0 1

]
, which has row sums α := (1, 1)

and column sums β := (1, 1). We have c = 2. Every Π(Q(k, l))-module V] which is
indexed by M as a representation of Q(k, l) is, up to isomorphism, of the form

V] =
〈e1〉 〈e1, e2〉 〈e1〉id

−N

id

N
, where N =

[
0 a
0 0

]
(a ∈ F1/q).

It turns out that there are two isomorphism classes, corresponding to a 6= 0 and a = 0.
First we consider the case a 6= 0; we may assume that a = 1. The automorphism

group of V] (which we may regard as the set of g ∈ GL2 which fix the vector spaces at
each vertex and satisfy gNg−1 = N) is{[

g1,1 g1,2
0 g2,2

]
: g1,1 = g2,2 6= 0

}
, with size

1− q
q2 .

The socle filtration of V] is
1

1 1
1

; splitting it apart gives the pair of Gelfand–Tsetlin

patterns (
1

1
1

,
1

1
1

)
, corresponding to the pair of tableaux

(
1
2 , 1

2

)
.

Therefore Theorem 4.1(i) states that

q2

1− q
= q2(1− q)−2pM

(
1
2 , 1

2

)
,
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which is consistent with the calculation pM

(
1
2 , 1

2

)
= 1− q in Example 1.7.

Now we consider the case a = 0. The automorphism group of V] is{[
g1,1 g1,2
0 g2,2

]
: g1,1, g2,2 6= 0

}
, with size

(1− q)2

q3 .

The socle filtration of V] is
0

1 1
2

; splitting it apart gives the pair of Gelfand–Tsetlin

patterns (
0

1
2

,
0

1
2

)
, corresponding to the pair of tableaux ( 1 2 , 1 2 ) .

Therefore Theorem 4.1(i) states that

q3

(1− q)2 = q2(1− q)−2pM ( 1 2 , 1 2 ) ,

which is consistent with the calculation pM ( 1 2 , 1 2 ) = q in Example 1.7. ♦
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