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Abstract. For a natural class of r× n integer matrices, we construct a non-convex poly-
tope which periodically tiles Rn. From this tiling, we provide a family of geometrically
meaningful maps from a generalized sandpile group to a set of generalized spanning
trees which give multijective proofs for several higher-dimensional matrix-tree theo-
rems. In particular, these multijections can be applied to graphs, regular matroids, cell
complexes with a torsion-free spanning forest, and representable arithmetic matroids
with a multiplicity one basis. This generalizes a bijection given by Backman, Baker,
and Yuen and extends work by Duval, Klivans, and Martin.
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1 Introduction

Given a connected graph G, the sandpile group S(G) is a finite abelian group related to a
discrete dynamical system. This group, and the related abelian sandpile model, have been
applied to a wide variety of subjects, such as algebraic geometry, electrical networks, and
statistical mechanics [13, 12, 2]. In different contexts, the sandpile group is also called
the critical group, graph Jacobian, graph Picard group, or group of components.

One striking property of S(G) is that its size is equal to the number of spanning
trees of G. This relationship follows from Kirchhoff’s matrix-tree theorem, a classical
graph theoretical result with many generalizations (see [5]). There has been a great deal
of interest in providing combinatorially meaningful bijections between sandpile group
equivalence classes and spanning trees. See, for example, [14, 11, 4].

The sandpile group, spanning trees, and the matrix-tree theorem can all be gen-
eralized to larger classes of objects such as regular matroids (see [17, 9, 10]) and cell
complexes (see [6, 7, 8]). For this extended abstract, as well as the full paper (see [15]),
our primary objects of interest will be a class of integer matrices called standard represen-
tative matrices. In the author’s dissertation, he shows that any graph, regular matroid,
cell complex with a torsion-free spanning forest, or orientable arithmetic matroid with a
multiplicity one basis is associated with a standard representative matrix [16].
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Let D be a standard representative matrix (see Definition 2.1). In Section 2, we define
the sandpile group S(D), the bases B(D), and the basis multiplicity function m which maps
each B ∈ B(D) to a positive integer. In this context, we get the following theorem, which
is a reframing of Theorem 8.1 from [8].

Theorem 1.1 (Sandpile matrix-tree theorem on standard representative matrices).

|S(D)| = ∑
B∈B(D)

m(B)2.

When D is associated with a regular matroid, m(B) = 1 for all B ∈ B(D) and thus
Theorem 1.1 implies that |S(D)| = |B(D)| (this is Theorem 4.6.1 from [17]). In 2017
(published in 2019), Backman, Baker, and Yuen define a family of geometric bijections
between S(D) and B(D) for the regular matroid case [1, 19]. However, their construction
does not easily generalize to the case where not all bases have multiplicity 1.

Our main result is Theorem 4.11, which gives the analogue of a bijection for an
arbitrary standard representative matrix. In particular, we define a family of geomet-
rically meaningful maps f : S(D) → B(D) such that for any B ∈ B(D), we have
| f−1(B)| = m(B)2. We call these maps sandpile multijections.

Our general construction is geometric, as in [1]. We associate each basis with a
parallelepiped of volume m(B)2. These parallelepipeds do not intersect and their union
produces a non-convex polyhedron that periodically tiles R|E|. Using our shifting vector,
we associate m(B)2 points of Z|E| to each parallelepiped. Furthermore, we show that
these points are all distinct in S(D).

In Section 2, we define relevant terms. In Section 3, we show how to construct a
periodic tiling of Rn from any standard representative matrix. In Section 4, we use this
tiling to construct a family of sandpile multijections. In Section 5, we demonstrate how
to generate lower-dimensional tilings which produce equivalent multijections. Finally,
in Section 6, we provide some open questions for further study.

2 Important Definitions

Definition 2.1. An r× n integer matrix D is a standard representative matrix if it is of the
form:

D =
(

Ir M
)

,

where Ir is the r× r identity matrix and M is any r× (n− r) integer matrix. A standard
representative matroid D is associated with two other matrices:

D̂ =
(
−MT In−r

)
and D =

(
D
D̂

)
=

(
Ir M
−MT In−r

)
.

We call D̂ the dual matrix of D and D the full matrix of D.
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For the remainder of this paper, D will always indicate an r× n standard representa-
tive matrix, and D̂ and D indicate the dual matrix and full matrix of D respectively.

Remark 2.2. The term standard representative matrix, which appears in [18, Section 2.2],
is named for the fact that every representable matroid can be represented by a matrix of
this form (after rearranging columns). However, it is worth noting that we can only
represent oriented arithmetic matroids using a matrix of this form if they have a basis of
multiplicity one (see [16, Corollary 4.3.13]).1 In [16, Chapter 5], the set of representations
for an arbitrary oriented arithmetic matroid are classified.

Lemma 2.3. If D is a standard representative matrix, then kerZ(D) = imZ(D̂T), imZ(DT) =
kerZ(D̂), and imZ(DT) = imZ(DT)⊕ kerZ(D).

Definition 2.4. The sandpile group of a standard representative matrix D, denoted S(D),
is the finite abelian group

S(D) = Zn/(imZ(DT)⊕ kerZ(D)) = Zn/(imZ(DT)).

Definition 2.5. The set of bases of D, written B(D), is the set of r-tuples of columns of D
such that the determinant of D restricted to these columns is nonzero. For B ∈ B(D), let
m(B) be the absolute value of this determinant. This m(B) is called the multiplicity of B.

Remark 2.6. These definitions come from the theory of arithmetic matroids. In [8], the
authors work with cell complexes instead of standard representative matroids (although
they note in Remark 4.2 that their ideas can be translated to an integer matrix context).
Our bases correspond to what they call cellular spanning forests, basis multiplicity corre-
spond to the size of the torsion subgroup of a certain relative homology, and the sandpile
group corresponds to what they call the cutflow group. See [16, Section 6.6] for more
discussion on the sandpile group of a cell complex and how this relates to the sandpile
group of a standard representative matrix.

Recall that the sandpile matrix-tree theorem for standard representative matrices
(Theorem 1.1) says that:

|S(D)| = ∑
B∈B(D)

m(B)2.

In the following example, we give a demonstration of this theorem.

Example 2.7. Suppose that for r = 2 and n = 3, we have the following standard repre-
sentative matrix:

D =

(
1 0 3
0 1 2

)
.

1We also need to restrict to oriented arithmetic matroids satisfying the strong GCD property or else not
all oriented arithmetic matroids are representable (see [16, Section 4.2]). For this paper, whenever we
mention oriented arithmetic matroids, we will always assume this property.
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Because all of the maximal minors are nonzero, B(D) = {{1, 2}, {1, 3}, {2, 3}}. Fur-
thermore, m({1, 2}) = 1, m({1, 3}) = 2, and m({1, 2}) = 3. Theorem 1.1 says that
|S(D)| = 12 + 22 + 32 = 14. Recall that by definition of S(D), this is the number of
elements in Z3/ imZ(DT) where D is the full matrix associated with D.

3 A Tiling of Rn

In this section, we will associate each B ∈ B(D) with a lattice parallelepiped and then
show that the non-convex polytope formed by their union periodically tiles Rn. In the
next section, we will show how to use this tiling to construct a family of multijections.

We think of B ∈ B(D) as a set of column indices. These simultaneously describe a
set of columns of D, D̂ or D. Because we are working in Rn, it will be useful to allow
for a version of the sandpile group whose representatives are real vectors.

Definition 3.1. The continuous sandpile group of D is the group:

S̃(D) = Rn/(imZ(DT)⊕ kerZ(D)) = Rn/ imZ(DT)

We introduce some definitions and notation that can be found in [3]. Let A be a
square matrix with columns {x1, . . . , xk}.

Definition 3.2.

• The fundamental parallelepiped of A, denoted Π•(A), is:{
k

∑
i=1

aixi | 0 ≤ ai ≤ 1

}
.

• The half-open fundamental parallelepiped of A, denoted Π◦(A), is:{
k

∑
i=1

aixi | 0 ≤ ai < 1

}
.

It is a classical result that the volume of Π•(A) or Π◦(A) is the magnitude of det(A).

Definition 3.3. For any basis B ∈ B(D):

• P1(B) is the fundamental parallelepiped of D restricted to columns in B.

• P2(B) is the fundamental parallelepiped of D̂ restricted to columns not in B.

• P(B) is the direct product of P1(B) and P2(B).
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Note that P1(B) is r-dimensional, P2(B) is (n− r)-dimensional, and P(B) is n-dimen-
sional.

Lemma 3.4. For any basis B ∈ B(D), P1(B) and P2(B) each have volume m(B) while P(B)
has volume m(B)2.

We can also describe P(B) in the following way. For each column of D, if this column
corresponds to an index of B, replace the last (n− r) entries with 0’s. If this column does
not correspond to an index of B, replace the first r entries with 0’s. The fundamental
parallelepiped of this matrix is P(B). See Example 3.5.

Example 3.5. Consider the matrix

D =

(
1 0 3
0 1 2

)
whose associated full matrix is D =

 1 0 3
0 1 2
−3 −2 1

 .

As we saw in Example 2.7, there are 3 bases of B(D), one for every pair of columns. The
associated parallelepipeds are given below:

P1({1, 2}) = Π•

(
1 0
0 1

)
P2({1, 2}) = Π•

(
1
)

P({1, 2}) = Π•

1 0 0
0 1 0
0 0 1



P1({1, 3}) = Π•

(
1 3
0 2

)
P2({1, 3}) = Π•

(
−2
)

P({1, 3}) = Π•

1 0 3
0 0 2
0 −2 0


P1({2, 3}) = Π•

(
0 3
1 2

)
P2({2, 3}) = Π•

(
−3
)

P({2, 3}) = Π•

 0 0 3
0 1 2
−3 0 0

 .

See Figure 1 for a plot of these three parallelepipeds. Notice that they only intersect
at their boundaries. We show that this is true in general.

Proposition 3.6. The parallelepipeds P(B) for each basis B ∈ B(D) do not intersect except at
their boundaries.

Definition 3.7. T(D), the tile associated with D, is

T(D) =
⋃

B∈B(D)

P(B).

Corollary 3.10 will justify why we call this non-convex polyhedron a tile.
The following corollary follows directly from Lemma 3.4 which gives the size of each

P(B) and Proposition 3.6 which says that they don’t intersect.
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Figure 1: Here is a plot of the three parallelepipeds from Example 3.5 in 3-dimensional
space. The cube is P({1, 2}), the smaller of the two remaining parallelepipeds is
P({1, 3}), and the larger is P({2, 3}). We will see in Corollary 3.10 that the union
of these parallelepipeds periodically tiles the plane.

Corollary 3.8. The volume of T(D) is equal to

∑
B∈B(D)

m(B)2.

Note that this sum is also equal to |S(D)| by Theorem 1.1.
When considering all of T(D), we can strengthen Proposition 3.6 to the following:

Proposition 3.9. Two distinct points of T(D) can only be equivalent as elements of S̃(D) if they
are both on the boundary of T(D).

The next corollary shows that copies of T(D) can be used to periodically tile Rn.

Corollary 3.10. The set of translates T(D) + DT(z1, . . . , zn)T for all (z1, . . . , zn) ∈ Zn cover
all of Rn and only intersect at their boundaries.

4 Constructing the Sandpile to Basis Multijections

In order to define our multijections, we will need T(D) and an appropriate Rn direction
vector.

Definition 4.1. A shifting vector w = (w1, . . . ,wn) of D is a vector in Rn that is not in the
span of a facet of P(B) for any B ∈ B(D).

Remark 4.2. In [15, Section 8], the author shows how a choice of shifting vector corre-
sponds to a choice of chamber from a hyperplane arrangement and how these chambers
relate to acyclic circuit and cocircuit signatures.
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It will sometimes be useful to split our shifting vector into two smaller vectors. Con-
sider the vectors w = (w1, . . . , wr) ∈ Rr and ŵ = (ŵ1, . . . , ŵn−r) ∈ Rn−r. We write (w, ŵ)
for their concatenation, which is an Rn vector.

Lemma 4.3. (w, ŵ) is a shifting vector for D if and only if for all B ∈ B(D), w does not lie in
the span of any facet of P1(B) and ŵ does not lie in the span of any facet of P2(B).

Definition 4.4. Let w = (w, ŵ) be a shifting vector.

• For any v ∈ Rn, v is a w-representative of S̃(D) if v + εw ∈ T(D) for all sufficiently
small ε > 0. If v + εw ∈ P(B), we say that v is w-associated with B.

• For any z ∈ Zn, z is a w-representative of S(D) if z + εw ∈ T(D) for all sufficiently
small ε > 0. If z + εw ∈ P(B), we say that z is w-associated with B.

• For any v ∈ Rr if v + εw ∈ P1(B) for all sufficiently small ε > 0, we say that v is
w-associated with B.

• For any v̂ ∈ Rn−r if v̂ + εŵ ∈ P2(B) for all sufficiently small ε > 0, we say that v̂ is
ŵ-associated with B.

Lemma 4.5. Suppose w = (w, ŵ) is a shifting vector, v ∈ Rr, and v̂ ∈ Rn−r. Then, (v, v̂) is
w-associated with B if and only if v is w-associated with B and v̂ is ŵ-associated with B.

Lemma 4.6. Each w-representative of S̃(D) or S(D) is w-associated with exactly one B ∈
B(D).

Proposition 4.7. For any shifting vector w, there is exactly one w-representative in Rn for each
equivalence class of S̃(D) and exactly one w-representative in Zn for each equivalence class of
S(D).

Proposition 4.8. For any shifting vector w, and for any B ∈ B(D), there are exactly m(B)2

w-representatives of S(D) that are w-associated with B.

To prove this result, we apply the following lemma from Ehrhart Theory:

Lemma 4.9 ([3, Lemma 9.2]). For any integer matrix M, the number of integer points in the
half-open fundamental parallelepiped Π◦(M) is equal to its volume (the magnitude of det(M)).

We now define a function f̃w from S̃(D) → B(D) given a shifting vector w. For any
s ∈ S̃(D), we first take the w-representative z of s (which is unique by Proposition 4.7).
Then, we let f̃w(s) = B, where B is the w-associated basis of z (which is unique by
Lemma 4.6).

Definition 4.10. fw is f̃w (as defined above) but with its domain restricted to S(D).
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The following theorem is the main result of this paper.

Theorem 4.11. For any B ∈ B(D), we have | f−1
w (B)| = m(B)2.

Proof. We showed in Propositions 4.7 and 3.6 that fw is a well-defined map from S(D)
to B(D). The fact that | f−1

w (B)| = m(B)2 is a corollary of Proposition 4.8.

Example 4.12. Consider the matrix and associated tile from Example 3.5. One can show
that w = (1, 1, 1) satisfies the requirements of a shifting vector. There are 14 different
w-representatives of S(D) given in the list below:

{(0, 0, 0), (0, 0,−1), (1, 0,−1), (1, 1,−1), (2, 1,−1), (2, 2,−1), (0, 0,−2),
(1, 0,−2), (1, 1,−2), (2, 1,−2), (2, 2,−2), (0, 0,−3), (1, 1,−3), (2, 2,−3)}.

Furthermore, we have:

f−1
w ({1, 2}) = {(0, 0, 0)}.

f−1
w ({1, 3}) = {(1, 0,−1), (2, 1,−1), (1, 0,−2), (2, 1,−2)}.

f−1
w ({2, 3}) = {(0, 0,−1), (1, 1,−1), (2, 2,−1), (0, 0,−2), (1, 1,−2),

(2, 2,−2), (0, 0,−3), (1, 1,−3), (2, 2,−3)}.

where each w-representative is shorthand for “the equivalence class of S(D) containing
this w-representative”. We can confirm that fw is a multijection by noting that:

| f−1
w ({1, 2})| = 1 = m({1, 2})2.

| f−1
w ({1, 3})| = 4 = m({1, 3})2.

| f−1
w ({2, 3})| = 9 = m({2, 3})2.

If we use a different shifting vector, some of our representatives may change. For
example, for w′ = (−1, 2,−2), we have:

f−1
w′ ({1, 2}) = {(1, 0, 1)}.

f−1
w′ ({1, 3}) = {(1, 0, 0), (2, 1, 0), (1, 0,−1), (2, 1,−1)}.

f−1
w′ ({2, 3}) = {(3, 2, 0), (1, 1, 0), (2, 2, 0), (3, 2,−1), (1, 1,−1),

(2, 2,−1), (3, 2,−2), (1, 1,−2), (2, 2,−2)}.

Note that interior points of P(B) are always associated with B, but boundary points
depend on the shifting vector.



Matrix-Tree Multijections 9

5 Lower-Dimensional Representatives

In Section 3, we showed how to construct a tiling of Rn and then in Section 4, we
used this tiling to produce a set of representatives for S(D) (see Theorem 4.11). In this
section, we show how to use the tiling of Rn to produce a tiling of Rr or that also (given
a shifting vector) produces a set of representatives of S(D). These representatives have
zero in their last n− r entries. However, even though the representatives of S(D) change,
the multijection does not.2

One benefit of this alternate construction is that it is often easier to work in lower
dimensional space. In particular, we are now able to produce a wide variety of tilings of
R2 (see Figure 2).

The main tool we use in this section is the following lemma.

Lemma 5.1. Let D be the standard representative matrix D =
(

In M
)

and let

z = (z1, . . . , zr, ẑ1, . . . , ẑn−r)
T ∈ Zn.

Then, z is equivalent, with respect to S(D), to the vector whose first r entries are given by

(z1, . . . , zr)
T + MT(ẑ1, . . . , ẑn−r)

T,

and whose last (n− r) entries are zero.

Recall from Definition 3.3 that for any B ∈ B(D), we have parallelepipeds P1(B),
P2(B), and P(B), where P(B) is the direct product of P1(B) and P2(B). Consider the
vectors w = (w1, . . . , wr) ∈ Rr, ŵ = (ŵ1, . . . , ŵn−r) ∈ Rn−r, and w = (w, ŵ). Recall from
Lemma 4.3 that (w, ŵ) is a shifting vector if w is not in the span of any facet of P1(B)
and ŵ is not in the span of any facet of P2(B).

By a slight adjustment of Proposition 4.8, one can show that there are m(B) integer
vectors w-associated with P1(B) and m(B) integer vectors ŵ-associated with P2(B).

Definition 5.2.

T′(D) =
⋃

B∈B(D)

 ⋃
z∈Zn−r ŵ-associated with P2(B)

(
P1(B) + MTzT

)
T′(D) is made up of m(B) parallelepipeds for each B ∈ B(D) and depends on

(ŵ1, . . . , ŵn−r) but not (w1, . . . , wr). Figure 2 gives an example of T′(D).
The following theorem says that T′(D) has many similar properties to T(D). This is

the main result of this section.

2There is also a similar construction for a tiling of Rn−r, see [15].
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D =

(
1 0 1 3 −4 3 2
0 1 −3 −2 −1 0 1

)
w = (1, 1, 5, 4, 3, 2, 2)

Figure 2: On the left is the tile T′(D) with color-coded bases. On the right are nine
copies of T′(D) to show how it tiles the plane.

Theorem 5.3.

• The parallelepipeds that make up T′(D) only intersect at their boundaries.

• The set of translates T′(D) + DDT(z1, . . . , zr)T for all (z1, . . . , zr) ∈ Zr cover all of Rr

and only intersect at their boundaries.

• For each B ∈ B(D), there are exactly m(B)2 integer points (z1, . . . , zn) of T′(D) such that
for all sufficiently small ε > 0, (z1, . . . , zn) + ε(w1, . . . , wn) is in one of the translates of
P1(B) that make up T′(D).

Figure 2 gives some examples of tiles in R2 computed using Sage. On the left is the
tile with different colors indicating different bases and on the right is 9 copies of the tile
to show how the tiling works.

Remark 5.4. When m(B) = 1 for every B ∈ B(D), the tile T′(D) consists of a single
parallelepiped for each B ∈ B(D). It is possible to translate each of these parallelepipeds
by vectors that are trivial with respect to S(D) and obtain the zonotope formed by the
columns of D. In [1], the authors use this zonotope to construct bijections between B(D)
and S(D) (when m(B) = 1 for all B ∈ B(D)).

6 Further Questions

The main purpose of our map was to associate each equivalence class of the sandpile
group to a basis. However, in constructing this map, we also give a representative for
each equivalence class. In particular, this is the set of w-representatives.
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Question 6.1. What are some properties of the w-representatives that we get from different
choices of distinguished basis or shifting vector? Are they generalizations of any known sets of
representatives of the graphical sandpile group (such as superstable or critical configurations)?
What about the lower dimensional representatives from Section 5?

In [16, Chapter 9], the multijections in this paper are generalized to a larger class of
objects. However, the sandpile group must be replaced with its Pontryagin dual. Note that
the Pontryagin dual of the cokernel of a lattice generated by the rows of a matrix is the
cokernel of the lattice generated by its columns. In the case of standard representative
matrices, the sandpile group is canonically isomorphic to its Pontryagin dual. In general,
the the groups are isomorphic, but these isomorphisms are non-canonical.

Question 6.2. What are some properties of this Pontryagin dual sandpile group and why does it
allow for more natural multijections?

In this paper, we focus on standard representative matrices, but the ideas can nat-
urally be restated in terms of representable arithmetic matroids (more precisely orientable
arithmetic matroids with the strong GCD property) which is the framework used in [16].
However, it is essential for our definition that these matroids are representable.

Question 6.3. Is there a reasonable way to define the sandpile group of some class of non-
representable matroids?

Acknowledgements

The author would like to thank Matthew Baker, Seth Chaiken, Galen Dorpalen-Barry,
Caroline Klivans, Giovanni Inchiostro, Mariel Supina, Chi Ho Yuen, and the anonymous
reviewers for useful conversation, comments, and suggestions.

References

[1] S. Backman, M. Baker, and C. H. Yuen. “Geometric bijections for regular matroids, zono-
topes, and Ehrhart theory”. Forum of Mathematics, Sigma. Vol. 7. Cambridge University
Press. 2019.

[2] P. Bak, C. Tang, and K. Wiesenfeld. “Self-organized criticality”. Physical review A 38.1
(1988), p. 364.

[3] M. Beck and S. Robins. Computing the continuous discretely. Springer, 2007.

[4] O. Bernardi. “Tutte polynomial, subgraphs, orientations and sandpile model: new connec-
tions via embeddings”. the electronic journal of combinatorics 15.R109 (2008), p. 1.



12 Alex McDonough

[5] S. Chaiken and D. J. Kleitman. “Matrix tree theorems”. Journal of combinatorial theory, Series
A 24.3 (1978), pp. 377–381.

[6] A. Duval, C. Klivans, and J. Martin. “Simplicial matrix-tree theorems”. Transactions of the
American Mathematical Society 361.11 (2009), pp. 6073–6114.

[7] A. Duval, C. Klivans, and J. Martin. “Critical Groups of Simplicial Complexes”. Annals of
Combinatorics 17.1 (2013), pp. 53–70. doi.

[8] A. Duval, C. Klivans, and J. Martin. “Cuts and flows of cell complexes”. Journal of Algebraic
Combinatorics 41.4 (2015), pp. 969–999.

[9] E. Gioan. “Enumerating degree sequences in digraphs and a cycle–cocycle reversing sys-
tem”. European Journal of Combinatorics 28.4 (2007), pp. 1351–1366.

[10] E. Gioan. “Circuit-Cocircuit Reversing Systems in Regular Matroids”. Annals of Combina-
torics 12 (2008), pp. 171–182. doi.

[11] A. E. Holroyd, L. Levine, K. Mészáros, Y. Peres, J. Propp, and D. B. Wilson. “Chip-firing
and rotor-routing on directed graphs”. In and Out of Equilibrium 2. Springer, 2008, pp. 331–
364.

[12] D. Jekel, A. Levy, W. Dana, A. Stromme, and C. Litterell. “Algebraic Properties of Gener-
alized Graph Laplacians: Resistor Networks, Critical Groups, and Homological Algebra”.
SIAM Journal on Discrete Mathematics 32.2 (2018), pp. 1040–1110. doi.

[13] D. J. Lorenzini. “Groups of components of Néron models of Jacobians”. Compositio Mathe-
matica 73.2 (1990), pp. 145–160.

[14] S. N. Majumdar and D. Dhar. “Equivalence between the Abelian sandpile model and the
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