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Abstract. We generalize random-to-random shuffling from a Markov chain on the
symmetric group to one on the Type A Iwahori Hecke algebra, and show that its eigen-
values are polynomials in q with non-negative integer coefficients. Setting q = 1 recov-
ers results of Dieker and Saliola, whose computation of the spectrum of random-to-
random in the symmetric group resolved a nearly 20 year old conjecture by Uyemura-
Reyes. Our methods simplify their proofs by drawing novel connections to the Jucys–
Murphy elements of the Hecke algebra, Young seminormal forms, and the Okounkov–
Vershik approach to representation theory.
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1 Introduction

In this abstract, we generalize the well-known but mysterious shuffling process random-
to-random Rn from a Markov chain on the symmetric group Sn to a Markov chain on the
Type A Iwahori Hecke algebra Hn(q). Building on seminal work by Dieker and Saliola
[20], we compute the complete spectrum of Rn in Hn(q), and show that its eigenval-
ues are polynomials in q with non-negative integer coefficients. Our methods simplify
the proof for q = 1 by adopting the Okounkov–Vershik approach to the representa-
tion theory of the symmetric group and Hecke algebra, and drawing connections to the
Jucys–Murphy elements and Young seminormal basis of Sn and Hn(q).

This project is motivated by a growing interest in studying random walks on Hn(q)
from a combinatorial perspective. There is a rich connection between Hn(q) and interact-
ing particle systems, beginning with the work of Alcaraz–Droz–Henkel–Rittenberg [1]

*sarahbrauner@gmail.com. S. B. is supported by the NSF MSPRF DMS 2303060.
†P. C. is supported by NSF Graduate Research Fellowship.

mailto:sarahbrauner@gmail.com


2 Axelrod-Freed, Brauner, Chiang, Commins, and Lang

who realized that the generators of asymmetric simple exclusion processes (ASEPs) satisfy
the algebra relations of Hn(q). Bufetov then showed in [12] that this connection could
be generalized to numerous important interacting particle systems with multiple species
arising from statistical mechanics, including ASEP, M-exclusion, TASEP, and stochastic
vertex models [12]. Many of these systems have been studied using algebraic combina-
torics with great success; see for example [13, 14, 18].

On the other hand, there is a beautiful theory of random walks on hyperplane ar-
rangements (and more generally, left regular bands) pioneered by Bidigare–Hanlon–
Rockmore [9] and Brown [11], which was originally built as a way of understanding
and computing the mixing times of card shuffling processes, i.e. Markov chains on the
symmetric group. This approach forges important links between combinatorial repre-
sentation theory, probability, statistical physics and dynamic data storage; see [2, 3, 5, 7,
16, 17, 18, 19, 20, 26]. It has since been generalized to a broad class of random walks on
semigroups in work of Ayyer–Schilling–Steinberg–Thiéry [6] and Rhodes–Schilling [32].

Our work serves to unite these two perspectives, by defining and studying one of the
most important shuffling processes arising in the latter setting—random-to-random—as
a Markov chain on Hn(q). This work is an extended abstract of the paper [4].

2 Random-to-random shuffling in the symmetric group

The random-to-random shuffling process Rn acts on a permutation (w1, · · · , wn) ∈ Sn
by removing a “card” wi with uniform probability then re-inserting it with uniform
probability to a new position in the deck. One can think of this as a two-step process:

1. Apply random-to-bottom B∗
n, which moves wi to the end of the word;

2. Apply bottom-to-random Bn, which moves the last letter of the word to position j.

Formally, Rn : C[Sn] → C[Sn] acts on C[Sn] by right multiplication (i.e. by position):

Rn(w) := w ·
(

n

∑
i=1

si · · · sn−1

)
︸ ︷︷ ︸

=:B∗
n

(
n

∑
j=1

sn−1 · · · sj

)
︸ ︷︷ ︸

=:Bn

,

where sk = (k, k + 1) ∈ Sn. To obtain a random walk on C[Sn], normalize both B∗
n and

Bn by 1
n : the coefficient [u]Rn(w) of u ∈ Sn is the probability of obtaining u from w.

Example 2.1. R3(123) = 3 · (123) + 2 · (213) + 2 · (132) + 1 · (231) + 1 · (312) + 0 · (321).

Random-to-bottom shuffling B∗
n is very well-studied and has numerous interesting

connections to combinatorics. Bidigare–Halon–Rockmore showed in [9] that the eigen-
values of B∗

n acting on C[Sn] are 0, 1, · · · , n − 2, n, recovering a result of Phatarfod [29].
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The multiplicity of the eigenvalue j is (n
j)dn−j, where dn−j is the (n− j)-derangement num-

ber counting the number of permutations in Sn−j with zero fixed points. The kernel of
B∗

n carries the derangement representation Dn introduced by Désarménien and Wachs [15]
(see (4.2), specialized to q = 1), which is related to well-loved objects such as Gessel’s
fundamental quassisymmetric function [23], the free left regular band [10], the complex
of injective words [30], and the configuration space of n points in R3 [24].

Random-to-random shuffling is significantly harder to understand. It was first defined
by Diaconis (see [31, p100]), and studied by Uyemura-Reyes in his thesis [31]. Uyemura-
Reyes conjectured that the eigenvalues of Rn were non-negative integers, and proved
this to be true in several cases. The full conjecture was open for almost two decades,
until it was resolved by Dieker and Saliola in 2018 [20]. Random-to-random belongs to
a family of “symmetrized shuffling operators” whose spectral properties are still quite
mysterious, and which have been the topic of FPSAC talks in 2009 (the invited address
by Volkmar Welker) and 2019 (a talk by Lafrenière [25]).

To state Dieker and Saliola’s solution, recall that a skew shape (i.e., skew Young
diagram) λ \ µ is a horizontal strip if it has at most one box in each column. The content
cλ\µ of a skew shape λ \ µ is defined by summing the difference of the column and row
number for each box in λ \ µ. Formally, letting (i, j) indicate the coordinates of the box
in the i-th row (ordered top-to-bottom, in English notation) and j-th column,

cλ\µ := ∑
(i,j)∈λ\µ

(j − i).

Dieker and Saliola showed that the eigenvalues of Rn acting on C[Sn] are indexed by
horizontal strips λ \ µ, where |λ| = n. The horizontal strip λ \ µ gives the eigenvalue

Eλ\µ := cλ\µ +
n

∑
k=|µ|+1

k. (2.1)

Equation (2.1) implies that, remarkably, the Eλ\µ are non-negative integers, thereby prov-
ing Uyemura-Reyes’s conjecture. Using (2.1), Bernstein–Nestoridi [8] proved that Rn
exhibits cutoff behavior at 3

4 n log(n)− 1
4 log(log(n)).

At the heart of the Dieker–Saliola’s proofs in [20] is the representation theory of the
symmetric group, which they use to inductively construct eigenvectors of Rn from the
kernels of Rj for j < n. Our work will follow a similar strategy, but utilize different
tools that both simplify their arguments and deepen the connections between Rn and
fundamental concepts in representation theory.

3 Main Results: Deformation to the Hecke algebra

We now deform Rn to a Markov chain on the Hecke algebra Hn(q), and describe its
spectrum. Recall that the q-integer [n]q is defined for any n ∈ Z by
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[n]q :=
1 − qn

1 − q
=


1 + q + · · ·+ qn−1 n > 0
0 n = 0
−q−1 − q−2 − · · · − qn n < 0.

Given q ∈ C, the Type A Iwahori Hecke algebra Hn(q) is the associative C-algebra on
the generators Ts1 , · · · , Tsn−1 , subject to the relations

1. T2
si
= (q − 1)Tsi + q for all 1 ≤ i ≤ n − 1,

2. Tsi Tsj = Tsj Tsi when |i − j| ≥ 2, and

3. Tsi Tsi+1 Tsi = Tsi+1 Tsi Tsi+1 for all 1 ≤ i ≤ n − 2.

The Hecke algebra is a q-deformation of the symmetric group algebra, in the sense
that Hn(1) = C[Sn]. It has a C-basis {Tw : w ∈ Sn} where Tw := Tsi1

Tsi2
· · · Tsik

for a
reduced expression w = si1si2 · · · sik . We define the following q-deformation of Rn.

Definition 3.1. For any q ∈ C, define q-random-to-random shuffling Rn(q) : Hn(q) → Hn(q)
by linearly extending

Rn(q)(Tw) := Tw ·
(

n

∑
i=1

Tsi · · · Tsn−1

)
︸ ︷︷ ︸

=:B∗
n(q)

(
n

∑
j=1

Tsn−1 · · · Tsj

)
︸ ︷︷ ︸

=:Bn(q)

.

Putting additional assumptions on q allows us to define a random walk R̃n(q) on
Hn(q) using a construction by Diaconis–Ram [18, Theorem 4.3]. Assume q ≥ 1 ∈ R,
so that q−1 ∈ (0, 1] ⊆ R can be understood as a probability. Define T̃si := q−1Tsi , and
more generally let T̃w := q−ℓ(w)Tw, where ℓ(w) is the Coxeter length of the reduced word
w ∈ Sn. Then T̃si acts by right multiplication on T̃w:

T̃w · T̃si :=

{
T̃wsi ℓ(wsi) > ℓ(w)

q−1T̃wsi + (1 − q−1)T̃w ℓ(wsi) < ℓ(w),
(3.1)

thereby defining a Markov chain on Hn(q). To obtain R̃n(q), we first rewrite Rn(q) in
terms of the T̃si , and then normalize. In other words, R̃n(q) := 1

([n]q)2Rn(q).

The goal of our work is to characterize the spectrum of Rn(q) acting by right multi-
plication on Hn(q). The eigenvalues of R̃n(q) can be obtained immediately from those
of Rn(q). by restricting to the case where q−1 ∈ (0, 1] ⊆ R and dividing by ([n]q)2.

Our spectral formula for Rn(q) uses two combinatorial statistics. First, given a skew
shape λ \ µ, we define the q-content cλ\µ(q) := ∑(i,j)∈λ\µ[j − i]q. Note that cλ\µ(q) is
a Laurent polynomial in q with integer coefficients; however, q|λ|cλ\µ(q) is a genuine
polynomial in Z[q] (with possibly negative coefficients).

Example 3.2. Suppose λ = (2, 1, 1) and µ = (1, 1). Then q4c(2,1,1)\(1,1)(q) = q4([1]q + [−2]q).
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Second, let SYT(λ) be the set of standard tableaux of shape λ and SYTn :=
⋃

λ⊢n SYT(λ).
Then t ∈ SYTn has a descent at position i ∈ [n − 1] if i + 1 appears south and weakly west
of i in t. Let Des(t) be the set of descents of t. We say t ∈ SYTn is a desarrangement tableau
if the minimum element of [n] \Des(t) is even. Let dµ be the number of desarrangement
tableaux of shape µ and f µ be the number of standard Young tableaux of shape µ.

Example 3.3. The desarrangement tableaux of size 5 are shown below:
1 3 4 5
2

1 3 4
2 5

1 3 5
2 4

1 3 4
2
5

1 3 5
2
4

1 3
2 4
5

1 3
2 5
4

1 3
2
4
5

1 5
2
3
4

d(4,1) = 1 d(3,2) = 2 d(3,1,1) = 2 d(2,2,1) = 2 d(2,1,1,1) = 2.

At last we are ready to state our main result, Theorem 3.4 below, which computes the
spectrum of Rn(q). See Example 3.6 for an illustration of the theorem when n = 4, and
Section 4 for the main ingredients used in the proof.

Theorem 3.4. For any q ∈ C, the right action of Rn(q) on Hn(q) has the following properties:

1. All eigenvalues of Rn(q) are of the form

Eλ\µ(q) = qncλ\µ(q) +
n

∑
k=|µ|+1

qn−k [k]q

where λ \ µ is a horizontal strip with |λ| = n and 0 ≤ |µ| ≤ n.

2. Every eigenvalue Eλ\µ(q) is a polynomial in q with non-negative integer coefficients.

3. The (algebraic) multiplicity of a fixed eigenvalue E(q) is given by

∑
λ\µ a horizontal strip:

Eλ\µ(q)=E(q)

f λ dµ.

4. If q ∈ R>0, then Rn(q) is diagonalizable.

We obtain the following special cases of combinatorial and probabilistic interest.

Corollary 3.5. The case λ = (n − k, 1k) and µ = (j − k, 1k) gives the eigenvalue

E(n−k,1k)\(j−k,1k)(q) = [n − j]q [n + j − k]q.

Setting j = k = 0 gives E(n)\∅(q) = [n]q[n]q, which is the largest eigenvalue of Rn(q) when
q ∈ R>0. The corresponding stationary distribution for R̃n(q) is the Mallows measure of Sn:

M(Sn, q−1) = ∑
w∈Sn

qℓ(w)T̃w.

Setting j = 2 and k = 1 gives E(n−1,1)\(1,1)(q) = [n − 2]q[n + 1]q, which is the second largest
eigenvalue of Rn(q) when q ∈ R>0.
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Example 3.6. We illustrate the eigenvalues for R4(q) below. For each λ \ µ, the shape µ is
shaded in gray and the contents of each box of λ \ µ are written in blue. The multiplicity
dµ f λ of Eλ\µ(q) is shown in the last column.

λ \ µ Eλ\µ(q) Multiplicity in Hn(q)

0 1 2 3 [4]q · [4]q 1

0 3

2 q4[2]q + [4]q = [6]q 3

1 2 q4 ([1]q + [2]q
)
+
(
q[3]q + [4]q

)
= [2]q · [5]q 3

0 2

0
q4[0]q + [4]q = [4]q 2

0 3

−2

q4[−2]q + [4]q = [2]q 3

1

−2

q4 ([−2]q + [1]q
)
+
(
q[3]q + [4]q

)
= q3[2]q + [4]q 3

0 1

4 Proof Ideas

Our overall strategy to prove Theorem 3.4 is similar in spirit to [20], in that we induc-
tively construct eigenvectors for the action of Rn(q) on the irreducible representations of
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Hn(q) from the kernels of Rj(q) for j < n. We assume Hn(q) is semisimple, meaning q is
neither 0 nor a primitive kth root of unity for 1 < k ≤ n. The irreducible representations
of Hn(q) in this case are called Specht modules Sλ, and, like Sn, are indexed by partitions
λ of n. The branching rules for Hn(q) in this setting also mirror those of Sn.

In fact, it is sufficient to construct an eigenbasis for the right action of Rn(q) on a
single Specht module Sλ, using the bimodule decomposition of Hn(q)

Hn(q) ∼=
⊕
λ⊢n

(Sλ)∗ ⊗ Sλ, (4.1)

where Sλ is a right Hn(q)-module and (Sλ)∗ is its dual left Hn(q)-module. In particular,
since Rn(q) acts by right multiplication, its eigenspaces are left Hn(q) modules. By (4.1)
constructing a right Rn(q)-eigenbasis for every Sλ determines both the full spectrum of
Rn(q) on Hn(q), as well as the left Hn(q)-module structure on every eigenspace.

Intuitively, the eigenvalue Eλ\µ(q) comes from a path in Young’s lattice that starts at
µ and ends at λ. The start of the path corresponds to an eigenvector u ∈ Sµ in the kernel
of R|µ|(q); through a somewhat miraculous process (described in Section 4.2), we are
able to lift u to an eigenvector of Rn(q) in Sλ with eigenvalue Eλ\µ(q).

4.1 Computation of the kernel

As discussed above, the Rn(q)-eigenvectors of Sλ are built from the kernel of R|µ|(q)
acting on Sµ for µ ⊂ λ. Thus it is essential to understand ker

(
Rj(q)

)
for all j ≤ n.

To do so, we relate B∗
n(q) to a Markov chain on C[Fn], the space of complete flags on

the finite vector space Fn
q , introduced by Brown in [11] and studied by the second and

fourth authors, along with Reiner in [10]. The latter work computes the eigenspaces
of the flag operator as GLn(Fq)-representations. The space C[Fn] decomposes as a
(GLn(Fq) ×Hn(q))-bimodule; using this decomposition, our present work shows that
the characteristic polynomial of B∗

n(q) is determined by that of the flag operator. Apply-
ing the branching rules of Hn(q) in the semisimple case, we are thus able to prove:

Theorem 4.1. The right actions of B∗
n(q) and Bn(q) on Hn(q) have characteristic polynomial

χ(y, q) =
n

∏
j=0

(y − [n − j]q)
(n

j)dj ,

where dj is the j-derangement number counting permutations in Sj with zero fixed points.
Whenever Hn(q) is semisimple, both B∗

n(q) and Bn(q) are diagonalizable, and as a left module,

kerB∗
n(q) ∼=

⊕
t∈SYTn

t is a desarrangement tableau

(
Ssh(t)

)∗
. (4.2)

Whenever q ∈ R>0, one has kerRn(q) = kerB∗
n(q).
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The description of the kernel of B∗
n(q) in (4.2) gives an Hn(q)-analog of the derange-

ment representation Dn discussed in Section 2; see [10, Proposition 3.1] for more proper-
ties of this fascinating representation. When q ∈ R>0, Theorem 4.1 implies that the size
of the kernel of R|µ|(q) acting on Sµ will be dµ, the number of desarrangement tableau of
shape µ. This is crucial information, in that it describes how many eigenvectors from Sµ

need to be lifted to Sλ. Note that dµ is often larger than 1 (recall Example 3.3), a subtlety
that significantly complicates the analysis of Rn(q).

4.2 Eigenvector construction

Having established the starting point of our eigenvector construction, we now turn to
the lifting process. Here, our approach diverges from [20]. The novelty of our method is
to recursively relate Rn(q) to the Jucys–Murphy elements of Hn(q):

Jk(q) :=
k−1

∑
i=1

qi−k T(i,k) =
k−1

∑
i=1

qi−k Ts1 Ts2 · · · Tsk−2 Tsk−1 Tsk−2 · · · Ts2 Ts1

and their many wonderful properties1.
In particular, we prove the following relationship between Rn(q), Rn−1(q), and Jn(q):

Theorem 4.2. For any q ∈ C, the following recursion holds in Hn(q):

Bn(q)Rn(q) =
(

qRn−1(q) + [n]q + qn Jn(q)
)
Bn(q).

(The colors here should be matched with (4.3) below). This connection with Jk(q) unlocks
a wealth of tools put forth by Dipper–James [21], Mathas [27] and others, which develop
the representation theory of the Hecke algebra as a parallel to that of the symmetric
group. Chief among these are Young’s seminormal forms, a family of idempotents

{pt ∈ Hn(q) : t ∈ SYTn}

which give an elegant basis for each Sλ; see [28, p504] for a definition. The {pt} are a
simultaneous eigenbasis for the Jucys–Murphy elements J1(q), · · · , Jn(q), with

pt Jk(q) = ct,k(q) pt,

where ct,k(q) is the q-content of the box labeled by k in t.
The seminormal forms beautifully encode the connection between representations of

Hn(q) and SYTn as follows. For t ∈ SYTn, let t|k be the subtableau of t obtained from
restricting t to the boxes labeled 1, · · · , k, and let sh(t|k) be the shape of t|k. Then

t|k ∈ SYT (sh(t|k)) ⊆ SYTk,

1Sometimes these elements are referred to as the additive Jucys–Murphy elements, see [22].
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and we will think of each t ∈ SYTn as being built by a nested sequence of tableaux:

t|1 ⊆ t|2 ⊆ · · · ⊆ t|n = t.

Crucially, each pt ∈ Hn(q) can be built from a tower of inclusions in the same way. Al-
gebraically, the nested tableaux correspond to the algebra embedding Hk(q) ⊆ Hk+1(q)
sending Tsi to Tsi . This idea is encapsulated in the Tower Rule (Proposition 4.3) below, a
folk theorem (see e.g. [22]) which allows us to move between Hecke algebras of different
sizes in a precise way. This is essential to our inductive arguments.

Let {pλ : λ ⊢ n} be the collection of canonical central orthogonal idempotents that
project onto the Sλ-isotypic components of Hn(q). The pt and pλ are related as follows:

Proposition 4.3 (Tower Rule). For any λ ⊢ n and t ∈ SYT(λ), we have

pλ = ∑
t∈SYT(λ)

pt, and pt = psh(t|1) psh(t|2) · · · psh(t|n−1)
psh(t|n).

It will be important for us to state many of our results in terms of skew tableaux.
Given a skew shape λ \ µ, let SYT(λ \ µ) be the set of skew tableaux of shape λ \ µ filled
with the letters |µ|+ 1, · · · , |λ| with entries increasing across rows and down columns.
For t ∈ SYT(λ \ µ) with |µ| = j and |λ| = n, we use the Tower Rule to define

pt := psh(t|j) psh(t|j+1) · · · psh(t|n−1)
psh(t|n).

Example 4.4. If λ = (4, 3), µ = (3, 1) and t = 6
5 7.

, then pt = p(3,1) p(3,2) p(4,2) p(4,3).

We combine Theorem 4.2 with the properties of the seminormal forms to show how,
given an eigenvector of Rn−1(q), one obtains an eigenvector for Rn(q).

Proposition 4.5. Let Hn(q) be semisimple and λ′ ⊂ λ with |λ| = n and |λ′| = n − 1. Suppose
that u′ ∈ Sλ′

is an eigenvector for Rn−1(q) with eigenvalue E . Then

u := u′ Bn(q) pλ

belongs to Sλ, and is either zero or an eigenvector for Rn(q) with eigenvalue

qE + [n]q + qncλ\λ′(q). (4.3)

Using the Tower Rule, we can then iterate the process in Proposition 4.5.

Corollary 4.6. Let Hn(q) be semisimple, and µ ⊂ λ where |µ| = j and |λ| = n. Suppose that
u ∈ Sµ is in the kernel of Rj(q). Then for any t ∈ SYT(λ \ µ),

v(t,u) := u pt Bj+1(q)Bj+2(q) · · · Bn(q)

belongs to Sλ, and is either zero or is an eigenvector for Rn(q) with eigenvalue

qncλ\µ(q) +
n

∑
k=j+1

qn−k[k]q.

One can think of this process as iteratively adding boxes to a tableau of shape µ to
obtain one of shape λ: the tableau t records the order that these boxes were added.
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4.3 Obtaining an eigenbasis

Corollary 4.6 constructs many eigenvectors for Rn(q), but it is does not yet explain
(1) when these eigenvectors are linearly independent (or even non-zero) in Sλ, and (2)
whether all eigenvectors for Rn(q) can be constructed in this way.

Answering these questions is the most technical and subtle part of proving Theo-
rem 3.4. To do so, we will choose a subset of the vectors arising from Corollary 4.6, and
show that these form an eigenbasis for Sλ.

Let tλ\µ ∈ SYT(λ \ µ) be the tableau given by filling a skew diagram of shape λ \ µ

with the entries |µ|+ 1, · · · , n across each row, starting with the first. There is a sense
in which tλ\µ is the largest element in SYT(λ \ µ) with respect to a partial order coming
from dominance order on SYTn; see [4, Definition 2.17].

Example 4.7. For λ = (5, 3) and µ = (3, 1), we have tλ\µ = 5 6
7 8

.

Theorem 4.8. Suppose t ∈ SYT(λ \ µ), and let v(t,u) ∈ Sλ be constructed as in Corollary 4.6.

1. If λ \ µ is not a horizontal strip, then v(t,u) = 0.

2. For any t ∈ SYT(λ \ µ), one has that v(t,u) is a scalar multiple of v(tλ\µ,u).

3. Let q ∈ R>0 and κµ be a basis for the kernel of R|µ|(q) acting on Sµ. Then Bλ is basis for
Sλ, where

Bλ := {v(tλ\µ,u) : λ \ µ is a horizontal strip and u ∈ κµ}.

Proof idea. Write Sλ ≤ Sn as the Young subgroup of shape λ and Xλ as the set of
minimal length representatives of the right coset Sλ \Sn. We show that

Bj+1(q) · · · Bn(q) =
(

∑
w∈S

(1j ,n−j)

Tw

)(
∑

v∈X(j,n−j)

Tv

)
. (4.4)

This means that for u ∈ Sµ, right multiplication by Bj+1(q) · · · Bn(q) has image contained
in the representation Sµ ⊗ S(n−j) induced from Hj(q)⊗Hn−j(q) to Hn(q). This can be
used to prove (1) via Pieri-rules for Hn(q). Proving (2) uses a straightening argument: at
each step in the iterative construction in Corollary 4.6, we use properties of the seminor-
mal units and (4.4) to show that v(t,u) can be rewritten as a scalar multiple of v(tλ\µ,u). (In
fact, the analogous argument for (2) is missing for Rn in [20]; our work at q = 1 corrects
this error.) Finally, (3) follows from (1) and (2) by applying a counting argument, using
the fact that by Theorem 4.1, when q ∈ R>0, we have |κµ| = dµ.

Example 4.9. Let λ = (4, 1). Then dim(Sλ) = f λ = 4, and B(4,1) is constructed from:

t(4,1)\(1,1) = 3 4 5 t(4,1)\(2,1) = 4 5 t(4,1)\(3,1) = 5 t(4,1)\(4,1) =

Note that once we have Theorem 4.8, the hard work of Theorem 3.4 is done: the
characteristic polynomial of Rn(q) for any q ∈ C is determined by the case q ∈ R>0.
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