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Abstract. We first observe a mysterious similarity between the braid arrangement and
the arrangement of all hyperplanes in a vector space over the finite field IF;. These two
arrangements are defined by the determinants of the Vandermonde and the Moore
matrix, respectively. These two matrices are transformed to each other by replacing a
natural number n with 4" (g-deformation).

In this paper, we introduce the notion of “”g-deformation of graphic arrangements” as
certain subarrangements of the arrangement of all hyperplanes over [F;. This new class
of arrangements extends the relationship between the Vandermonde and Moore ma-
trices to graphic arrangements. We show that many invariants of the “g-deformation”
behave as “g-deformation” of invariants of the graphic arrangements. Such invariants
include the characteristic (chromatic) polynomial, the Stirling number of the second
kind, freeness, exponents, basis of logarithmic vector fields, etc.

Keywords: Graphic arrangements, chromatic polynomial, g-analogue, freeness, finite
fields

1 Introduction

1.1 Mysterious similarities

A central arrangement A is a finite collection of linear hyperplanes in a finite dimen-
sional vector space. Define the intersection lattice L(.4) and the characteristic polyno-
mial x(A,t) by

L(A) :z{ ﬂH‘BgA}, XA = Y px)EmX,
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where L(.A) is ordered by the reverse inclusion and y denotes the Mdébius function on
the lattice L(.A).

A typical example of an arrangement is the braid arrangement 5, in R’ whose defin-
ing polynomial is the Vandermonde determinant, i.e.,

1 x x% xffl

1 x x% xé‘l

QB = ] x-x)=| T :
1§i<j§f : : . .

1ox, o2 0 X!

The characteristic polynomial of the braid arrangement B, is
X(Bpt)=tt—-1)(t—=2)---(t—L+1).

There are mysterious similarities between the braid arrangements and the arrange-
ments consisting of all hyperplanes in vector spaces over finite fields. Let g be a prime
power and IF; the finite field of order 4. Define the arrangement Aau(]Fg) as the set of all

hyperplanes in IFg Its defining polynomial is the determinant of Moore matrix, i.e.,

qa .4 q
X1 X x12 xlf 1
¢ q .4 q'-
, Xy X4 X X
Q («%n(ﬂ)) =11 Il f(am+-Feaaxii+x)= 22 2
i=1 Cl,‘..,Cl',lequ . : :
2 /-1
qa .4 q

The characteristic polynomial of Aau(lFs) is
X (A, ) = (t =)= q)(t =) -+~ (t—q" 7).

By formally replacing g* in the expressions of Q (.Aau(]Fg)> and x <.Aa11(1Ff;), t) with
k, we obtain the expressions for Q(B;) and x(By,t). A similar phenomenon can be
observed in the context of freeness of arrangements. An arrangement A is said to be
free if the module of logarithmic polynomial vector fields D(.A) is a free module over
the polynomial ring (See [¢] for details). Both of Q(5,) and .Aau(]FS) are free with bases

/ /
Y x¥9; (0 <k < ¢—1) for D(By) and Zx?kai (0<k<¢—1)for D (Aau(lpg)) ,
i=1 i=1

where 0; denotes a%i for eachi € {1,...,4} (See [3, Example 4.22 and 4.24]).
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Moreover, there are mysterious similarities for subarrangements. Let G be a simple
graph on [(] = {1,...,¢}. Define the graphic arrangement A in R by

Ag={{xi—x=0} [{ij} € Ec }.

Note that every subarrangement of B, is of the form A and it is well known that the
chromatic polynomial x(G, t) coincides with the characteristic polynomial x(.Ag, t). The
following proposition for the chromatic polynomial is trivial by definition.

Proposition 1.1. Suppose x (G, k) = 0 for some k € Z~o. Then x(G,j) =0for 0 <j <k
There is a g-version of Proposition 1.1.

Proposition 1.2 ([12, Lemma 7]). Let A be an arrangement in IFf; If x(A,q%) = 0 for some
k € Z>g, then x(A,¢/) =0 forany 0 < j < k.

Proof. Let A ® ]Fs denote the subspace arrangement in (IF’,;)E defined by
k. k
A@FW_{H®BEIHEA}.

Then the intersection lattices L(.A) and L(A ® ]Fs ) = { X ®F, ]Ff; ‘ XeL(A) } are natu-
rally isomorphic. By [, Proposition 3.1],

X(A.4) = M(AOF] ) = # (“FW\ U Her, IF?) |
HeA
Thus, if x(A,4") = 0and 0 < j <k, then x(A,¢/) = 0. =
We define the falling factorial ¢ for each i € Z-gby t :=t(t —1)--- (t —i +1).

Proposition 1.3 ([10, Theorem 15]). Suppose x(G,t) = Yr_, cit. Then c; coincides with the
number of stable partitions of G into i blocks, where a stable partition of G is a set partition of the
vertex set such that no edge connects vertices within the same block. In other words, c; coincides
with the number of i-dimensional subspaces in L(By) that are not contained in any hyperplanes

in .AG.

Note that the falling factorial t: coincides with the characteristic polynomial x(By, t).
Define the polynomial t; by

tél = X(Aall(]l:fi),t) = (i’ — ])(t — q) e (t _ qi—l).

The following is a g-version of Proposition 1.3.
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Proposition 1.4. Let A be an arrangement in ]Ff; and suppose x(A,t) = Zf:o cit%,. Then c; is
the number of i-dimensional subspaces in IFf; that are not contained in any hyperplanes in A.
Proof. We proceed by double induction on ¢ and |Aau(]F$) \ A|. When ¢ =1,
t=(t—-1)+1= 1% + t% (for the empty arrangement),
t—1= l% (for the single-point arrangement).

Therefore the claim is true.
Suppose that ¢ > 2. Since X(Aau(ng), t) = tg, the assertion is true for A4 = Aau(]Fg).

Assume that A C Aau(]Fg) and H € A. Then, by the deletion-restriction formula [,
Corollary 2.57], we have

X(ALE) = x(A ) + x(A 1) = f cith + % dith = t5+ e_zl(ci )
i=0 i=0 i=0
By the induction hypothesis
q:#{XEL@%M%DIMmX:LXZKﬁnmyKEA},
di=#{X e L(Ay(H)) |dmX =i, X Z HNK forany K € A\ {H} }.
Since
{X € L(Aall(]l:"f])) ’ dimX =i, X € Kforany K € A\ {H} }

= {X € L(Aau(lFf;)) dimX =i, X K for any K € .A}
U{XeL(An(H)) |dmX=iXZ HNKforany K € A\ {H} },

the claim follows. O
Example 1.5. Consider the empty arrangement in ]Ff;. Then we have
J4 /¢ .
l__ i
f—ZQ%w
i=0 q

where

(f) gl =]y o=t 1]
i )g [igli = 1]q -+~ [1q

is the g-binomial coefficient and [k], = ‘Z:T_ll denotes the g-integer.
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Example 1.6. Consider the Boolean arrangement in IF!, which consists of all coordinate
hyperplanes. Then we have

4 ) .
(t—1)" =Y (g—1)'S,(¢,i)t,
i=0
where S, (/, i) denotes the g-Stirling number of the second kind defined by the following
recurrence formula.

Sq(6,) = Sg(0 = 1,i = 1) + [i],S5(¢ = 1,i),  S4(0,i) = &,

This is a g-version of the following well-known formula for the Stirling number of
the second kind.

g .
th =Y S(i)t,  S(¢i)=S(t—1,i-1)+iS({—1,i).
i=0

1.2 g-deformation of graphic arrangements

We will focus on specific subarrangements of AaH(IFf;) that arise from simple graphs.
Note that the braid arrangement B, corresponds to the graphic arrangement associated
with the complete graph K,. Thus, it seems natural to assign K, to Aau(]Fg). Further-
more, it seems natural to assign every clique of G to to the set of all hyperplanes using
the coordinates corresponding to the vertices in the clique.

Definition 1.7. We define a g-deformation of graphic arrangement A?; in IFg as follows.

AL = | {{ailxil+...+ai,xir20} \ (a,,...,a;) e]F:,\{O}},
{ig,iy}

where {i,...,i,} runs over all cliques of G.

Besides this definition, Athanasiadis [!], and later Postnikov and Stanley [”], also
defined deformations of Coxeter arrangements as a generalization of generic arrange-
ments, Linial arrangements, Shi arrangements, Catalan arrangements, etc. Their defi-
nition involves copies of translated hyperplanes, whereas the g-deformation focuses on
the coefficients of variables and the choice of linear polynomials.

It is expected that AL has a lot of properties similar to the graphic arrangement
Ag. The organization of this paper is as follows. In Section 2, we will show that the
characteristic polynomial of .ALC]; determines the chromatic polynomial G when g is large
enough (Theorem 2.1 and Corollary 2.2) and we will describe a relationship between the
characteristic polynomial and the numbers of stable partitions of G (Theorem 2.4). In
Section 3, we will show that A is free if and only if G is chordal as in the case of graphic
arrangements (Theorem 3.2) and in Section 4, we construct an explicit basis for D(AqG)
for a chordal graph G (Theorem 4.2).
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2 Characteristic polynomial

Theorem 2.1. For any k € Z>,

q .k

Proof. Let V = ]Fs. Define

{viy, ..., vi,} is linearly independent
over F, if {i1,...,ip} isaclique of G. |~

(a1,...,ap) (v1,...,0¢) == (@101 ...,ap0p).

q

k
Therefore #xL(P(V)) = X (([;4_(;1’375), where

XL(P(V)) = { (o1,...,50) € P(V)!

{vij,...,vi,} is linearly independent
over I, if {iy,...,ip} is a clique of G.

X1
Let T := (]qu)k/]F;(l, 1,...,1). Letx = | : | #0. Then T acts on IP(V) by
Xk
a1x1
(Lll,...,ak)'fz
A Xk

Let v(x) :=#{i € [k] | x; # 0 }. Then it is easily seen that
HT %) = (g —1)"01,

In particular, ¥ € P(V) is a fixed point if and only if X = ¢; for some i. Consider the
diagonal T-action on IP(V)’. This induces a T-action on xZ(IP(V)). The fixed point set
is

Xc®W)' = { )

{esil, e, esf,,} is linearly independent
over IF, if {i1,...,iy} is a clique of G..

Note that {esil, ceey esip} is linearly independent if and only if they are mutually different.
Therefore we have

#XEPV))' = x(G k).
Any other orbits have cardinalities divisible by 4 — 1. This completes the proof. O



g-deformation of graphic arrangements 7

Corollary 2.2. If g > (*, then x (AL, t) determines x (G, t).

Proof. Note that x(G,t) is determined by the values x(G,1),x(G,2),...,x(G,¢). For
X(AG, ")

k € [¢], we have x(G,k) < k! < g—1. Hence x(G,k) is the remainder of (a—1)
]

divided by g — 1.

Remark 2.3. There exists a pair of graphs (G, H) depicted in the following picture such
that x (A%, t) = x (AR, t) but x(G, t) # x(H, t).

G H

The characteristic polynomials are as follows.

X(AZ, 1) = x (A%, 1) = 7 — 30t° 4 3761° — 2545¢* 4 993413 — 21880¢> + 24384+ — 10240,
x(G, t) = t7 — 1415 + 83> — 265t* + 4741 — 441> + 162t,
x(H,t) =t/ —14t° 4 83t — 264t* + 468> — 430t* + 156t.

The characteristic polynomial X(ch, t) can also determine the numbers of stable par-
titions of G by the following theorem.

Theorem 2.4. Let x(ALt) = Y, cit;. Then ¢;/(q — 1)*~" is a non-negative integer and
congruent to the number of stable partitions of G into i blocks modulo q — 1.

Proof. By Proposition 1.4, the coefficient c; is equal to the number of subspaces that
are not contained in any hyperplanes in AqG. Since every i-dimensional subspace in ng
corresponds to a matrix consisting of ¢ columns with rank i in reduced row echelon
form, c; coincides with the number of reduced row echelon form (vq,...,v,) € V¢ such
that {v;,...,v;,} is linearly independent over F, if {i1,...,i,} is a clique of G, where
V = ]Ffi. Therefore ¢;/(q — 1)/~ equals the number of (7y,...,7,) € P(V)’ such that
{vi,,...,v;, } is linearly independent over IFy if {iy,...,i,} is a clique of G.

Using the same group action in the proof of Theorem 2.1, we can show that c; is con-
gruent to the number of reduced row echelon form (e, ...,es,) such that {esil,. .., esip}
is linearly independent over IFj if {i1, ..., ip} is a clique of G, modulo g — 1. From such
a matrix (esil, . .,esié), we can construct a stable partition of G consisting of i blocks

{jeld|si=k} A<k<i). -
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Remark 2.5. Some of properties of the chromatic polynomials for finite graphs have g-
analogues. For example, let us denote by G + K;;, the join of a graph G and the complete
graph K. Then it is easily seen that x(G + Ky, t) = t(t —1)--- (t —m+1)x(G,t — m).
As a g-analogue of this formula, we can prove

XAL g )= (E=1)(t—q) - (t—g" )" X (AL g ™).

3 Freeness

An arrangement A is supersolvable if and only if there exists a filtration
g=AC A CAHC---C A=A

such that, for each i € [{], rank . 4; = i and for any distinct hyperplanes H, H' € A; \
A;_1 there exists H” such that HN H' C H” [?, Theorem 4.3]. Every supersolvable
arrangement is inductively free by [/, Theorem 4.2]. When A is supersolvable with the
filtration above, the characteristic polynomial decomposes as
4
X(A 1) =TTt = A\ Aial).

i=1

A vertex v of a simple graph G is called simplicial if the neighborhood Ng(v) =
{ueVgs|{u v} € Eg}isaclique. An ordering (vy,...,v,) of the vertices of G is a per-
fect elimination ordering if v; is simplicial in the subgraph of G induced by {v,...,v;}
for each i € [/].

Theorem 3.1 (Stanley (See [5, Theorem 3.3]), Dirac [*], Fulkerson—-Gross [0]). The following
are equivalent.

(1) G has a perfect elimination ordering.
(2) Ag is supersolvable.
(3) Ag is free.
(4) G is chordal.
Moreover, when (vy,...,v,) is a perfect elimination ordering of G
¢
x(Ag, t) = E(t — [Ng,(vi)l),

where G; := G[{v1,...,v;}] and Ng (v;) is the set of adjacent vertices of v; in G;.
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Theorem 3.2. The following conditions are equivalent to the conditions in Theorem 3.1.

(5) AL is supersolvable.

(6) AL is free.
Moreover, when (vq, . ..,vy) is a petfect elimination ordering of G

T (£ — Ne, @)
A\ 0
(AL =TT (=),
i=1

where G; := G[{v1,...,v;}] and Ng, (v;) is the set of adjacent vertices of v; in G;.

Proof. The proof is very similar to the proof of Theorem 3.1.

To show (1) = (5), let (vy,...,v,) be a perfect elimination ordering and (xy,...,xy)
the corresponding coordinates. Let .4; be the subarrangement of A?; consisting hyper-
planes whose defining linear form contains xj, ..., x;. Then the filtration

A CAC- CA=AL

guarantees that AL is supersolvable and |A4; \ A;_1| = q'NGi(U"”.

The implication (5) = (6) follows since every supersolvable arrangement is (induc-
tively) free (Jambu-Terao). To prove (6) = (4) It suffices to show that )((Aa,t) does
not factor into the product of linear forms over Z when ¢ > 4 by Terao’s factorization
theorem. Since X(Aa, ) = (t—q)" + (=1)’(g — 1)1 (t — q) by the following Lemma 3.3,
we have

X(Ac, 1) = (=D (" +(-1)") = (4 - 1)'x(x"+ (-1)),

where x = ;%q. Since x¢ 4 (—1) has an imaginary root, X(ch/ t) does not factor over
Z. ]

There is a well-known explicit formula for the chromatic polynomial of a cycle graph
for ¢ > 3.

X(Ac, t) = (t=1)"+ (=D (t - 1).
The following lemma is a g-version of this formula.

Lemma 3.3. Let ¢ > 4. Then

X(AL ) = (t=g) + (=) (-1 (t—q).
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Proof. First consider the arrangement B in IFZ’ consisting of the following hyperplanes.
X1 = axy, xp = axs, x3 =ax; (a € Fy).

Then B is supersolvable with exponents (1,4,29 —1). Using the deletion-restriction
theorem [, Corollary 2.57] g — 1 times, we have

X(AL 1) = x(AL 1) = (9 - 1)x(B,1)
(t=D)(t=q’—(@-DE-1)(t-q)(t—29+1)
= (t=1)(t—q) (t—2 - (- D(t—29+1))
= (t=1)(t—q) (=9~ (@-D(t—q) + (- 1)?)
v (=g (g 1)
N Ry
= (=)' + (=) g - 17°(t = 1),
Now suppose that £ > 5. Using the deletion-restriction theorem g — 1 times, we have

KCAL 1) = X(AD) — (g - Dx(AL 1)

=(t-Dt—9)" ' = (g-D(t-9)" " = ()1 (t—q)
=(t—)' +(-)(g-)"(t— 9.

4 Basis construction

Let G be a chordal graph with a perfect elimination ordering (vy,...,vy) and (x1,. .., x/)
the corresponding coordinates. Define the sets C>; and E_j by

Coi = {k} U { i € [{]|there exists a path vvj, - - - v v; such that k < j; < --- <j, <i},
Ecp:={jell]|j<kand {vjv} € Eg }.

Let A(xy,...,x;) denote the Vandermonde determinant:

1 X1 x% k 1
1 x x5 ... xk 1
2 k
A(xq, ..., xg) = L= (xj — x;)
. . . . 1<l<<k
1 2 k—1 J
N R )

When E_; = {j1,...,jm} with j; < -+ < jpu,
A(E<k) = A(xh,...,xjm) and A(E<k,xi) = A(le,...,xjm,xi).
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Theorem 4.1 ([! |, Theorem 4.1]). Let

A(E<k1 xi)
9k = —_—
L A

Then {61, ...,0,} forms a basis for D(Ag).

% (1<k<o).

Let Ag(x1,...,x¢) € Fylxq,..., x| denote the determinant of the Moore matrix. Namely

2 k—1
X1 xtl7 x? x?
b k-1
q q q k
Xy X, X X
Dg(xr,.., ;) =7 72 72 =TT T (et +eiaxia+x).
. : . i=1c¢q1,..,0i_1 E]Fq
b k-1
Xk xz xz xZ
Theorem 4.2. Let
AQ(E<k1xi)

O == Z

i€Csy AL](E<k)

Then {61, ...,0,} forms a basis for D(AL).

%  (1<k<o).

Proof. Let K = {iy,...,iu} be a clique of G with iy < --- < iy. Let a = c1x;, + coxy, +
-+ -+ cmx;, be a nonzero linear form over F,. If KN Csy = @, then 6 (a) = 0.

Suppose that KN C>, # @ and take i € KN Cs with minimal s. Then one can show
that {iy,..., 151} € Ecx and {is,i541,...,im} € C>. Then

0 () = i Ag(E<k, xi,) . Ag(E<ks €ixi + - +¢i,Xi,) _ Dg(Ecy, @) ()
U=s Aq(E<k) . Aq(E<k) Aq(E<k)
Using Saito’s criterion [¢, Theorem 4.19], we can prove {64,...,6,} is a basis. O
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