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Abstract. The M-convexity of the support of dual Schubert polynomials was first
proven by Huh, Matherne, Mészáros, and St. Dizier in 2022. We give a full charac-
terization of the support of dual Schubert polynomials, which yields an elementary
alternative proof of the M-convexity result, and furthermore strengthens it by explic-
itly characterizing the vertices of their Newton polytopes combinatorially. Using this
characterization, we give a polynomial-time algorithm to determine if a coefficient of a
dual Schubert polynomial is zero, analogous to a result of Adve, Robichaux, and Yong
for Schubert polynomials.

Keywords: dual Schubert polynomial, saturated Newton polytope, generalized per-
mutahedron, M-convex

1 Introduction

Dual Schubert polynomials {Dw}w∈Sn , introduced by Bernstein, Gelfand, and Gelfand
[5], are given by the following combinatorial formula [17]. Let the edge u ⋖ utab in the
(strong) Bruhat order have weight

m(u ⋖ utab) := xa + xa+1 + · · ·+ xb−1,

and let the saturated chain C = (u0 ⋖ u1 ⋖ · · ·⋖ uℓ) have weight

mC := m(u0 ⋖ u1)m(u1 ⋖ u2) · · ·m(uℓ−1 ⋖ uℓ).

Definition 1.1. For w ∈ Sn, the dual Schubert polynomial Dw is defined by

Dw(x1, . . . , xn−1) :=
1

ℓ(w)! ∑
C

mC(x1, . . . , xn−1)

where ℓ(w) denotes the Coxeter length of w, and the sum is over all saturated chains C
from id to w.
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Dual Schubert polynomials possess deep geometric and algebraic properties. For
example, the λ-degree of a Schubert variety Xw can be expressed as ℓ(w)! ·Dw(λ) [17].
In addition, dual Schubert polynomials form a dual basis to Schubert polynomials under
a certain natural pairing ⟨·, ·⟩ on polynomials [17].

In recent years, dual Schubert polynomials have attracted increasing interest [9, 11,
12]. We continue the study of dual Schubert polynomials by fully characterizing their
supports (set of exponent vectors) and Newton polytopes (convex hull of the support).

Theorem 1.2. The support of the dual Schubert polynomial Dw is

supp(Dw) = ∑
(a,b)∈Inv(w)

{ea, ea+1, . . . , eb−1},

where the right-hand side is a Minkowski sum of sets of elementary basis vectors. The
sum is over pairs of indices (a, b) for which there is an inversion in w.

Moreover, we show that Theorem 1.2 implies a polynomial-time algorithm to deter-
mine whether a term lies in the support of a dual Schubert polynomial, analogous to a
result of Adve, Robichaux, and Yong [1] for Schubert polynomials.

Corollary 1.3. Given w ∈ Sn and α = (c1, . . . , cn−1) ∈ Zn−1
≥0 , there exists an O(n5)

algorithm to determine whether α ∈ supp(Dw).

A polynomial f has a saturated Newton polytope (SNP) if its support is all integer
points in its Newton polytope. The SNP property was first defined by Monical, Tokcan
and Yong [14]. Many polynomials with algebraic combinatorial significance are known
to have SNP, such as Schur polynomials [18], resultants [10]. Monical, Tokcan, and Yong
proved SNP for additional families of polynomials, including cycle index polynomials,
Reutenauer’s symmetric polynomials linked to the free Lie algebra and to Witt vectors,
Stembridge’s symmetric polynomials associated to totally nonnegative matrices, and
symmetric Macdonald polynomials. Subsequent work of Fink, Mészáros, and St. Dizier
proved SNP for key polynomials and Schubert polynomials [8], work of Castillo, Cid
Ruiz, Mohammadi, and Montaño proved SNP for double Schubert polynomials [7], and
work of Huh, Matherne, Mészáros, and St. Dizier [12] proved Lorentzian-ness, which
implies SNP, for dual Schubert polynomials.

Proving SNP can be difficult given that many polynomial operations, such as mul-
tiplication, do not preserve SNP. However, a wide range of techniques have been har-
nessed to prove SNP. For instance, Rado uses elementary combinatorial techniques [18],
Fink, Mészáros, and St. Dizier rely on representation theory [8], and Castillo et al. as
well as Huh et al. use results from algebraic geometry [7, 12].

As a corollary of Theorem 1.2, we obtain an elementary proof of the following result.

Corollary 1.4. (cf. [12, Proposition 18]) Dual Schubert polynomials have M-convex sup-
port; equivalently, they have SNP and their Newton polytopes are generalized permuta-
hedra.
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Strengthening this result, we fully characterize the vertices of Newton(Dw).

Corollary 1.5. For w ∈ Sn, the vertices of Newton(Dw) are

{α ∈ Zn−1
≥0 | xα has coefficient 1 in ∏

(a,b)∈Inv(w)

(xa + xa+1 + · · ·+ xb−1)}.

Furthermore, in light of [16, Corollary 8.2], we give a combinatorial characterization
of the vertices of Newton(Dw) using rectangle tilings of staircase Young diagrams.

This paper is organized as follows. In Section 2, we give the necessary relevant
background and definitions. In Section 3, we characterize the support of dual Schubert
polynomials. In Section 4, we give a polynomial-time algorithm to determine whether
a term lies in a dual Schubert polynomial. In Section 5, we characterize the vertices of
Newton polytopes of dual Schubert polynomials in two different ways.

This is an extended abstract summarizing our work, and readers are referred to [3]
for a complete version.

2 Preliminaries

2.1 Bruhat order

In this paper, we use standard terminology for the (strong) Bruhat order. The content of
this section may be also found in [6, Chapter 2], for example.

Let Sn be the symmetric group on the set [n] := {1, . . . , n}. We write each permuta-
tion w ∈ Sn in one-line notation as w = w(1)w(2) · · ·w(n).

Each permutation w ∈ Sn can be expressed as a product of simple transpositions
si = {(i, i + 1) : 1 ≤ i ≤ n − 1}. If w = si1 · · · siℓ is expressed as a product of simple
transpositions with ℓ minimal among all such expressions, then the string si1 · · · siℓ is
called a reduced decomposition of w. We call ℓ := ℓ(w) the (Coxeter) length of w.

An inversion of w is an ordered pair (a, b) ∈ [n]2 such that a < b and w(a) > w(b). We
denote the set of all inversions of w by Inv(w). It is well-known that ℓ(w) = |Inv(w)|.

Given 1 ≤ a < b ≤ n, let tab act on w ∈ Sn such that wtab is the permutation obtained
by transposing the two numbers at positions a and b in w.

Definition 2.1. ([6]) We define a partial order ≤ on Sn called the strong Bruhat order as
follows. Let u, v ∈ Sn and ℓ = ℓ(v). We have u ≤ v if and only if for any reduced
decomposition si1 · · · siℓ of v, there exists a reduced decomposition sj1 · · · sjk of u such
that sj1 · · · sjk is a substring of si1 · · · siℓ . If additionally ℓ(v) = ℓ(u) + 1, we write u ⋖ v.
Alternatively, we may characterize the covering relation as follows. For u, v ∈ Sn, we
have u ⋖ v if and only if v = utab and ℓ(v) = ℓ(u) + 1.

For u ≤ w in the Bruhat order of Sn, the (Bruhat) interval [u, w] is the subposet
containing all v ∈ Sn such that u ≤ v ≤ w.
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2.2 Postnikov–Stanley polynomials

We define Postnikov–Stanley polynomials, which generalize dual Schubert polynomials.

Definition 2.2. ([17]) Given u ≤ w in Sn, the Postnikov–Stanley polynomial Dw
u is defined

by

Dw
u (x1, . . . , xn−1) :=

1
(ℓ(w)− ℓ(u))! ∑

C
mC(x1, . . . , xn−1),

where the sum is over all saturated chains C from u to w.

As defined in the introduction, the dual Schubert polynomial Dw is given by Dw := Dw
id.

Example 2.3. In the Bruhat order of S3, there are two saturated chains in [123, 321],
namely 213 ⋖ 231 ⋖ 321 and 213 ⋖ 312 ⋖ 321. The first chain has weight x1x2 and the
second chain has weight (x1 + x2) · x2. Thus, D321

213 = 1
2!(x1x2 + (x1 + x2) · x2).

2.3 Newton polytopes

Elaborating on our parenthetical definitions in the introduction, we give a full definition
of the Newton polytope.

Definition 2.4. For a tuple α = (α1, . . . , αn) ∈ Zn
≥0, let xα denote the monomial

xα := xα1
1 · · · xαn

n ∈ R[x1, . . . , xn].

We call α the exponent vector of xα.

Definition 2.5. Let f = ∑α∈Zn
≥0

cαxα ∈ R[x1, . . . , xn] be a polynomial. The support of f ,
denoted supp( f ), is the set of its exponent vectors α.

The support behaves nicely with respect to polynomial addition and multiplication.

Proposition 2.6. For two polynomials f , g ∈ R≥0[x1, . . . , xn], we have

supp( f g) = supp( f ) + supp(g), supp( f + g) = supp( f ) ∪ supp(g),

where supp( f ) + supp(g) denotes the Minkowski sum of supp( f ) and supp(g).

Definition 2.7. The Newton polytope of f , denoted Newton( f ), is the convex hull of
supp( f ) in Rn.

Definition 2.8. ([14]) A polynomial f ∈ R[x1, . . . , xn] is said to have a saturated Newton
polytope (SNP) if supp( f ) is precisely all integer points in Newton( f ).
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Example 2.9. As computed in Example 2.3, D321
213 = x1x2 +

1
2 x2

2, so its Newton polytope
Newton(D321

213) is the line segment from (1, 1) to (0, 2) in R2. There are no integer points
on this line segment besides the endpoints, so D321

213 has SNP.

Remark. A nonexample for SNP is the polynomial

f = x(0,1,3) + x(0,3,1) + x(1,0,3) + x(1,3,0) + x(3,0,1) + x(3,1,0),

because Newton( f ) contains the integer point (0, 2, 2), but there is no cx(0,2,2) monomial
in f for c nonzero.

2.4 Generalized permutahedra

A standard permutahedron (or permutohedron) is the convex hull in Rn of the vector
(0, 1, . . . , n − 1) and all permutations of its entries. Generalized permutahedra are defor-
mations of standard permutahedra and are defined as follows.

Definition 2.10. ([16]) The generalized permutahedron Pz
n({zI}) associated to the collection

of real numbers {zI} for I ⊆ [n] is given by

Pz
n({zI}) :=

{
t ∈ Rn : ∑

i∈I
ti ≥ zI for I ̸= [n],

n

∑
i=1

ti = z[n]

}
.

Proposition 2.11. ([4]) Generalized permutahedra are closed under the Minkowski sum:

Pz
n({zI}) + Pz

n({z′I}) = Pz
n({zI + z′I}).

M-convexity is a concept closely related to generalized permutahedra.

Definition 2.12. ([15]) A subset J ⊆ Zn
≥0 is M-convex if for any index i ∈ [n] and any

α, β ∈ J whose i-th coordinates satisfy αi > βi, there is an index j ∈ [n] satisfying

αj < β j, α − ei + ej ∈ J , and β − ej + ei ∈ J .

Proposition 2.13. ([15, Theorem 4.15] and [12]) A homogeneous polynomial f has M-
convex support if and only if f has SNP and Newton( f ) is a generalized permutahedron.

3 Support of dual Schubert polynomials

In this section, we prove Theorem 1.2 and Corollary 1.4. Our key insight is that the
support of any dual Schubert polynomial Dw always matches the support of the weight
of some specific chain in [id, w]. Since it is easy to show each chain weight has SNP and
its Newton polytope is a generalized permutahedron, we obtain the desired result.
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3.1 Single-chain Newton polytopes

We introduce the single-chain Newton polytope property and show that it implies SNP.

Definition 3.1. Given u ≤ w in Sn, the Postnikov–Stanley polynomial Dw
u is said to have

a single-chain Newton polytope (SCNP) if there exists a saturated chain C in the interval
[u, w] such that

supp(mC) = supp(Dw
u ).

Such a saturated chain C is called a dominant chain of the interval [u, w].

Example 3.2. Given the Postnikov–Stanley polynomial D321
213 = 1

2!(x1x2 + (x1 + x2) · x2),
the saturated chain C = (213⋖ 312⋖ 321) has weight mC = (x1 + x2) · x2, which satisfies

supp(mC) = supp(D321
213).

Thus, C is a dominant chain of [213, 321] and D321
213 has SCNP.

The following observation, which can be proved by [2, Theorem 3.4], motivates our
definition of SCNP.

Proposition 3.3. If a polynomial f ∈ R[x1, x2, . . . , xn] can be written as a product of
nonnegative linear combinations of x1, . . . , xn, then f has SNP.

Since each chain weight is a product of nonnegative linear combinations of variables,
we have the following property.

Proposition 3.4. If Dw
u has SCNP, then Dw

u has SNP.

Remark. The SCNP property is strictly stronger than SNP: for example, D4231
1324 has SNP

but not SCNP. As Postnikov–Stanley polynomials do not necessarily have SCNP, the
method of using SCNP to prove SNP for dual Schubert polynomials does not generalize
to Postnikov–Stanley polynomials.

For the SCNP property, we have the following conjecture.

Conjecture 3.5. For w ∈ Sn, all Dw
u have SCNP if and only if w avoids 4231 pattern.

3.2 Saturated Newton polytopes

We prove that dual Schubert polynomials have SCNP and obtain as a corollary that they
have SNP. We first describe a “greedy” procedure for finding a dominant chain.

Definition 3.6. In a saturated chain

u = w0 ⋖ w1 ⋖ w2 ⋖ · · ·⋖ wℓ = w,

we may express wi as wi−1tab for all i ∈ [ℓ]. This chain from u to w is greedy if, for all i,
there does not exist w′

i−1 ⋖ wi with w′
i−1 ∈ [u, w] such that



Newton polytopes of dual Schubert polynomials 7

(i) wi = w′
i−1tab′ for b′ > b, or

(ii) wi = w′
i−1ta′b for a′ < a.

Example 3.7. In the interval [123, 321], the saturated chain 123 ⋖ 132 ⋖ 231 ⋖ 321 is
greedy, while 123 ⋖ 213 ⋖ 231 ⋖ 321 is not. This latter chain fails to be greedy because
w2 = 231 = 213t23 = w1t23, but 132 ⋖ w2 with 231 = 132t13, violating condition (ii). In
general, greedy chains are not unique. For example, 123 ⋖ 213 ⋖ 312 ⋖ 321 is another
greedy chain in [123, 321].

Lemma 3.8. There exists a greedy chain in every interval [u, w].

Proof sketch. We may build a greedy chain inductively downward from w.

Moreover, we can explicitly compute the weight of a greedy chain from id to w.

Definition 3.9. For a permutation w ∈ Sn, the global weight GW(w) of w is defined by

GW(w) := ∏
(a,b)∈Inv(w)

(xa + xa+1 + · · ·+ xb−1).

Lemma 3.10. Given w ∈ Sn, the weight of any greedy chain in [id, w] is GW(w).

Proof sketch. We induct on ℓ(w). As part of our inductive step, we show that Inv(wℓ−1) =
Inv(w) \ (a, b) by performing casework on Inv(wℓ) \ Inv(wℓ−1).

Then, we show that for any interval [id, w], the support of any greedy chain contains
the support of any other saturated chain. Equivalently, any saturated chain C in [id, w]
satisfies supp(mC) ⊆ supp(GW(w)). To prove this, we define a pairing that allows us to
match up linear factors in mC with linear factors in GW(w).

Definition 3.11. We define a partial order ⪯ on {(a, b) ∈ N2 | a < b} such that (a, b) ⪯
(c, d) if and only if [a, b] ⊆ [c, d].

Given a positive integer ℓ, we define a partial order ⪯ℓ on ℓ-element multisets in
{(a, b) ∈ N2 | a < b} as follows: for two multisets G and H, we say G ⪯ℓ H if and only
if there exists a pairing of elements in G and H such that for each pair ((ai, bi), (ci, di)) ∈
G × H in this pairing, we have (ai, bi) ⪯ (ci, di). We call this pairing dominant.

Definition 3.12. For a saturated chain C = (u0 ⋖ u1 ⋖ · · ·⋖ uℓ) in the Bruhat interval
[u0, uℓ] in Sn, we define its generating set GC to be the multiset containing the pairs of
the positions (ai, bi) swapped along edges in C:

GC := {(ai, bi) ∈ [n] | ui = ui−1taibi , ai < bi, i ∈ [ℓ]}.

Example 3.13. For C = 1234 ⋖ 2134 ⋖ 2143 ⋖ 2413 ⋖ 4213, the multiset GC is equal to
{(1, 2), (3, 4), (2, 3), (1, 2)}.
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Lemma 3.14. Given a permutation w ∈ Sn with ℓ(w) = ℓ, for every saturated chain

C = (id = w0 ⋖ w1 ⋖ w2 ⋖ · · ·⋖ wℓ = w)

in [id, w], we have GC ⪯ℓ Inv(w).

Proof sketch. The strategy is similar to that in the proof of Lemma 3.10.

Example 3.15. Continuing Example 3.13, we note that the chain C has top element w =
4213 and Inv(w) = {(1, 2), (1, 3), (1, 4), (2, 3)}. Write GC = {(1, 2), (1, 2), (3, 4), (2, 3)}, we
can see that pairing the elements of GC and Inv(w) in the given order yields a dominant
pairing, so GC ⪯4 Inv(w).

By Lemma 3.14, there exists a dominant pairing P of GC and Inv(w) such that [a, b] ⊆
[c, d] for each pair ((a, b), (c, d)) ∈ P , thereby allowing us to pair the linear factors of mC
with the linear factors of GW(w). We deduce the following lemma.

Lemma 3.16. Given a permutation w ∈ Sn, for every saturated chain C in [id, w], we
have supp(mC) ⊆ supp(GW(w)).

Lemma 3.17. Given a permutation w ∈ Sn, we have

supp(Dw) ⊆ supp(GW(w)).

Proof. By Lemma 3.16 and Proposition 2.6, we have

supp(Dw) =
⋃

C:u=u0⋖u1⋖···⋖uℓ=w
supp(mC) ⊆ supp(GW(w)).

Lemma 3.18. Given a permutation w ∈ Sn, we have

supp(Dw) ⊇ supp(GW(w)).

Proof. This result follows immediately from Lemma 3.8 and Lemma 3.10.

We combine Lemma 3.17 and Lemma 3.18 to obtain the following result.

Theorem 3.19. Given a permutation w ∈ Sn, we have

supp(Dw) = supp(GW(w)).

We are now equipped to prove Theorem 1.2.

Proof of Theorem 1.2. Applying Theorem 3.19 and Proposition 2.6, we obtain

supp(Dw) = supp(GW(w)) = ∑
(a,b)∈Inv(w)

{ea, ea+1, . . . , eb−1},

as desired.

We have shown that every greedy chain of [id, w] is a dominant chain of Dw, and
therefore that Dw has SCNP. Now by Proposition 3.4, we have the following corollary.

Corollary 3.20. For all w ∈ Sn, the dual Schubert polynomial Dw has SNP.
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3.3 Newton polytopes as generalized permutahedra

Theorem 3.21. For w ∈ Sn, Newton(Dw) is a generalized permutahedron Pz
n({zI})I⊆[n]

with
zI = ∑

(a,b)∈Inv(w)

1I⊇[a,b)

for all I ⊆ [n], where I ⊇ [a, b) denotes I ⊇ {a, a + 1, . . . , b − 1}.

Proof sketch. This follows from Theorem 1.2 and Proposition 2.11.

Proof of Corollary 1.4. This follows directly from Proposition 2.13, Corollary 3.20, and
Theorem 3.21.

4 The vanishing problem for dual Schubert polynomials

In light of Theorem 1.2, we give a polynomial-time algorithm to determine whether a
given term is found in a given dual Schubert polynomial.

Proof of Corollary 1.3. We first check if ∑n−1
i=1 ci = ℓ(w). If not, the algorithm terminates

and we conclude that xα vanishes in Dw. If so, we construct a bipartite graph B =
(U, V, E) where U = Inv(w) and V contains ci copies of xi for each i. Let E consist of all
edges (a, b) → xi with a ≤ i < b. We now use the blossom algorithm [13] to compute
the maximum cardinality of a matching in B. By Theorem 1.2, α ∈ supp(Dw) if and only
if the maximum matching of B has ℓ edges. The runtime of the algorithm in our case is
O(

√
|U|+ |V||E|) = O(

√
n2n4) = O(n5).

Example 4.1. Figure 1 shows the graph used to verify that the term x2
1x2 is in D321.

(1, 2)• •x1

(1, 3)• •x1

(2, 3)• •x2

Figure 1: A maximum matching has 3 = ℓ(321) edges, so (2, 1) ∈ supp(D321).

5 Vertices of Newton polytopes

In Corollary 1.5, we characterize the vertices of Newton(Dw).
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Proof of Corollary 1.5. This follows from Theorem 3.19 and [2, Theorem 3.5].

Furthermore, given w ∈ Sn, we describe a procedure to obtain the vertices of the
polytope Newton(Dw). Figures illustrating each step of the procedure are given in the
appendix (Section 6). The validity of this procedure may be justified using [16, Corol-
lary 8.2].

• Step 1: Construct a Young diagram of staircase shape (n − 1, n − 2, . . . , 1), and label
the boxes by the following pairs of inversions. In the i-th row of the diagram for
1 ≤ i ≤ n − 1, label the boxes from left to right by (i, n), (i, n − 1), . . . , (i, i + 1).

• Step 2: Write a 1 in the box if the corresponding inversion pair is in Inv(w), and
write a 0 in the box if not.

• Step 3: Construct the 1
n+1(

2n
n ) tilings of the Young diagram by n − 1 rectangles.

• Step 4: For each tiling, sum the entries of each rectangle and write the sum at the
bottom right corner of the rectangle. Reading the summands from top to bottom
gives a vertex of Newton(Dw).

After completing the procedure, we get all the vertices of Newton(Dw), possibly with
multiplicity. See Figure 6 for an illustration of the case w = 4213.

6 Appendix

(1, 6) (1, 5) (1, 4) (1, 3) (1, 2)

(2, 6) (2, 5) (2, 4) (2, 3)

(3, 6) (3, 5) (3, 4)

(4, 6) (4, 5)

(5, 6)

Figure 2: A staircase Young dia-
gram with n = 6.

(1, 6) (1, 5) (1, 4) (1, 3) (1, 2)

(2, 6) (2, 5) (2, 4) (2, 3)

(3, 6) (3, 5) (3, 4)

(4, 6) (4, 5)

(5, 6)

1 0 0 0 0

1 1 0 1

1 0 0

1 1

1

Figure 3: When w = 253641, the
boxes are filled with 1’s as above.
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(1, 6) (1, 5) (1, 4) (1, 3) (1, 2)

(2, 6) (2, 5) (2, 4) (2, 3)

(3, 6) (3, 5) (3, 4)

(4, 6) (4, 5)

(5, 6)

1 0 0 0 0

1 1 0 1

1 0 0

1 1

1

Figure 4: Continuing the above
example, we consider a tiling
with n − 1 rectangles.

(1, 6) (1, 5) (1, 4) (1, 3) (1, 2)

(2, 6) (2, 5) (2, 4) (2, 3)

(3, 6) (3, 5) (3, 4)

(4, 6) (4, 5)

(5, 6)

1 0 0 0 0

1 1 0 1

1 0 0

1 1

1

0

1

0

6

1

Figure 5: Newton(D253641) has a
vertex at (0, 1, 0, 6, 1).

(1, 4) (1, 3) (1, 2)

(2, 4) (2, 3)

(3, 4)

1 1 1

0 1

0

3

1

0

(1, 4) (1, 3) (1, 2)

(2, 4) (2, 3)

(3, 4)

1 1 1

0 1

0

1

3

0

(1, 4) (1, 3) (1, 2)

(2, 4) (2, 3)

(3, 4)

1 1 1

0 1

0

3

1

0
(1, 4) (1, 3) (1, 2)

(2, 4) (2, 3)

(3, 4)

1 1 1

0 1

0

1

2

1

(1, 4) (1, 3) (1, 2)

(2, 4) (2, 3)

(3, 4)

1 1 1

0 1

0

2

1

1

Figure 6: Newton(D4213) has vertices (3, 1, 0), (1, 3, 0), (1, 2, 1), (2, 1, 1).
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